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Abstract
In this research work, a maiden approach is made for the frequency control in an islanded AC microgrid (MG). A MG can
be formed by combining the different sources like renewable energy source, wind power generation and the solar energy
generation. Variation in any of the source influences the MG frequency, and thus, the frequency control issue for MG is
always a challenge for the researcher industry. In light of these difficulties, this paper considers a tilt integral derivative
(TID) controller for the secondary frequency control of the islanded MGs and a novel hybrid dragonfly algorithm and pattern
search (hDF-PS) algorithm is used to tune the controller parameters. In the proposed control conspire, some sources like
microturbine, diesel engine generator and fuel cell are used which balance the load and power can demand of the MG. The
novel hybrid controller is inspected on a MG test system, and the robustness and execution are assessed by considering
different disturbances and parametric variations. In order to show the effectiveness of the proposed hybrid algorithm-based
TID controller, it is being compared with some conventional controllers like integral, proportional integral and proportional
integral derivative-based controller. It can be demonstrated that the proposed hDF-PS-based TID controller approach (because
of considering organized/parametric instabilities) gives preferably better execution over the other control techniques.

Keywords Microgrid (MG) · Renewal energy sources · Tilt integral derivative (TID) controller · Hybrid dragonfly algorithm
and pattern search (hDF-PS) algorithm

List of symbols
BES Battery energy storage
D Damping coefficient
DEG Diesel engine generator
DER Distributed energy resource
DG Distributed generator
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f Frequency deviation
FES Flywheel energy storage
FC Fuel cell
LFT Linear fractional transformation
M Inertia constant
MG Microgrid
MGCC MG central controller
MT Microturbine
NP, NS Nominal performance and nominal stability
PV Photovoltaic panel
PDEG DEG output power change
PMT MT output power change
PFC FC output power change
PPV PV output power change
PBES BES output power change
PFES FES output power change
Pφ Solar radiation power change
PWind Wind power change
PL Load power change
P Real power unbalance
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RES Renewable energy source
RP, RS Robust performance and robust stability
Δ Uncertainty block
TDEG DEG time constant
TMT MT time constant
TFC FC time constant
TWTG, TPV WTG and PV time constants
TBES, TFES BES and FES system time constants
WTG Wind turbine generator

1 Introduction

In the recent years, development of remote off-grid MGs
helps in supplying electrical energy for the rural areas where
the conventional way of supplying energy from a grid is too
costly. Therefore, numerous MGs are introduced for supply-
ing electricity to those areas.

A MG can be operated in two modes: islanded mode and
the grid connectedmode. Out of these two, the islandedmode
of operation of a MG is more troublesome compared to the
grid connected mode. This is because in the grid connected
mode the regulation of voltage/frequency is supported by the
main supply, whereas in the islanded mode of operation the
wind power and solar irradiation resources are used to com-
pensate the load variations [1]. The factors responsible for
the real operation of a MG are nonlinear structure, dynamic
complexity, instabilities and discontinuous nature of DER. If
the power mismatch between the load and generator occurs,
then it creates a deviation in frequency and voltage from its
original value which leads to MG blackout. Hence, the opti-
mized controller design technique is useful to accomplish
the stability of the system within the sight of different load
deviation and some environmental condition with in MGs
[2].

The distributed assets and renewal sources like DEG,
WTG, FC, BES, PV, FC and FES systems assume an indis-
pensable part for the MG structure. For choosing DERs for
an islanded MG system, the primary elements are the envi-
ronmental and economic constraints. The power generated
by the renewal sources like WTG and the PV mainly relies
on the climate condition; thus, they cannot be used as the sec-
ondary frequency control [3]. The function of MT and DEG
sources is to supply a part of electrical energy to the demand
side which can repay the inadequacy in electrical energy.
However, these are associated with some disadvantages like
slow response time, inability to handleMGcontrol during the
sudden changes in load and power demand etc. Therefore, in
order to archive a rapidly compensation, coordination of MT
or DEG with some other energy storage elements is highly
required [4].

The primary aim of this paper is to propose a robust fre-
quency control for a MG in the secondary regulation loop.

The optimal requirement of the MG can be achieved by
adjusting the set points, and the process is carried out by
the secondary frequency control [5]. For the secondary con-
trol in MG, two fundamental structures are considered; first
one is the centralized, and the second one is the decentralized
structures. The centralized structure depends on the working
of microgrid centralized controller (MGCC), and the decen-
tralized plan permits the association of the different units
inside the MG [6,7]. For the islanded operation of MGs, a
centralized structure is preferred which is considered in our
proposed study,while the decentralized approach is preferred
for the grid-connected MGs [6]. The application of different
types of robust controllers on the MG frameworks is given
in the literatures [7–9]. Etemadi et al. [7] presented a decen-
tralized control for the islanded MG. Han et al. proposed a
μ-based controller for the frequency regulation in aMG.This
μ-combination controller was outlined by a D-K iteration
method. Kahrobaeian et al. [9] demonstrated some complex
works on robust control of a μ-synthesis controller.

The secondary control of MG is described in the litera-
ture [10–13]. The applications of different methods for the
frequency control of MGs are provided in [5,14,15]. Guer-
rero et al. presented the application of Hopfield fuzzy neural
network algorithm and the combined particle swarm opti-
mization (PSO) with fuzzy logic method for the regulation
of frequency deviations. In [14], the proportional–integral–
derivative was used to improve the frequency control exe-
cution and strength within the sight of instabilities and
the PSO-based mixed H2/H∞ was proposed to tune the
parameters of the controller. The application of fuzzy-based
proportional–integral–derivative (PI) controller for the sta-
bility operation of MG system along with MT, FC and ES
[15]. Further utilizations of some established control tech-
niques are also described in MG control.

In the conventional control techniques, the effective
exchange off states between NPs and RPs are very difficult to
accomplish. However, the robust control techniques (because
of possibility of uncertainties definition in the control syn-
thesis strategy) fulfill this objective effectively. As the linear
control methods have some physical limitations and uncer-
tainties, these provide a successful control for the dynamical
system. However, many of the control strategies propose a
complex controller for which the order remains same for
both the controller and the system [16]. Therefore the small
size ofMGs, compared to the conventional large-scale power
systems, motivates to use these powerful synthesis method-
ologies for the MGs control problems.

This paper utilizes a TID controller which has been con-
nected for the frequency control issue of microgrid. In the
proposed (TID) controller, the corresponding part of PID
controller is supplanted with a tilted component having a
transfer function s−1/n . The subsequent transfer function
of the TID controller all the more nearly approximates an
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optimal transfer function, there by accomplishing enhanced
feedback controller. The subsidiarymethod of PID controller
however enhances strength of the stability of the system and
expands speed of the controller reaction, produces irrational
size control input to the plant. The optimal estimation of
TID controller parameters is acquired by minimizing the
performance index, ITAE-integral of time-weighted abso-
lute error. Additionally, comparison between the dynamic
reaction acquired from integral (I) controller, proportional
integral (PI) controller and proportional integral derivative
(PID) controller has been displayed in this paper. For a
uniform relative analysis, each one of the controllers is opti-
mized utilizing same optimization technique, i.e., hybrid
dragonfly and pattern search algorithm, and their execution
has been analyzed in light of system response. Therefore, by
enhancing the system stability and response, the TID con-
troller indicates preferable better execution over I, PI and
PID controller in microgrid issue.

Whatever is left of this paper is sorted out as takes after.
Section 2 portrays the modeling of microgrid, and Sect. 3
represents the state-space dynamical modeling of MG. The
modeling of the proposed tilt integral derivative controller
strategy with a specific end goal is provided in Sect. 4. Sec-
tion 5 demonstrates the description of the proposed hybrid
dragonfly and pattern search algorithms. The time-domain
performance of hybrid DF–PS-based tilt integral derivative
controller with respect to theMG secondary control is shown
in Sect. 6. At long last, the conclusion of the proposed
research is presented in Sect. 7.

2 Modeling of Microgrid

A simplified setup for an islanded ACMG is shown in Fig. 1.
It consists of DEG,WTG, PV,MT, FC and some energy stor-
age devices like BES along with some AC loads. As shown
in Fig. 1, in MG the power electronic-based devices are used
for synchronizing the operations of sources like DEG and
WTG and connecting the distributed resources to the ac bus
by rectifying the dc voltages into ac sources. A converter is
additionally considered for the BES system, which operates
either in charging (ac to dc) or discharging (dc to ac) mode.
Thus, the total generated power by the distributed resources,
which is used to supply the demand side, is:

PLoad= PDEG+PMT+PWTG+PPV+PFC ± PBES ± PFES

(1)

The RESs likeWTGs and PVs are not used for the secondary
control of the MGs because of their dependency on the envi-
ronmental conditions. Therefore, the DEG, FC and MT are
used for the secondary frequency control problem in this. In
the frequency control loop, the power variation in WTG, PV

Fig. 1 Simplified schematic of an islanded MG

Table 1 Parameters of frequency response model

Parameters Value Parameters Value

D (pu/HZ) 0.012 TDEG (s) 2

M (pu/s) 0.2 TMT (s) 2

TFC (S) 4 TWTG (s) 1.5

TBESS (s) 0.1 TPV (s) 1.8

TFESS (s) 0.1

and load is supplied by the power variation in MT and DEG.
The change inMG frequency regulation can be expressed as:

�PLoad + �PDEG + �PMT + �PFC + PPV

+ · · · �PWTG ± �PBES ± PFES = 0 (2)

Some of the simplified versions of the dynamical models for
the DG units are shown in the literatures [11,17], and for
many of the distributed sources, the order of the dynamical
frequency reaction models is very high. In this paper, a low-
order dynamic model is considered for frequency control
issue of theMGdue to simplicity [11]. Figure 2 demonstrates
the dynamical frequency model for a MG, and the different
system parameters are spoken in Table 1.

3 State-Space Dynamic Model

In order to synthesize aMG, the linearized state-space model
is essential. Utilizing the state variables (Eqs. 3–6), the state-
space acknowledgment in the linearized form for the MG
system (Fig. 2) can be obtained as [17].
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Fig. 2 MG dynamical frequency response model

ẋ = Ax + B1w + B2u

Y = Cẋ (3)

where

xT = [�PWTG �PPV �PDEG�PFC

�PMT �PBES �PFES � f ] (4)

wT = [�PWind �PPϕ �PLoad] (5)

y = � f (6)

where u represents the input control signal, �PWind,�Pφ

and �PLoad are taken as the disturbance signals for the MG
along with M and D as the uncertain parameters. Some com-
plicated and nonlinear models for MG are also demonstrated
in [3,10,18,19].

4 Tilt Integral Derivative Controller Design

The TID controller is basically a tuneable compensator hav-
ing KP, KI and KD as three control parameters with a tuning
parameter as n. The structure of TID is like PID, aside from
the proportional behavior is supplanted by a tilted propor-
tional behavior having transfer function 1/S1/n or s−1/n . This
transfer function block is referred as a ‘Tilt’ compensator, and
the complete structure of compensator is referred as a tilt-

integral-derivative (TID) compensator or controller. It has
superior properties of maintaining system response stable
under disturbance, during parameter variations, and it is eas-
ily tuned as well [20]. The tilted behavior gives a feedback
gain as a component of frequency which is tilted regarding
the pick gain/frequency of ordinary compensator. Thus, the
whole compensator is alluded to as tilt-integral-derivative
(TID) compensator. A piece chart portrayal of the TID con-
trol is shown in Fig. 3. The mathematical expression for the
above discussion can be explained as:

UTID = GTID (s, θ) ETID(s)

ETID = RTID (s, θ) − YTID(s)

where GTID (s, θ) the transfer is function of the TID con-
troller in complex variable S ∈ C and parameterized by
θ ∈ R4. The mathematical description of transfer function
GTID(s, θ) is:

GTID (s, θ) = KT

s
1
n

+ KI

s
+ KS

where θT = [KT KI KD n]
And θ ∈ R4, here θ is a vector of four control parameters

KP, KI, KD and n where n ∈ R and n �= 0. The range of n
is ideally in the vicinity of 1 and 10. TID control offers high
level of flexibility in control parameters and liable to have
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Fig. 3 Structure of TID
controller in a closed loop
system

predominant properties like simpler tuning, higher rejection
ratio and smaller effects of plant parameter minor departure
from closed loop response.

In the present configuration of a nature inspired optimiza-
tion technique-based controller, initially the fitness function
is formulated. The fitness function is used to optimize and
tune the controller parameters. For any system, the typical
parameters in the time domain for performance study are
of maximum overshoot, rise time, settling time and steady-
state error. In the field of controller design, usually four types
of performance criteria are considered. They are integral of
absolute error (IAE), integral of squared error (ISE), inte-
gral of time multiplied squared error (ITSE) and integral
of time multiplied absolute error (ITAE) [21,22]. ISE error
criterion aggregates the square of the error over the time;
hence, huge errors are amended as compared to smaller error
value.

ITSE introduces the sum of time multiplied square error,
and IAE criterion only signifies the absolute error. Thus,
these error criteria are not regularly utilized as objective
function as a part of controller design [23]. ITAE objective
function incorporates the integration of the absolute error
multiplied by the time; therefore, it introduces errors which
actually exist and are usually required for the controller
design [24,25]. Thus, for MG operation the ITAE is the best
objective function in all aspects and consequently used in the
work.

The ITAE-based fitness function for the said MG can be
written as:

J = ITAE =
tsim∫

0

|�F |·t ·dt (7)

where �F the change in the frequency deviation of the MG
and tsim the simulation time.

Here, the limits to the controller parameters are consid-
ered as constraints, while optimizing the controller gains.
Therefore, the consider problemmay be formulated as a opti-
mization problem as described below:

Minimize J (8)

Subject to

KPmin ≤ KP ≤ KPmax

KImin ≤ KI ≤ KImax

KDmin ≤ KD ≤ KDmax

nmin ≤ n ≤ nmax (9)

where J is the fitness function and KXmin and KXmax are the
minimum and maximum limits of the controller gain param-
eters.

5 Hybrid Dragonfly Algorithm Pattern
Search Algorithm (hDF-PS)

5.1 Dragonfly Algorithm

Reynolds states that the swarm behavior always follows three
fundamental principles [26]:

(A) Separation: This refers to the avoidance of static collision
of any individuals from the rest in a prescribed region.

(B) Alignment: This coordinates speed of the individual ele-
ment to that of others in a prescribed region.

(C) Cohesion: This alludes to the propensity of each elements
toward the others in a prescribed range.

‘Survival of fittest’ is the fundamental goal for any swarm-
based algorithm; thus, each individual in a region ought to be
pulled toward the source of food and diverted the enemies.
By considering the facts discussed, a conclusion can bemade
that five variables are responsible for updating the individual
element in swarms.

The separations is ascertained as takes after:

Si = −
N∑
j=1

x − xj (10)

123



3108 Arabian Journal for Science and Engineering (2018) 43:3103–3114

where X represents the current individual position, X j rep-
resents the position of j th individual and N is the total
neighboring individuals. The calculation of alignment is done
as:

Ai =
∑N

j=1 Vj

N
(11)

where X j represents the velocity of j th individual.
To calculate the cohesion, the following expression is

used:

Ci =
∑N

j=1 xj

N
− X (12)

The force of attraction near to a food source can be calculated
as:

Fi = X+ − X (13)

where X+ represents the food source’s position, X− is the
enemy’s position.

An enemy’s distraction is calculated as:

Ei = X− + X (14)

Therefore, it is assumed that the conduction of dragonflies is
thought to be the blend of five patterns. In order to upgrade
each dragonfly position with in a prescribed space, two fac-
tors such as ‘step (�X )’ and ‘position (X )’ are considered.
Out of these two factors, the step vector is the analogy of the
velocity vector (in PSO), and thus, the proposed DA algo-
rithm is created in view of the PSO algorithm. Themovement
of dragonflies is mainly influenced by the position of the step
vector which is formulated as:

�Xt+1 = (sSi + aAi + cCi + fFi + eEi ) + w�Xt (15)

where s represents the weight separation, Si shows the
i th individual separation, a weight alignment factor, A i th
individual alignment, C represents cohesion weight, Ci rep-
resents the i th individual cohesion, F represents the food
factor, Fi shows the i th individual food source, E represents
the enemy factor, Ei represents i th individual enemy posi-
tion, w represents inertia weight, t number of counts of the
iteration. Then, the position vector can be obtained as:

Xt+1 = Xt + �Xt+1 (16)

A balance between the explorative and exploitative can be
accomplished during the optimization process by utilizing
the above discussed factors. In the DF algorithm, neighbors
of each dragonfly play a vital role, so each dragonfly is free
to move with in a prescribed boundary. As talked about in the

past subsection, two types of swarms (static and dynamic) are
responsible for the behavior of dragonflies. The dragonflies
have a tendency to adjust their flyingwhile keeping up appro-
priate separation in the dynamic swarm, whereas for a static
swarm the dragonfly arrangement is too low when cohesion
is very high which results in attack preys. Thus, it is a general
tendency that for exploring and exploiting the search space,
dragonflies with high alignment and low cohesion weights,
and low alignment and high cohesion are used. The transi-
tion between these two states are possible by increasing the
overall radius of the search space and by tuning the swarm
factors during the process of optimization.

The following assumptions aremade for the dragonflies so
that the convergence condition can be achieved. The weight
of each dragonfly has to change in the search space such that
transition of exploration to exploitation is possible. Thus,
during the optimization process each dragonfly tries to see
some other dragonflies to alter flying way. In other word, the
area region is expanded too whereby the swarm get to be one
gathering at the last phase of optimization to converge, thus
to converge to the global optimum. From the search space,
the food source and the enemy are collected from the best
and worst solutions obtained till now. Thus, a convergence
condition toward the promising areas and a divergence from
a non-promising areas can be achieved. Finally, the perfor-
mance of artificial dragonflies can be improved by utilizing
the ‘Lévy flight.’ According to this, if a neighboring solution
is not present, then each dragonfly utilizes a random walk
and flies around the search space.

Now the position of each dragonfly can be upgraded using
the following expressions:

Xt+1 = Xt + Lévy(d) × Xt (17)

where d shows the dimension of the position vectors.
The Lévy flight can be calculated as:

Lévy(x) = 0.01 × r1 × σ

|r2|
1
β

(18)

where r1 and r2 represent randomnumbers varied in the range
[0, 1], β represents a constant whose value is 1.5 (in this
work), σ can be calculated as:

σ =
⎛
⎜⎝

Γ (1 + β) × sin
(

Πβ
2

)

Γ
(
1+β
2

)
× β × 2

(
β−1
2

)

⎞
⎟⎠

1/β

where Γ (x) = (x − 1)

5.2 Pattern Search Algorithm

The pattern search (PS) algorithm is a recent developed algo-
rithm, which can solve a number of nonlinear optimization
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Fig. 4 aWind power change
pattern, bMG output frequency
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problems. The PS algorithm is associated with numerous
advantages like ease of implementation, simple concept and
computationally very efficient. The operator used in the PS
algorithm is well balanced and flexible and hence enhances
the global search and improves the fine tune capability in the
local search [27]. The PS algorithm starts with an initial point
X0 which is considered as the starting point of the algorithm.
The initial point X0 is mainly provided by the DF algorithm.
Then, a pattern formation is done by adding a scalar multiple
with the set of current vectors. Now it will be the current
point for the next iteration if it archives a better objective
function.

In the first iteration, the pattern vectors/direction vectors
are constructed in the form of [0, 1], [1, 0], [−1, 0] and [0,
−1]. In PS algorithm, the iteration counter is also known
as mesh size. In the next step, a mesh point is created by
adding the direction vectors to the initial point X0 as X0 +
[0, 1], X0 + [1, 0], X0 + [− 1, 0] and X0 + [0,− 1]. The
objective function at all the mesh points is calculated until it
reaches a smaller value than the objective function value of

X0 [28]. This point is treated as X1 which is considered as the
initial point for the next iteration. At the second iteration, the
current mesh is increased by multiplying factor 2 which is
also known as an expansion factor. Therefore, at the second
iteration, the mesh point becomes: X1 + 2 × [0, 1], X1 +
2× [1, 0], X1 + 2× [− 1, 0] and X1 + 2× [0,− 1], and this
process is continued till the stopping criteria are achieved. If
the objective function is not found to be smaller in certain
iteration, then the same point will be treated as an initial point
for the next iteration. In the next iteration, the initial point
is multiplied by a factor 0.5 which is known as contraction
factor so that the smaller objective function is obtained, and
this process will be repeated till the termination condition is
achieved [29]. The evaluation of objective function is done
at t = 1.0 s by considering some disturbance.
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Table 2 Comparison of
different optimization
techniques

Parameters GA-based PID
controller

PSO-based PID
controller

DF-based PID
controller

Hybrid DF–PS-
based PID
controller

Kp − 1.9869 − 1.9729 − 1.8756 − 1.9898

Ki − 0.2366 − 0.1693 − 0.1298 − 0.1371

Kd − 1.3488 − 1.9840 − 1.8875 − 0.7208

ITAE 2.162 1.9861 1.9151 1.415

Table 3 Controller parameters
for Microgrid (wind variation)

Parameters Proposed hDF-PS-
based tilt integral
derivative controller

hDF-PS-based
PID controller

hDF-PS-based PI
controller

hDF-PS-based I
controller

Kp − 1.8988 −1.9898 −1.9981 –

Ki 0.0863 −0.1371 −0.1335 −0.0372

Kd − 1.9697 −0.7208 – –

n 5.7697 – – –

ITAE 1.0730 1.415 1.681 3.196

6 Simulation Results and Discussion

This section deals with the simulation results in terms of MG
frequency response considering different system parameters
as disturbances like�PWind,�Pφ and�PL. The application
of our proposed hybrid DF–PS algorithm on the tilt integral
derivative controller is analyzed. The viability of the pro-
posed strong methodologies is demonstrated by comparing
with the optimal I, PI and PID controllers. The controller
parameters are obtained using the proposed hybrid algorithm.
The MG frequency response is examined by performing six
disjoin test situations.

6.1 Model Verification

Here, Eq. (7) is used to find the parameters of the PID con-
troller with an objective to minimize its fitness value. For the
application of the proposed hDF-PS algorithm, the following
parameters are chosen, the population size = 20, maximum
iteration = 50, w is varied with in a span of 0–1. Stopping
criteria are selected based on maximum iteration count.

6.2 Case-1: [Fluctuation inWind Power (�PWind)]

For the first instance, the step change in wind power variation
(�PWind) is considered. Figure 4a demonstrates pattern for
the variation in �PWind. In order to prove the effectiveness
of the proposed hDF-PS algorithm, it is compared with some
conventional algorithms like genetic algorithm (GA), parti-
cle swarm optimization (PSO) and dragonfly (DF) using a
PID controller. Here in order to apply the GA, PSO and DF
algorithms, all the initial parameters for each algorithm have
been initialized. The population size is fixed to 30, and the

maximum iteration is set to 50 for all individual algorithms.
Table 2 shows the comparison of different algorithm by con-
sidering the above system disturbance. It can be seen from
Table 2 that the performance of the hDF-PS algorithm-based
PID controller provides superior result as compared to the
some standard algorithms based PID controller and thus jus-
tifies the application of the above hybrid algorithm.

In the next step, the hybrid DF–PS algorithm is utilized
to tune the tilt integral derivative controller by considering
the same disturbance, i.e., wind power variation (�PWind)

as shown in Fig. 4a. Table 3 shows the optimized controller
parameters for the proposed hDF-PS-based multistage PID
controller and also other controllers. Figure 4b illustrates
the MG frequency response output showing the compari-
son of the proposed and the conventional controllers. As far
as simulation results are concerned, the following cases are
investigated:

• Case-1: The system response of the I controller with
the proposed hDF-PS algorithm is represented by leg-
end ‘hDF-PS based I Controller.’

• Case-2: The response of the MG with PI controller
obtained by employing the hybrid algorithm is repre-
sented by the legend ‘hDF-PS based PI Controller.’

• Case-3: The PID-based MG system with the applica-
tion of the hybrid algorithm is represented by the legend
‘hDF-PS based PID Controller.’

• Case-4: Finally, the response of theMGwith the proposed
tilt integral derivative controller obtained by employing
the novel hybrid DF–PS algorithm is represented by the
legend ‘Proposed hDF-PS based TID Controller.’
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Fig. 5 a Solar power change
pattern, bMG output frequency
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Table 4 Controller parameters
for Microgrid (solar irradiation
variation)

Parameters Proposed hDF-PS-
based tilt integral
derivative controller

hDF-PS-based
PID controller

hDF-PS-based PI
controller

hDF-PS-based I
controller

Kp − 1.9885 −1.897 −1.7898 –

Ki − 0.1425 −0.1425 −0.1680 −0.0405

Kd − 1.1865 −1.1865 – –

n 5.0852 – – –

ITAE 1.178 1.338 1.4 3.865

It can be seen from Table 3 and Fig. 4b that the proposed
TID controller along with the hDF-PS algorithm provides
better results in terms of objective function and system oscil-
lations as compared to other controllers.

6.3 Case-2: [Fluctuation in Solar Power (�Pφ)]

Simultaneously another genuine test is performed by consid-
ering a step change in sun irradiation power (�Pφ) pattern
as shown in Fig. 5a. Figure 5b illustrates frequency response

curve of the MG for the designed controllers. Table 4 repre-
sents the required controller parameters which are optimized
using the hDF-PS algorithm for a change in solar power injec-
tion.

The same conclusion can be drawn from Table 4 that
the hDF-PS-based TID controller is more stable. Simulta-
neously system oscillations are also damped out efficiently.
It is clearly evident from Fig. 5b that the system performance
improves significantly with the proposed TID controller as
compared to the other controllers.
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Fig. 6 aMultiple load variation,
b MG output frequency
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Table 5 Controller parameters
for Microgrid (load variation)

Parameters Proposed hDF-PS-
based tilt integral
derivative controller

hDF-PS-based PID
controller

hDF-PS-based PI
controller

hDF-PS-based I con-
troller

Kp − 0.5729 −0.8205 0.2354 –

Ki 0.0428 −0.804 −0.0258 −0.366

Kd 1.9560 −1.9989 – –

n 4.1112 – – –

ITAE 0.3967 0.658 1.297 2.119

6.4 Case-3: [Fluctuation in Load (�PLoad)]

In this case, change in load deviation (�PLoad) (disturbance)
is taken into account. The variation pattern is shown in
Fig. 6a, b illustrating the frequency response curve of theMG
through the executions of the proposed hybrid tilt integral
derivative controller. The optimized controller parameters (P,
PI, PID and TID) for the load disturbance are tabulated in
Table 5. The same conclusion can be drawn from Fig. 6b
that the hDF-PS-based TID controller yields better result in

terms of system oscillations as compared to other conven-
tional controllers.

6.5 Case-4: (Changes in�PWind, �Pφ ,�PLoad and
MG Parameters Simultaneously)

In this case, a simultaneous change in the different system
parameters like sun irradiation, load change and the wind
power is considered. Figure 7a demonstrates the change pat-
tern for the blended changes in the disturbance parameters,
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Fig. 7 AMultiple disturbances
in load, wind speed, and solar
irradiation, bMG output
frequency
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Table 6 Controller parameters
for Microgrid (all variation)

Parameters Proposed hDF-PS-
based tilt integral
derivative controller

hDF-PS-based
PID controller

hDF-PS-based PI
controller

hDF-PS-based I
controller

Kp − 1.9865 −0.4364 −1.9999 –

Ki − 0.0986 −0.0137 −0.1333 −0.0390

Kd − 1.9210 −0.9186 – –

n 4.8583 – – –

ITAE 1.1230 2.4601 3.0384 7.046

and Fig. 7b demonstrates the frequency response of the MG
output. Table 6 shows the controller parameters using the
hybrid algorithm for a multiple change in system parame-
ters.

From Fig. 7b, it is clearly observed that the system yields
less time to regain the original system with the proposed
hDF-PS-based TID controller as compared to other form of
controllers like I, PI and PID controller.

7 Conclusion

In this paper, a novel approach is made by proposing a
hybrid DF–PS algorithm for a tilt integral derivative con-
troller for the frequency control of an islanded MG. The
state-space model of the MG is used for the application
of the control techniques. As talked about, utilizing robust
controllers gives numerous advantages. As the first part of
the research work, the comparison of the hybrid optimiza-
tions techniques is done with some conventional algorithm
like GA, PSO and DF algorithm. These three algorithms
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have been used for finding the optimal controller param-
eters, and it is proved that the hDF-PS provides superior
result. Further the hDF-PS-based TID controllers along with
the conventional controllers are planned in an approach to
decrease the impacts of �PWind,�Pφ and �PLoad distur-
bances and dynamic perturbations.A conclusion can bemade
that, because of the tilted behavior of the proposed, the hDF-
PS-based TID controller provides better execution over the
other conventional controllers like PID, PI and I. The time-
domain simulation results demonstrate that the balance in
power generation and load can be effectively made by using
the proposed hybrid tilt integral derivative controller; thus,
the disturbances in MG frequency can be overcome.
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