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Abstract
Iris recognition in uncontrolled environment acquired in different domains (cross-spectral and cross-sensor) poses a challenge
for being considered for high-security applications. In this paper, a feature-set invariant to rotation, noise and illumination is
proposed consisting of Zernike moments and polar harmonic transforms. Each of these is extracted from localized iris regions
till 15th order on five publicly available databases: CASIA-IrisV4-Interval, IITD.v1, UPOL, UBIRIS.v2 and IIITD-CLI. The
proposed method proves to be effective for near-infrared and visible images collected from different iris sensors, thus giving a
superior performance as compared to existing techniques available in the literature in terms of receiver operating characteristic
curve, accuracy, equal error rate and decidability index.

Keywords Biometrics · Iris recognition · Orthogonal moments · Polar complex exponential transform · Polar cosine
transform · Polar sine transform · Zernike moments

1 Introduction

Biometric systems are used for identifying a person on the
basis of his/her behavioral and physiological traits. Among
these, iris is the most reliable modality based on its unique
texture, stability throughout lifetime and easy accessibility.
Biometric systems based on iris have been implemented in
various practical applications like the Aadhaar project [1] in
India for recognizing millions of citizens and UAE border
crossing application [2]. Researchers have reported remark-
able results for iris images collected using near-infrared
(NIR) imaging in controlled environment. However, to make
these systems desirable for high-security applications cer-
tain limitations like images acquired at a distance under

B Bineet Kaur
bineetkaur91@gmail.com

Sukhwinder Singh
sukhwindersingh@pec.ac.in

Jagdish Kumar
jagdishkumar@pec.ac.in

1 Department of Electronics and Communication Engineering,
Punjab Engineering College (Deemed to be University),
Chandigarh, India

2 Department of Electrical Engineering, Punjab Engineering
College (Deemed to be University), Chandigarh, India

uncontrolled environment using different sensors and imag-
ing wavelengths need to be overcome.

1.1 RelatedWork

Most of the researchers have implemented algorithms onNIR
imaging taken under controlled environmental conditions.
Daugman for the first time implemented an iris recognition
system using integro-differential operator for iris segmenta-
tion, 2D Gabor filter for iris encoding and hamming distance
for matching [3]. Bhateja et al. [4] proposed sparse repre-
sentation with compressive sensing and k-nearest subspace
using genetic algorithm for classification which gave zero
false acceptance ratio (FAR). Liu et al. [5] used Gabor fil-
ters and scale-invariant feature transform (SIFT) key points
with support vector regression which outperformed existing
approaches on NIR images. Umer et al. [6] implemented
restricted circular Hough transform (RCHT) for iris segmen-
tation with multi-scale morphological features which gave
superior results in comparison with recent approaches. Rai
et al. [7] implemented iris recognition using support vec-
tor machine (SVM) and hamming distance along with Haar
wavelets and log-Gabor filterswhich gave outstanding results
for NIR images. Images collected in visible range suffer from
specular reflections from nearby objects in addition to eyelid
and eyelash occlusion. Umer et al. implemented a robust iris
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recognition system based on sparse representation coding by
spatial pyramidMappingusingmodifiedBioHashingmethod
for feature extraction which proved to be effective for NIR
and visible databases [8]. Alvarez-Betancourt et al. proposed
detectors for key points identification of SIFT features—
Harris-Laplace, Hessian-Laplace and Fast-Hessian which
proved to be robust for NIR and visible images [9]. Tan et
al. [10] implemented Zernike moments which were phase-
encoded for both NIR and visible images.

1.2 Motivation and ProposedWork

The availability of different iris sensors acquiring images
under varying wavelengths degrades the performance of an
iris recognition system. The cross-domain problem arises
when images collected in one domain (sensor-specific and
wavelength-specific) are matched against another domain.
Thus, working on cross-domain iris recognition poses a chal-
lenge as opposed to NIR-based systems that are void of such
noise factors. The objectives of the paper are as follows:

1. To develop a robustmethod thatworks onNIR and visible
images using different iris sensors under less constrained
environment.

2. To extract features that can perform well for cross-
domain iris recognition problem. For this, a novelmethod
is developed by constructing an orthogonal feature-set
with rotation, noise and illumination invariance consist-
ing of Zernike moments, polar cosine transform, polar
sine transform and polar complex exponential transform
extracted on localized iris texture regions.

3. To select an optimum combination of moment order and
number of features that contains adequate information
for iris texture classification.

4. To analyze and compare the performance of the proposed
methodwith recent approaches on various publicly avail-
able databases.

2 ProposedMethodology

The proposed methodology used for iris recognition system
is discussed in the following section along with illustration
shown in Fig. 1.

2.1 Iris Segmentation

The process includes localization of the pupil–iris and iris–
sclera boundary of human eye. For iris segmentation, circular
Hough transform (CHT) has been used which is insensitive
toward noise and detects circular objects in an image [11].
Each edge point is assumed as the centre, and circles are
drawn at varying radii. The pixels lying on the perimeter of

the circle are stored in an accumulator. Iris being the largest
part of the human eye will have maximum number of edge
points; thus, a large number of circumferential pixels lying on
the iris will pass through a common centre. The highest value
in the accumulator gives the three coordinates (centre, radius)
of the pupil–iris boundary. After this, the zigzag collarette
area is detected which is concentric to the pupil and contains
enough textural information.

2.2 Iris Normalization

For iris template matching, the segmented samples are
normalized into fixed dimensions as thesemay varywith illu-
mination changes and distance variation during acquisition.
Daugman’s rubber sheetmodel [12] is usedwhich transforms
iris image coordinates into polar coordinates. The iris seg-
mentation and normalization results are shown in Fig. 2.

2.3 Feature Extraction

The feature extraction for iris texture is done using rotation-
invariant and noise resistant Zernike moments (ZMs) [13]
and polar complex exponential transform (PCET), polar
cosine transform (PCT) and polar sine transform (PST)
grouped under polar harmonic transforms (PHTs) [14] for
NIR and visible iris samples. Both ZMs and PHTs have
orthogonal kernels which give compact information by pro-
jecting the image onto a set of pair-wise orthogonal axes
that limit the information redundancy. The image is mapped
on a unit circle and is decomposed into a set of orthogo-
nal kernels. Depending upon the moment order, the image is
represented in terms of kernels which give real-valued fea-
tures for further classification. As the order increases, more
number of features get added which helps in discriminat-
ing between different classes. Thus, the purpose is to extract
sufficient features which can provide adequate information
for classifying the image. As the database consists of a large
number of classes, the feature-set comprising ZMs and PHTs
has the capability of generating sufficient invariant features.
Though PCT, PST and PCET belong to PHT, all of these cap-
ture different image information. PHTs are easily computed
without numerical instabilities at higher orders as opposed
to ZMs which involve factorial terms for computation. After
getting normalized iris samples of size 512× 64, 32 patches
of iris regions with an equal size of 32 × 32 without any
overlapping are taken as shown in Fig. 1. Thus, at each of the
32 localized iris regions, the feature values are calculated till
15th order which makes 32 localized regions ×71 features
till 15th order = 2272 features of each of the four transforms
used as illustrated in Table 1.
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Fig. 1 Proposed iris recognition system

2.4 Classification

For iris template matching, k-nearest neighbor (k-NN) clas-
sifier is used which works well with noisy data comprising
of a large number of classes. The classifier works on the
principle which is based on minimum distance calculation
between training and query samples based on the value ‘k’
giving no. of neighbors. The invariant feature-set used for

recognizing different classes works best with this classifier
as it contains features which are highly correlated with the
class yet are uncorrelated with one another. Simulations for
all the five databases have been performed using distance
metrics: Euclidean (ED), Manhattan (MD) and Chebyshev
(CD) at ‘k’ = 1, 2, 3, 4, 5. The results have been discussed in
Sect. 3.2.
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Fig. 2 Segmented and normalized iris samples of a CASIA-IrisV4-Interval, b IITD.v1, c UPOL, d UBIRIS.v2, e IIITD-CLI using CIS-202 dual
iris sensor, f IIITD-CLI using VistaFA2E single iris sensor

Table 1 ZM and PHT feature-set

Order ZMs/PHTs No. of
features

Accumulative

1 M1,1 1 1

2 M2,0;M2,2 2 3

3 M3,1;M3,3 2 5

· · ·
15 M15,1; M15,3; M15,5; M15,7; M15,9;

M15,11; M15,13; M15,15

8 71

3 Results and Discussion

The experiments have been conducted onMATLAB R2014a
using Intel(R) Pentium(R) laptop with windows 7, 32-bit
operating system at 2GHz with 4GB RAM memory.

3.1 Databases

For performance evaluation of the proposed method, five
benchmark iris databases have been used: CASIA-IrisV4-
Interval [15], IITD.v1 [16], UPOL [17], UBIRIS.v2 [18]
and IIITD-CLI [19,20]. Extensive experiments have been
performed on randomly selected subsets of the five pub-
licly available databases. For CASIA-IrisV4-Interval and
IITD.v1, a subset of 1500 randomly selected images of 150
subjects with 10 iris samples (5 left and 5 right iris) of each

subject has been used. In case of UPOL, the entire database
consisting of 384 images of 64 subjects with 6 iris samples
of each subject has been employed. For UBIRIS.v2, a subset
of 1700 iris images of 170 subjects with 10 samples (5 left
and 5 right iris) of each subject has been utilized. In case of
IIITD-CLI, the database consisting of iris samples without
contact lenses has been used for 101 subjects with 10 sam-
ples (5 left and 5 right iris) each acquired from two sensors:
CIS 202 and VistaFA2E. For comparison of the proposed
approach with other techniques available in the literature,
the databases have been divided into 60:40 training–testing
ratiowith equal ormore number of randomly selected subsets
following the same training–testing protocol as done bymost
of the existing techniques for fair performance evaluation.

3.2 Performance Evaluation of the Proposed
Technique

The proposed technique is evaluated using performance
indices: receiver operating characteristic curve (ROC), accu-
racy, false acceptance rate (FAR), false rejection rate (FRR),
genuine acceptance rate, equal error rate (EER) and decid-
ability index (DI) [21].

From Table 2, it can be deduced that the best recognition
accuracy for all the databases is observed using Manhattan
distance at ‘k’=1.

Figure 3 shows that PCET maintains a high classification
rate. The proposed scheme is compared on various databases
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Table 2 Recognition accuracy
of iris databases using k-NN
nearest neighbor

Value of ‘k’ k-NN using Manhattan k-NN using Euclidean k-NN using Chebyshev

ZM PCT PST PCET ZM PCT PST PCET ZM PCT PST PCET

CASIA-IrisV4-Interval for 150 subjects

1 95.2 95.4 95.5 95.8 94.5 94.6 94.8 95.2 92.1 92.5 92.9 93.5

2 92.7 92.8 92.8 93.2 91.6 91.9 92.3 92.5 90.2 90.5 90.6 90.7

3 91.6 91.7 91.8 91.8 89.5 89.6 89.6 89.7 88.4 88.6 88.7 88.7

4 85.7 85.9 86.4 86.5 84.6 84.8 85.0 85.0 80.3 80.4 80.7 80.9

5 79.4 79.5 79.7 79.8 78.5 78.8 78.9 78.9 75.6 75.9 76.4 76.8

IITD v1 for 150 subjects

1 96.4 96.5 96.6 96.7 95.3 95.5 95.7 95.8 93.5 93.5 93.9 94.0

2 95.3 95.4 95.4 95.6 93.3 93.5 93.7 93.9 92.2 92.5 92.7 92.7

3 93.6 93.6 93.7 93.8 90.5 90.5 90.7 90.7 89.3 89.5 89.7 89.7

4 89.7 89.7 89.8 89.8 85.6 85.7 85.7 85.9 84.3 84.5 84.7 84.9

5 84.4 84.5 84.7 84.8 83.5 83.8 83.8 83.9 80.6 80.7 80.8 80.8

UPOL for 64 subjects

1 99.4 99.6 99.8 100 98.3 98.5 98.7 98.7 97.2 97.5 97.9 98.2

2 98.3 98.4 98.5 98.7 97.1 97.3 97.7 97.8 96.5 96.5 96.7 96.8

3 95.6 95.6 95.7 95.8 93.2 93.5 93.6 93.7 92.4 92.5 92.6 92.7

4 91.7 91.8 91.8 91.8 90.5 90.7 90.7 90.8 89.3 89.4 89.5 89.6

5 89.5 89.7 89.8 89.8 88.5 88.6 88.7 88.7 85.6 85.7 85.7 85.8

UBIRIS v2 for 170 subjects

1 94.5 94.5 94.6 94.8 93.1 93.5 93.7 93.7 91.0 91.4 91.9 91.9

2 90.0 90.4 90.4 90.8 89.2 89.5 89.6 89.7 87.2 87.5 87.7 87.7

3 88.5 88.6 88.7 88.8 85.0 85.5 85.7 85.7 84.2 84.5 84.7 84.8

4 85.2 85.6 85.6 85.7 82.1 82.5 82.8 82.8 81.3 81.4 81.4 81.7

5 82.2 82.5 82.7 82.8 80.3 80.5 80.6 80.9 79.2 79.7 80.1 80.2

IIITD-CLI (without lens) for 101 subjects

1 90.2 90.5 90.5 90.7 89.1 89.5 89.6 89.7 86.2 86.4 86.8 86.9

2 85.0 85.3 85.4 85.5 84.2 84.5 84.5 84.7 82.2 82.5 82.7 82.9

3 78.5 78.8 78.8 78.9 75.0 75.5 75.6 75.6 73.2 73.5 73.7 73.7

4 70.2 70.4 70.5 70.5 68.1 68.5 68.6 68.7 66.3 66.4 66.6 66.8

5 63.0 63.3 63.5 63.6 61.2 61.2 61.3 61.5 60.0 60.2 60.2 60.6

Bold values indicate highest value of recognition accuracy for a particular feature-set

with recent approaches by quoting results from the respective
papers as shown in Tables 3, 4 and 5.

For CASIA-IrisV4-Interval database, PCET gives an
accuracy of 99.20% with EER as low as 0.01 and a high
DI value of 4.70. For IITD.v1 database, PCET achieves best
recognition accuracy of 99.85% with zero FAR, EER and DI
of 4.75. For UPOL database, 100% accuracy is obtained in
case of PCETwith zero EER, FAR and FRR. For UBIRIS.v2
database, PCET shows an accuracy of 94.80%withDI = 2.82
and EER = 0.10 giving encouraging results as compared to
recent methods which use lesser number of subjects. In case
of IIITD-CLI, PCET achieves superior results with an accu-
racy of 90.70%, DI = 1.98 and EER = 8.11.

Table 6 shows that the computation of PHT kernels takes
much lesser time as compared to ZM kernels when evaluated
on a 32× 32 normalized iris sample.

Textures contain high degree of randomness and irreg-
ularities; therefore, extracting a feature-set from localized
region of interest (ROI) to characterize variations in inten-
sity distribution proves to be effective rather than extracting
features from the whole iris region which is more suit-
able for well-defined and deterministic spatial attributes.
A feature-set constructed from Zernike polynomials and
Polar Harmonic Transforms extracted from local 32 × 32
iris regions can effectively represent local intensity varia-
tions of iris texture. Therefore, the orthogonal moment-based
invariant feature-set representing local intensity variations
works best in discriminating between iris texture patterns of
different subjects. Hence, the performance of the proposed
technique is outstanding on all the databases used in thiswork
and outperforms existing approaches.
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Fig. 3 ROC curves of a CASIA-Iris V4-Interval, b IITD.v1, c UPOL, d UBIRIS.v2, e IIITD-CLI database for Cogent versus Vista normal (without
lens) iris samples
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82 Table 6 Computation time of the proposed iris recognition system

Proposed method Computation time (in seconds)

Iris segmentation (CHT) 2.67

Iris normalization 0.23

ZM 4.89

PCT 2.76

PST 1.78

PCET 2.13

Matching (training) 0.04

Matching (testing) 2.78

4 Conclusion

In this paper, a feature-set consisting of Zernikemoments and
PolarHarmonicTransformswith invariance to rotation, noise
and illumination proves to be effective for cross-domain iris
recognition. The features are calculated till 15th order at
localized iris regions on five benchmark databases: CASIA-
IrisV4-Interval, IITD.v1, UPOL,UBIRIS.v2 and IIITD-CLI.
Experiments demonstrate that the proposed method outper-
forms state-of-the-art methods in terms of accuracy, FAR,
FRR, EER and DI. In future, more modalities can be used to
make an effective biometric system.
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