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Abstract Illumination variation is an essential trait in tex-
ture analysis, since the same texture can be surrounded with
different illuminations, which can greatly affect the classifi-
cation rate. This paper introduces a new approach to extract
the texture features applying illumination normalization-
based texture descriptors. The prime objective is to enhance
the classification accuracy by normalizing the illumination of
colour textures. Normalization of illumination is achieved by
applying homomorphic filter. For feature extraction, two rel-
evant approaches grey-level co-occurrence matrix (GLCM)
and Laws’ mask are utilized. Experiments are conducted for
normalized co-occurrence andLaws’ filter for colour images.
Classification rates of the traditional GLCM and Laws’ mask
descriptors are included for baseline comparison. The effec-
tiveness of the introduced techniques is assessed on three
benchmark texture datasets, i.e. STex, VisTex, and ALOT.
A k-nearest neighbour (k-NN) classifier is utilized to per-
form texture classification. Results show that the proposed
approach has achieved higher classification rates and outper-
formed existing methods.
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1 Introduction

In image analysis, texture and colour are twowidely accepted
important properties of images. Many authors have proposed
various texture feature extractions and classification tech-
niques for grey texture images, while ignoring the colour
information. Considering the colour information, classifica-
tion rate can be enhanced, as colour is the most essential
element especially when associated with real-world images.
A pattern surrounded by chromatic and structural distribu-
tion can be considered as a colour texture. In 1993, Tan
and Kittler have applied discrete cosine transform for the
extraction of texture features from grey images, while fea-
tures extracted from colour histograms are applied for colour
explanation [1]. In 2000, to classify the defective parquet
slabs Kyllonenan and Pietikainen have calculated the texture
features by combining Local Binary Patterns (LBP) features
with colour histogram features [2]. In 2001, Drimbarean and
Whelan have recommended the classification of colour tex-
ture images by utilizing the grey texture descriptors, and then
extended for feature extraction of the colour images. They
have mentioned two alternatives for the extraction of fea-
tures in colour texture analysis. The first one is by employing
grey-level texture analysis, features are derived separately
from each colour band and then combining the results of
channel-wise operations. The second is deriving textural
details from luminance plane togetherwith pure chrominance
features [3]. In 2002, Palm and Lehmann [4] have proposed
colour texture classification by using Gabor filter. In 2004,
Palm has combined colour and texture using co-occurrence
matrices and reported in improvement of classification accu-
racy [5]. In 2005, Arivazhagan et al. [6] have recommended
colour texture classification using Wavelet Statistical Fea-
tures (WSF) and Wavelet Co-occurrence Features (WCF).
In 2011, Arivazhagan et al. [7] have also suggested colour
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texture image classification using wavelet texture spectral
features. In 2016, Dey et al. have recommended colour image
retrieval scheme in which the colour and texture features are
extracted separately by employing red, green, blue (RGB)
colour histogram and discrete wavelet transform (DWT)
through local extrema peak valley pattern (LEPVP). For the
enhancement of retrieval rate, they have combined the colour
features with texture features [8].

For any kind of texture classificationmethods, texture fea-
ture descriptors are vital in texture analysis. Many authors
have proposed various types of texture descriptors. Few
examples of local texture descriptors are GLCM, Laws’
mask, and LBP have gained popularity in the field of
texture analysis [9–11]. Several multiresolution and mul-
tichannel transform methods have also been proposed for
texture analysis such as wavelet frame transform, Gabor fil-
ters, and dyadic wavelet transform [12–14]. Further study
illustrates that authors have also introduced hybrid models
to achieve better classification rate. For example, multi-
scale grey-level co-occurrencematrices [15],multiresolution
LBP [16], Gaussian image pyramid-based texture features
[17], and texture classification using steerable pyramid-based
Laws’ masks [18] for grey-level texture classification.

Over the last few years, many researchers have addressed
the problem of illumination variance. Illumination pre-
processing technique tries to control the variation and pro-
duces more stable images under illumination changes. Nor-
malization can be achieved through image transformation
of image or else by synthesizing using some normaliza-
tion techniques. Then these normalized images are adopted
for classification. There are many existing techniques avail-
able to deal with the illumination variation problem. Du
and Ward [19] have suggested a new approach of histogram
equalization (HE) in which HE is applied to the low fre-
quency and emphasizes on the high frequency components
for face recognition. Jobson et al. [20] have recommended
multiscale retinex (MSR) approach for illumination normal-
ization, in which low frequency information is cancelled by
dividing the image by a smoothed version of itself. Delac et
al. [21] have proposed an illumination normalization method
based on homomorphic filtering technique to enhance the
facial recognition with challenging illumination conditions.
Wang et al. have suggested wavelet-based illumination nor-
malization approach using eigen face for face recognition
[22]. Chen et al. [23] have recommended an illumination
normalization method utilizing Discrete Cosine Transform
(DCT) for face recognition. Xie and Lam have applied local
normalized technique for illumination normalization on face
database and concluded with high recognition rates [24].
Emadi et al. have proposed illumination normalization using
2Dwavelet for face verification and reported highverification
performance [25]. Tan and Triggs have used normaliza-
tion technique for the enhancement of local texture features

for face recognition. For illumination normalization in pre-
processing stage Gamma correction, Difference of Gaussian
filtering, Masking (optional) and Contrast equalization have
been used. Local Ternary Pattern (LTP) and Gabor filter
are employed to extract the features [26]. More recently,
Fan and Zhang have implemented illumination normaliza-
tion technique through homomorphic filtering and histogram
equalization for the recognition of face [27]. The literature
study has revealed that recognition rate can be improved
using illumination normalization techniques. Despite the fact
that there are several illumination normalization methods
proposed for the analysis of human faces, but hardly there
is any work done on normalization of texture images and
analysis.

Even though colour is themost important attribute, as well
it is highly exposed to the illumination under which image
content captured is varied. Variation in illumination is one of
the greatest aspects restricting the accomplishment of texture
classification. In general, the texture of an image is associated
with the intensity variation in the image plane, and as such
contains information regarding contrast, uniformity, regu-
larity, etc. Coarseness and directionality are the two main
features for defining a texture. Image variance is linearly
related to the surface variance. Any variation in illuminant
tilt can change the directional properties of image texture,
while variation in illuminant slant can disturb the image vari-
ance. Both of these effects have a great impact in texture
measures. Normalization reduces the variation of the fea-
tures due to change in illumination. Therefore, it is expected
that normalization of images will reduce the classification
error rate. Most of the texture analysis methods are respon-
sive to illumination variations. Some authors have stated
their views regarding effect of illumination in colour texture
analysis, and recommended some approaches. Brief reviews
on these are discussed. In 2004, Maenpaa and Pietikainen
have suggested two different techniques for the analysis of
colour texture: firstly, colour and texture are processed sep-
arately, and secondly both are considered jointly. They have
concluded that combining colour information with texture
measures improves the accuracy, provided the condition of
illumination is static. On the other hand, in varying illumina-
tion, grey-scale texture performs superior to colour texture
[28]. In 2009,Burghouts andGeusebroekhave recommended
material-specific adaption of colour invariant features. They
have constructed colour invariant filter sets from the original
MR8 filter bank and evaluated their approach on CURET and
ALOT datasets including clutter. They have modified MR8
filter bank in different ways to normalize the colour channels
[29]. In 2012, Vacha and Haindl [30] have proposed a tex-
ture recognition method through robust Markovian features
and demonstrated the influence of CAR (Causal Autoregres-
sive Random) illumination invariant Markovian features on
ALOT dataset in addition to other datasets.
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Even though there are so many methods for colour tex-
ture analysis, but to improve the colour texture classification
based on illumination normalization by utilizing the tradi-
tional texture feature descriptors are still unexplored. Thus,
this work recommends the extension of GLCM and Laws’
mask to bemore robust under illumination variations. Homo-
morphic filter is utilized for illumination normalization. First,
illumination normalization is carried out using homomorphic
filter at different values of high frequency gain (γH), and
low frequency gain (γL) in each channel separately of RGB
component. For texture features extraction, we have used
two traditional approaches, i.e. co-occurrence and Laws’
mask. Colour texture features are extracted separately from
RGB colour panel. The same procedure is also followed
for GLCM. Simple k-NN classifier is used for the clas-
sification. To verify our proposed method, we have taken
VisTex, STex and ALOT, the three colour texture datasets.
The results demonstrate the improvement of classification
rates when compared with the original methods. The paper
is arranged as follows: Sect. 2 discusses about the theoreti-
cal background of homomorphic filter, co-occurrence, Laws’
mask, and k-NN classifier. Section 3 explains in detail about
various techniques of the proposed method. Finally, Sect. 4
reports the outcome of experiments. Then, conclusions are
drawn.

2 Theoretical Background

2.1 Homomorphic Filter

One of the commonly used methods for enhancing the
uneven illumination images is homomorphic filtering. This
approach is based on the design of illumination-reflectance
model. Mathematically, an image can be modelled in terms
of illuminationL (x, y) and reflectanceR (x, y). Then, the
image I (x, y) is defined as

I (x, y) = L (x, y) ∗ R (x, y) (1)

Usually, the illumination part is considered by slow spa-
tial variations and the reflectance part is tending to change
suddenly at the junctions of distinct images. These individ-
ualities of the two components relate the low frequencies of
the Fourier transform of the logarithm image with illumina-
tion and high frequencies with reflectance. To compensate
for the non-uniform illumination, the low frequency compo-
nent must be attenuated to some degree and high frequency
component must be retained. This can be obtained by
transforming the images into frequency domain, and then
performing the filtering process in frequency domain. The
illumination and reflectance components can be controlled
by homomorphic filter using filter function. The filter func-

tion affects the control of low frequency and high frequency
elements of the Fourier transformed images in different man-
ners. Generally, homomorphic filtering can be executed with
following five stages.

STAGE 1: Apply logarithm function to transform themul-
tiplicative components to additive components. STAGE 2:
For the frequency domain transformation take Fourier trans-
form of the image. STAGE 3: The resultant transformed
image is processed by means of filter function. STAGE 4:
Generate the filtered image in the spatial domain by tak-
ing an inverse Fourier transform. STAGE 5: Lastly, take
the exponential function to invert the log transform and to
get the enhanced image g (x, y). The five sets of equation
that represent the homomorphic filter are specified as fol-
lows.

z (x, y) = lnL (x, y) + lnR (x, y) (2)

Z (u, v) = FL (u, v) + FR (u, v) (3)

S (u, v) = H (u, v) FL (u, v) + H (u, v) FR (u, v) (4)

s (x, y) = �−1 {H (u, v) FL (u, v) + H (u, v) FR (u, v)}
(5)

g (x, y) = exp {s (x, y)} (6)

In the literatures, there are several variations for the filter
function H (u, v). The modified version of Gaussian high-
pass filter, named as Difference of Gaussian filter (DoG) is
given as below.

H (u, v) = (γH − γL)

[
1 − exp

{
c

(
D (u, v)

D0

)2
}]

+ γL

(7)

where constant c is the steepness control, D0 is the cutoff
frequency, D (u, v) is the distance from the origin of the cen-
tred Fourier transform and γH, γL are the high frequency and
low frequency gain, respectively. The enhancement approach
using this concept is summarized in Fig. 1.

2.2 Laws’ Mask Method

Laws has established a set of two-dimensional masks and
named it as Laws’ masks [10]. The main purpose of this
approach is to create some specific masks from the combina-
tion of one dimensional kernel vector. Then, these masks are
used for filtering of images to evaluate the texture properties.
There are five types of one dimensional kernel of length five
those are: h1 = [1 4 6 4 1], h2 = [−1−2 0 2 1], h3 = [−1 0 2 0
−1], h4 = [−1 2 0 −2 −1], and h5 = [1 −4 6 −4 1]. The five
types of vectors correspond to level, edge, spot, wave, and
ripple, respectively. Using this scheme, 25 two-dimensional
different masks are created through convolution of each ver-
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ln DFT H(u, v) (DFT)-1 exp g(x, y)I(x, y)

Fig. 1 The flow chart of Homomorphic filtering

tical vector with horizontal one. These specific masks are
used for identifying the behaviour of texture.

2.3 Grey-Level Co-occurrence Matrix

A method of extracting textural details relating to grey-level
transition between two pixels utilizes co-occurrence matrix,
and initially has introduced fourteen statistical features [9].
GLCM has been proved to be a valuable method for image
texture analysis. This matrix represents the joint distribu-
tion of grey-level pairs of neighbouring pixels. According
to different distances and angles, a number of co-occurrence
matrices can be created. Thus, different information can be
achieved by varying the spatial relationship. Co-occurrence
matrix canbe represented as two-dimensional arrayX.Within
this matrix, both rows and columns indicate a set of proba-
ble image values M. For instance, grey-level images M can
be the set of possible grey levels and for colour images,
M can be set of feasible colours. The significance of X(m,
n) is that it specifies the occurrence of m with reference
to n with certain selected spatial relationship. The nor-
malized grey tone co-occurrence matrix is represented as∑

m
∑

n (m − μm) (n − μn) Pd (m, n) σmσn ,

Pd (m, n) = Xd (m, n)∑
m

∑
n Xd (m, n)

(8)

The followings features are derived from a normalized co-
occurrence matrix.

Energy =
∑

m

∑
n
P2
d (m, n) (9)

Entropy = −
∑

m

∑
n
Pd (m, n) log2Pd (m, n)

(10)

Contrast =
∑

m

∑
n
(m − n)2 Pd (m, n) (11)

Homogeneity =
∑

m

∑
n

Pd (m, n)

1 + |m − n| (12)

Correlation =
∑

m
∑

n (m − μm) (n − μn) Pd (m, n)

σmσn
(13)

where μm , μn are the means and σm , σn are the standard
deviations of the rows and columns and are defined as fol-
lows.

μm =
∑

m
mPd (m) (14)

μn =
∑

n
nPd (n) (15)

σ 2
m =

∑
m

(m − μm)2 Pd (m) (16)

σ 2
n =

∑
n
(n − μn)

2 Pd (n) (17)

2.4 k-Nearest Neighbour (k-NN) Classifier

In this work, k-NN classifier is used for image texture clas-
sification. The k-NN algorithm is a technique for classifying
objects based on closest training examples in the feature
space. The classification process divides data into a test set
and a training set. Object classification is dependent on max-
imum votes of its neighbours and allotted to the class that is
most common among its k-nearest neighbours. For classifi-
cation, if k = 1, then the object picks the nearest neighbour
that means the patterns which are nearer to each other in
the feature space are likely to belong to the similar pattern
class. This k-nearest neighbours are selected by using some
predefined distance metric to compute and select the nearest
training patterns that are neighbours to input sample in the
sense of the selected metric. Precisely, k-NN classifier clas-
sifies the new query instance based on a similarity measure.
Various types of distance measure approaches can be used
such as Euclidean, City block, Cosine and Mahalanobis dis-
tance. Even though k-NN classification method gives good
classification accuracy, still it is very sensitive to noise data
[31]. The value of k should be odd to avoid ties. The larger
the value of k, the lesser is the influence of noise on the classi-
fication [32]. Tenfold cross-validation can also be employed
for classification to obtain more accurate validation [33]. In
our work, initially the features are normalized to avoid the
wide range of variations, and then classification is performed
based on train and test validation for each dataset following
the k-NN rule. The datasets (STex, VisTex), which are used
in the experiments are captured under real-world conditions
and possibly may contain some inherent noise. Therefore,
k = 5 is chosen for the nearest neighbour classifier.

3 Proposed Methodology

This work recommends enhancing of the colour texture
images by illumination normalization through homomorphic
filter and then the texture features are extracted by employ-
ing Laws’ mask and co-occurrence methods. This section
outlines the colour space, homomorphic parameter selection,
the experimental set-up used for feature extraction and clas-
sification.
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3.1 Colour Space

In colour images, RGB is perhaps the most common format.
TheRGB space contains three colour components, red, green
and blue. In our experiment, we have used RGB colour plane,
the colour texture images are divided into three subimages
in the colour channel of R, G and B. The texture features are
extracted separately from individual colour channel using tra-
ditional texture descriptors and afterwards the results of each
channel are combined. Although this is a simple technique,
it performs well.

3.2 Parameter Selection of Homomorphic Filter

Generally, all the parameters D0, γH and γL of homomor-
phic filter are determined experimentally and there is not
much theoretical basis on selecting the exact suitable values
for these parameters. The high frequency and low frequency
components of homomorphic filter must follow the condition
γH > γL ≥ 0. If too small values are selected for γL then it
may omit the soft edge and detail information. Conversely,
too large values of γH may increase the noise contains in high
frequencies. Therefore, values of γH and γLare often selected
experimentally. As we are working only with the textural
images, so almost at everywhere, the textures of foreground
and background images are much alike and there is no abrupt
change. Hence, the parameters are selected as follows.

a. Initially set γH = 1 and γL varying from 0 to 1.
b. Then set γH = 1.5 and γL varying from 0 to 1.
c. Then set γL < γH < 1 and γL varying from 0 to 1.

Once the parameters are selected, then homomorphic filter is
implemented on the input images following the 5 stages as
described in Sect. 2.1 to obtain the normalized images.

3.3 Experimental Set-up for Feature Extraction and
Classification

To validate the efficacy of the suggested method for texture
feature extraction, two traditional approaches GLCM and
Laws’ mask methods are utilized. The different experiments
carried out are as follows.

a. The first experiment is conducted only for conventional
Laws’ mask descriptor. Individually, the three colour
components (RGB) of colour texture images are passed
through Laws’ mask descriptors having 25 numbers of
masks. Both training and testing images are convolved
with twenty-five numbers of masks. The convolved out-
puts are then passed through three different energy

measurement filters. The three energy measurement fil-
ters are described as follows:

Mean =
∑

N Neighbouringpixels

N
(18)

Absolute mean =
∑

N abs (Neighbouringpixels)

N
(19)

Standard deviation =
√∑

N (Neighbouringpixels − mean)2

N

(20)

whereN represents the window size. Then, outputs of energy
measurement filters are normalized by min–max normaliza-
tion method and then the statistical features are extracted.
Statistical features like absolute mean, energy and entropy
are extracted for three colour components R, G and B are
defined as follows.

ABSM = 1

PQ

∑P

a=1

∑Q

b=1
|I (a, b)| (21)

Energy = 1

PQ

∑P

a=1

∑Q

b=1
I 2 (a, b) (22)

Entropy = 1

PQ

∑P

a=1

∑Q

b=1
I (a, b) (−ln I (a, b)) (23)

where I (a, b) is the pixel value, and P and Q are image
dimensions. Then, all the features obtained from the three
colour channels are concatenated.

b. The second experiment is conducted through
co-occurrence approach. GLCM is applied individu-
ally to the three colour components of colour texture
images. From co-occurrence matrix eight numbers of
statistical features, mean, variance, standard deviation,
energy, entropy, contrast, homogeneity and correlation
are extracted. All the features of three colour channels
are then concatenated before classification.

c. In the third set-up, we have conducted the experiments
for our proposed methods. Different values of γH and
γL are applied to homomorphic filter (as mentioned in
Sect. 3.2) individually to the three channels R, G, and B
of colour texture images. Then, combine all these three
colour components to get the normalized colour images.
These normalized images are then passed through the
conventional Laws’ mask descriptor followed by experi-
ment number a, and co-occurrence approach followed by
experiment number b to obtain the texture features.

In the experiments, k-NN classifier is adopted in the task of
classification as described in Sect. 2.4. The procedural steps
involved are shown in block diagram Fig. 2.
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Fig. 2 Block diagram of the proposed method

Fig. 3 STex database

4 Experimental Results, Comparison and
Discussion

The verification of the recommended illumination normal-
ized descriptors is performed using three colour databases
VisTex, STex and ALOT. Comparative experiments of clas-
sification by using Laws’ mask, co-occurrence and our
proposed method illumination normalized descriptors are
given. The experiments carried out, and the results of each
database are discussed below.

4.1 STex Database

The Salzburg Texture Image Database (STex) is a huge
set of 476 colour images that have been acquired nearby
Salzburg, Austria [34]. Inside the STex dataset, the great
majority of texture images are stationary and have more
chromatic richness than VisTex. Twenty-five texture images

(512 × 512pixels), as shown in Fig. 3, are chosen from
STex database. Each image is divided into non-overlapping
size of 128 × 128 pixels. Both training and testing sets, each
of which include 200 images. The traditional Laws’ mask
has delivered classification accuracy of 87.00% for the mean
filter, 72.50% for the absolute mean filter, and 72.00% for
the standard deviation filter. Among all the proposed homo-
morphic normalized Laws’ mask approach the maximum
classification accuracy of 92.00% is obtained for the mean
filter at γH = 0.7 and γL = 0.5. The second highest
classification accuracy of 91.00% is obtained at γH = 0.6 and
γL = 0.5. The third best classification accuracy of 89.50%
is achieved at γH = 0.8 and γL = 0.5. Also for some other
values such as γH =1 and γL varying from0 to 1 higher classi-
fication accuracies are obtained for themean filter. Similarly,
highest classification accuracy of 83.50% for the absolute
mean filter and 84.50% for the standard deviation filter are
obtained at a value of γH = 0.6 and γL = 0.5. The conven-

Fig. 4 VisTex database

Fig. 5 ALOT database

Table 1 Classification results of
conventional Laws’ masks
descriptor (5 × 5) for colour
images

Different databases No. of features for each image Classification accuracy (%)

Mean Absolute mean SD

STex dataset 225 87.00 72.50 72.00

VisTex dataset 225 65.00 60.50 59.50

ALOT dataset 225 98.50 97.33 96.67
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Table 2 Classification results of conventional GLCM descriptor for
colour images

Different databases No. of features for
each image

Classification
accuracy (%)

STex dataset 30 56.50

VisTex dataset 30 59.50

ALOT dataset 30 87.00

tional co-occurrence approach has delivered classification
accuracy of 56.50%. Among all the proposed homomorphic
normalized co-occurrence approach the highest classifica-
tion accuracy of 76.00% is obtained from a combination of
γH = 0.6 and γL = 0.5. The second highest classifica-
tion accuracy of 75.50% is achieved for γH = 0.7 and
γL = 0.5. The third best classification accuracy of 73.50%
is obtained for γH = 0.8 and γL = 0.5. At the value γH = 1

Table 3 Performance
evaluations of normalized
homomorphic filter Laws’ mask
descriptor for colour texture
images with different
combinations of γH and γL.

Normalized features No. of features Classification accuracy (%)

Mean Absolute mean SD

STex dataset

Laws’ masks (γH = .6, γL = .5) 225 91.00 83.50 84.50

Laws’ masks (γH = .7, γL = .5) 225 92.00 76.00 79.50

Laws’ masks (γH = .8, γL = .5) 225 89.50 75.00 78.00

Laws’ masks (γH = .9, γL = .5) 225 88.50 74.00 77.00

Laws’ masks (γH = 1, γL = .2) 225 87.00 70.00 73.50

Laws’ masks (γH = 1, γL = .3) 225 87.50 70.50 75.00

Laws’ masks (γH = 1, γL = .4) 225 87.50 70.50 75.00

Laws’ masks (γH = 1, γL = .5) 225 88.00 72.50 74.50

Laws’ masks (γH = 1, γL = .8) 225 87.50 72.50 74.50

Laws’ masks (γH = 1.5, γL = .5) 225 74.00 60.50 61.00

Laws’ masks (γH = 1.5, γL = .8) 225 73.00 60.00 62.00

VisTex dataset

Laws’ masks (γH = .6, γL = .5) 225 70.50 68.00 66.50

Laws’ masks (γH = .7, γL = .5) 225 70.50 67.00 64.50

Laws’ masks (γH = .8, γL = .5) 225 67.50 62.50 61.50

Laws’ masks (γH = .9, γL = .5) 225 66.00 61.50 61.00

Laws’ masks (γH = 1, γL = .2) 225 65.50 61.00 60.50

Laws’ masks (γH = 1, γL = .3) 225 64.00 60.00 56.50

Laws’ masks (γH = 1, γL = .4) 225 64.00 60.00 56.50

Laws’ masks (γH = 1, γL = .5) 225 64.50 63.00 59.50

Laws’ masks (γH = 1, γL = .8) 225 64.00 61.00 60.50

Laws’ masks (γH = 1.5, γL = .5) 225 60.00 56.50 56.50

Laws’ masks (γH = 1.5, γL = .8) 225 60.00 56.50 54.00

ALOT dataset

Laws’ masks (γH = .6, γL = .5) 225 98.67 97.00 95.67

Laws’ masks (γH = .7, γL = .5) 225 99.00 97.00 95.67

Laws’ masks (γH = .8, γL = .5) 225 99.00 96.83 96.17

Laws’ masks (γH = .9, γL = .5) 225 98.77 96.50 96.00

Laws’ masks (γH = 1, γL = .2) 225 98.83 96.00 96.50

Laws’ masks (γH = 1, γL = .3) 225 98.67 95.83 96.50

Laws’ masks (γH = 1, γL = .4) 225 98.67 95.83 96.50

Laws’ masks (γH = 1, γL = .5) 225 99.17 96.33 97.00

Laws’ masks (γH = 1, γL = .8) 225 98.83 97.33 96.67

Laws’ masks (γH = 1.5, γL = .5) 225 95.50 92.00 91.50

Laws’ masks (γH = 1.5, γL = .8) 225 94.50 91.50 91.33

Bold values indicate the improved classification rates by integrating homomorphic filter with traditional Laws’
mask descriptor for three colour texture databases
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Table 4 Performance evaluations of normalized Homomorphic filter
GLCMdescriptor for colour texture imageswith different combinations
of γH and γL

Normalized features No. of features Classification
accuracy (%)

STex dataset

GLCM (γH = .6, γL = .5) 30 76.00

GLCM (γH = .7, γL = .5) 30 75.50

GLCM (γH = .8, γL = .5) 30 73.50

GLCM (γH = .9, γL = .5) 30 73.00

GLCM (γH = 1, γL = .2) 30 70.50

GLCM (γH = 1, γL = .3) 30 71.00

GLCM (γH = 1, γL = .4) 30 71.00

GLCM (γH = 1, γL = .5) 30 66.00

GLCM (γH = 1, γL = .8) 30 59.50

GLCM (γH = 1.5, γL = .5) 30 52.00

GLCM (γH = 1.5, γL = .8) 30 51.00

VisTex dataset

GLCM (γH = .6, γL = .5) 30 66.50

GLCM (γH = .7, γL = .5) 30 65.50

GLCM (γH = .8, γL = .5) 30 66.00

GLCM (γH = .9, γL = .5) 30 66.00

GLCM (γH = 1, γL = .2) 30 64.00

GLCM (γH = 1, γL = .3) 30 63.00

GLCM (γH = 1, γL = .4) 30 63.00

GLCM (γH = 1, γL = .5) 30 62.00

GLCM (γH = 1, γL = .8) 30 58.50

GLCM (γH = 1.5, γL = .5) 30 50.50

GLCM (γH = 1.5, γL = .8) 30 49.50

ALOT dataset

GLCM (γH = .6, γL = .5) 30 90.00

GLCM (γH = .7, γL = .5) 30 90.13

GLCM (γH = .8, γL = .5) 30 91.00

GLCM (γH = .9, γL = .5) 30 90.00

GLCM (γH = 1, γL = .2) 30 90.33

GLCM (γH = 1, γL = .3) 30 90.33

GLCM (γH = 1, γL = .4) 30 90.33

GLCM (γH = 1, γL = .5) 30 88.17

GLCM (γH = 1, γL = .8) 30 87.33

GLCM (γH = 1.5, γL = .5) 30 73.00

GLCM (γH = 1.5, γL = .8) 30 71.00

Bold values indicate the improved classification rates by integrating
homomorphic filter with traditional GLCM descriptor for three colour
texture databases

and γL varying from 0 to 1 higher classification accuracies
are also achieved for the proposed homomorphic normalized
co-occurrence method.

4.2 VisTex Database

In the second database, twenty-five natural (512 × 512 pix-
els) colour images with distinct view points and illumination
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Fig. 6 Results of Original Laws’ mask
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Fig. 7 Results of Original co-occurrence

orientations are selected as shown in Fig. 4 [35]. All the
images are divided into non-overlapping subimages of size
128 × 128 pixels, and a database of 400 samples is cre-
ated. From which 200 samples are used each for training and
testing. The traditional Laws’ mask has produced classifi-
cation accuracy of 65.00% for the mean filter, 60.50% for
the absolute mean filter and 59.50% for the standard devi-
ation filter. The proposed homomorphic normalized Laws’
mask approach for the mean filter has provided the highest
classification accuracy of 70.50% at two different values,
i.e. at γH = 0.7 and γL = 0.5, and at γH = 0.6
and γL = 0.5. The second highest classification accu-
racy of 67.50% is obtained with value at γH = 0.8 and
γL = 0.5. The third highest classification accuracy of
66.00% is obtained from γH = 0.9 and γL = 0.5. When
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occurrence for all the databases

γH = 1 and γL varying from 0 to 1 higher classification accu-
racy of 65.50% is obtained only at γL = 0.2 on this database.
For rest of all the values of γL lower classification accura-
cies are achieved for the mean filter. Highest classification
accuracy of 68.00% for the absolute mean filter and 66.50%
for the standard deviation filter are achieved correspondingly
at the value of γH = 0.6 and γL = 0.5. The conventional
co-occurrence approach has achieved classification accuracy
of 59.50%. Among all the proposed homomorphic normal-
ized co-occurrence approach maximum classification rate of
66.50% is achieved for value at γH = 0.6 and γL = 0.5. The
second highest classification accuracy of 66.00% is obtained
for two different values, i.e. at γH = 0.9 and γL = 0.5,
and at γH = 0.8 and γL = 0.5. The third best classification
rate of 65.50% is obtained at γH = 0.7 and γL = 0.5. It
is also observed that for the values of γH = 1 and γL vary-
ing from 0 to 1 higher classification accuracies are obtained
at all the values of γL for the normalized co-occurrence
method.

4.3 ALOT Database

ALOT is an interesting colour database in which 250 distinct
classes of rough textures are available, and each class consists
of 100 samples. Four different cameras are used for the acqui-
sition of images [36]. Six different illuminations (L = 1, 2, 3,
4, 5, 8) with four rotated angles (R = 00, 600, 1200, 1800)
are acquired from each camera for individual image. Figure 5
represents 10 classes of texture images from ALOT database
(size 384 × 256), and each class contains 20 different sam-
ples. Split the images into six 128 × 128 non-overlapping
samples. As a result there are total 1200 samples are avail-
able. Each train and test sets contain 600 samples. The
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Table 5 The graphical presentations of classification accuracies drawn for different values of γH and γL are given

Index 1 2 3 4 5 6 7 8 9 10 11

γH , γL 0.6, 0.5 0.7, 0.5 0.8, 0.5 0.9, 0.5 1, 0.2 1, 0.3 1, 0.4 1, 0.5 1, 0.8 1.5, 0.5 1.5, 0.8

traditional Laws’ mask has achieved the classification accu-
racy of 98.50% for the mean filter, 97.33% for the absolute
mean filter and 96.67% for the standard deviation filter. For
ALOTdataset the proposed homomorphic normalized Laws’
mask approach for the mean filter has provided the highest
classification accuracy of 99.17% at value of γH = 1 and
γL = 0.5. The second best classification rate of 99.00%
is achieved with two different values, i.e. at γH = 0.8 and
γL = 0.5, and at γH = 0.7 and γL = 0.5 for the mean
filter. The third highest classification accuracy of 98.83% is
attained at two different values, i.e. at γH = 1 and γL = .2,
and at γH = 1 and γL = .8 for the mean filter. For the stan-
dard deviation filter higher classification accuracy of 97.00%
is obtained at the value γH = 1 and γL = 0.5. There
is no increment in the classification rates for the absolute
mean filter on this dataset. The conventional co-occurrence
approach has delivered classification accuracy of 87.00%
on ALOT database. Among all the proposed homomorphic
normalized co-occurrence approach the highest classifica-
tion accuracy of 91.00% is obtained at γH = 0.8 and
γL = 0.5. The second highest classification accuracy of
90.33% is obtained for value at γH = 1 with different values
of γL, i.e. γL = 0.2, 0.3, 0.4. The third highest classification
accuracy of 90.13% is achieved at value of γH = 0.7 and
γL = 0.5.

It is observed thatmaximum increment of 5% for themean
filter, 11% for the absolutemeanfilter, and 12.5% for the stan-
dard deviation filter are attained on STex dataset. For VisTex
dataset maximum increment in classification rates are 5.5%
for the mean filter, 7.5% for the absolute mean filter, and 7%
for the standard deviation filter. For ALOT dataset maximum
increment in classification accuracies are 0.67% for themean
filter and 0.33% for the standard deviation filter. All these
results discussed above are obtained by employing the nor-
malized Laws’ mask descriptor. By utilizing the normalized
co-occurrence approach the maximum increment in classifi-
cation accuracies are of 19.5% on STex, 7% on VisTex, and
4% on ALOT datasets. These results corroborate the robust-
ness in texture description of the proposedmethod since these
datasets present several challenges, such as a high number of
classes, viewpoint and illumination changes. Tables 1, 2, 3
and 4 present the results discussed above. The graphical
presentation of classification accuracies for conventional co-
occurrence and Laws’ mask descriptors are shown in Figs. 6
and 7. The graphical presentation of classification accura-
cies of homomorphic normalized descriptors is given from
Figs. 8, 9, 10 and 11. Table 5 presents the value of γH and γL

according to which the graphs of normalized descriptors are
plotted.

5 Conclusion

We have introduced a new illumination normalized colour
texture analysis method that combines the homomorphic fil-
ter with Laws’ mask and co-occurrence descriptor for texture
classification. We have discussed the concept of RGB space
and parameter selection of DoG filter used in homomorphic
filter. Experiments on three commonly used datasets indicate
that the suggested approaches have considerably enhanced
the classification rateswith respect to the traditionalmethods.
Thus, the proposed method proves the robust performance
of illumination normalization in colour texture analysis. For
future work, artificial neural network can be considered in
the task of classification.
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