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Abstract Microscopic pathology is still a meticulous and
biased task for hematologist,which leads to themisclassifica-
tion of cells and vagueness prediction of abnormal cells due
to variability in the morphological structure of leukocytes.
Therefore, to enhance the detection precision and diminish-
ing the time factor, an automatic classification system for
leukocytes has been proposed. In routine clinical practice,
expert hematologists observed that the nucleus plays a crucial
role in the identification of the blood disorders. Accordingly,
in this work, the localization of leukocyte nucleus is per-
formed by using Chan–Vase level-set method for the design
of a classification framework that differentiates between
four classes of the leukocytes, i.e., eosinophils, polymorphs,
monocytes and lymphocytes based on the nucleus. A dataset
consisting of 162 leukocyte microscopic images is used.
The images in the dataset are classified on the basis of tex-
ture, shape and color features. The feature selection method
based on the linguistic hedge is applied on evaluated fea-
ture space of 92. The selected features are fed to an adaptive
neuro-fuzzy classifier for the classification. The proposed
framework obtained an accuracy of 98.7% after applying
the adaptive neuro-fuzzy classification on selected 46 infor-
mative features. The correlation of best features and data
extorted from the different microscopic images may yield a
dramatic increase in diagnostic consistency in clinical pathol-
ogy. The results obtained by utilization of selected optimal
features and adaptive neuro-fuzzy classification system indi-
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cate that it can be routinely used in clinical environment for
differential diagnosis betweendifferent classes of leukocytes.

Keywords Leukocyte segmentation · Chan–Vase method ·
Texture features · Shape features ·Color features ·Leukocyte
classification · Adaptive neuro-fuzzy classifier

1 Introduction

New insights and technologies have the potential to optimize
the use of digital pathology or cytopathology for extracting
information from digital slides of leukocytes that will rede-
fine approaches for the diagnosis of hematologic diseases. In
digital microscopy, images of the blood slides can be shared
with other experts easily, in the case of any complexity. These
digital slides can be easily analyzed by using different algo-
rithms that prove to be useful for automating the manual
process. These algorithms can also be used to enhance the
process of diagnosis and reduce uncertainty and subjectivity
[1].

The present work is carried out with the purpose of
analyzing the outstanding issues in the computer-aided clas-
sification (CAC) systems using microscopic images for
localizing leukocyte and classifying it into four different
classes, i.e., eosinophils, polymorphs, monocytes and lym-
phocytes. All the leukocytes work for the immune system
of the human body as they kill parasites, fungi, generate
cytokines and perform as scavengers to remove dead tissue
[2].

For the enhancement of the diagnosis process in the field
of hematology, many CAC system designs have been devel-
oped in the recent past [2]. However, automatic analysis of
microscopic blood smear images is still an open research
problem, the design of an effective CAC system that is capa-
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Fig. 1 Characteristics and the functions of the leukocytes present in human body (Pang et al. [8]). Note a eosinophils, b polymorphs, c monocytes
and d lymphocytes

ble of extracting valuable information from the smear images
like their morphological structure, functions and position
in a bone marrow tissue is still a challenging task [3]. To
reduce the gap between bone marrow tissue and its mor-
phological structure [4,5], adaptive neuro-fuzzy inference
system (ANFIS) is adopted for this work. The major benefit
of ANFIS is its learning capability. On the other hand, neural
network suffers from the learning capability. Thus ANFIS is
prominent applications of fuzzy inference system and neural
network [6].

The description of the leukocyte categories is given in
Fig. 1.

A description of studies carried out on leukocyte classifi-
cation is given in Table 1.

After the extensive study of the literature, it has been
observed that the leukocyte classification can be performed
on the basis of different classes of different morphology (i) 5-
class classificationproblem (ii) 4-class classificationproblem
and (iii) 3-class classification problem. It isworthmentioning
that the maximum classification accuracy for 5-class classifi-
cation problem is 98.8 %, for 4-class classification, it is 98.0
%, and for 3-class classification problem, it is 98.0 %. In the

work [12] for 5-class leukocyte classification, 98.8 % accu-
racy is obtained by neural network classifier and extracting
color and shape features. For 4-class leukocyte classification
[25], 98.0 % accuracy is obtained by applying SVM clas-
sifier with statistical features. Similarly, 98.0 % accuracy is
achieved for 3-class leukocyte classification by using deci-
sion tree classifier by extracting shape features [32].

In the present work, 4-class leukocyte classification is
directly compared with [25] in which texture features are
extracted and SVM is used for discriminating the four classes
of leukocyte. This work proposes a leukocyte classification
system that is able to localize the nucleus and classify them
into leukocyte class automatically.The level-set (Chan–Vese)
method has been used for the nucleus localization. Then tex-
ture feature (statistical texture measure as GLCM, NGTDM,
transfer domain texture measure as 2D Gabor wavelet trans-
form and signal processing-based texture measure as Law’s
3), shape features and color features are extracted from the
segmented sub-image for the discrimination between dif-
ferent leukocytes. Feature selection techniques have been
effectively utilized as a part of numerous ranges particularly
in medical diagnosis to diminish the extent of features gath-
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Table 1 Studies carried out for leukocyte classification

Considered class Authors, year Extracted features Classifier used Images Accuracy (%)

5-Class
basophiles,
eosinophils,
polymorphs,
monocytes, lym-
phocytes.

Pang et al. 2015 [7] TFV SVM 298 95.5

Nazlibilek et al. 2015 [8] TFV ANN _ 95.0

Ravikumar et al. 2015 [9] SFV, TFV RVM 85 91.0

Nazlibilek et al. 2014 [10] SFV, TFV ANN 240 95.0

Habibzadeh, et al. 2013 [11] SFV, TFV, CFV SVM 140 84.0

Rezatofighi et al. 2012 [12] SFV, CFV ANN 400 98.8

Huanga et al. 2012 [13] TFV SVM _ 96.4

Ramesh et al. 2012 [14] SFV, CFV LDA 1983 93.9

Lina et al. 2012 [15] TFV, CFV _ 500 75.9

Rezatofighi et al. 2010 [16] TFV SVM 90 93.0

Xie et al. 2010 [17] SFV ANN 230 89.6

Ghosh et al. 2010 [18] SFV Naive bayes 150 83.2

Rodrigues et al. 2008 [19] SFV, TFV SVM 241 85.4

Yampri et al. 2006 [20] SFV _ 50 92.0

Piuri et al. 2004 [21] SFV ANN 34 _

Bikhet, et al. 2000 [22] SFV, CFV _ 71 91.0

Bacus et al. 1972 [23] SFV, TFV, CFV MGC 523 93.0

Young, et al. 1972 [24] SFV, CFV DT 74 92.4

4-Class
eosinophils,
polymorphs,
monocytes lym-
phocytes.

Malek et al. 2005 [25] TFV SVM 50 98.0

Sarrafzadeh et al. 2013 [26] SFV, TFV, CFV SVM 149 97.7

Tabrizi 2010 [27] SFV, TFV, CFV SVM 302 97.0

Stadelmann et al. 2012 [28] SFV, TFV, CFV AdaBoost 461 91.3

Suapang et al. 2015 [29] SFV, TFV, CFV ANN 134 88.1

Mircic et al. 2006 [30] SFV ANN 200 86.0

Ferri et al. 1994 [31] SFV kNN 45 80.0

3-Class poly-
morphs,
monocytes, lym-
phocytes.

P. Hiremath et al. 2010 [32] SFV DT 100 98.0

Italic values show the maximum accuracy
SFV shape feature vector, TFV texture feature vector, CFV color texture feature vector, MGC multivariate Gaussian classifier, DT decision tree

ered at the time of the clinical testing and trials. Extracted
features are fed to the classification module for the class
decision. The procedure of selecting prominent features is
imperative since it decreases the dimensionality of the input
data and empowers classifier to work better by diminishment
of the calculation time, and accordingly increases the exact-
ness of the classification model [33,34].

The main motivation of the present work is to develop a
second opinion tool for practising hematologists so that they
can diagnose hematological disorders with minimum human
error.

2 Material and Methods

2.1 Database Description

In the research area of microscopic pathology, the lack of
publicly available database is the prevalent occurred prob-
lem. The same problem is also discussed in [8,10,17,21,23].
There are a few sample images used in many proposed clas-
sification systems which are not accessible publicly that may
result in limited innovation.
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Fig. 2 Dataset description

In order to develop efficient classification framework, it is
necessary to train the classifiers with a comprehensive image
database with representative images from each subclass. In
the present work, 162 Gismo-right stained peripheral white
blood cell images are taken from online available image
repository at MATLAB file exchange [35] which provides
a broad range of good quality web-based image library for
white blood cell images that are labeled by an expert pathol-
ogist. Further, these cells are labeled by the participating
pathologist who has more than 20years of experience in
hematology department and classified the ground truth for
the complete dataset into four classes, i.e., eosinophils, poly-
morphs, monocytes and lymphocytes. Thus the used dataset
consists of 48 instances of eosinophils, 66 instances of poly-
morphs, 20 instances of monocytes and 28 instances of
lymphocytes. A total of 162 sub-images are extracted from
162 microscopic images for removing unwanted cells and
outliers. A light microscope using 100× objective Lens is
used and the VGA image resolution of captured images is
640 × 480 pixels. The brief description of the database and
its further bifurcation into training and testing set is shown
in Fig. 2.

The following protocols were followed for dataset prepa-
ration:

1. The judgment regarding the diagnostic quality (free
from artifacts) and representativeness of image class,
i.e., eosinophils, polymorphs, monocytes and lympho-

cytes was made by four domain experts (one co-author
of this paper) with minimum 10 and maximum 26years
of experience in field of pathology .

2. Selection of sub-image is discussed in Sect. 2.2.2 of the
same document.

3. Experienced participating pathologists confirmed the
type of leukocyte by assessment criteria. Interpretation
by pathologists is done on the basis of visual inspec-
tion of microscopic features (morphological, textural
and chromatic appearance of cell image) according to
their expertise.

2.2 Proposed CAC System

The proposed system comprises of segmentation module,
feature extraction module, feature selection and classifica-
tionmodule. The flowchart for analysis ofmicroscopic blood
image for classification is shown in Fig. 3. The Segmen-
tation module is used for the extraction and identification
of nucleus from leukocyte. To find the morphological dif-
ferences between the different type of leukocytes, different
characteristic of their shape, color and texture are extracted
by using feature extractionmethods. These extracted features
are processed by feature selection method using linguistic
hedge then the machine learning module known as a clas-
sification module is used to classify the images into one of
the four classes of leukocyte. The brief explanation of each
module is given in next section of this document.
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Fig. 3 Classification framework for proposed system

2.2.1 Leukocyte Segmentation

The leukocytes are differentiated from each other on the basis
of their nuclei, as shown in many medical studies, especially
for hematological diseases caused by a specific type of leuko-

cyte [36]. The step involved in segmentation is shown in
Fig. 4.

The following steps are used in proposed leukocyte seg-
mentation method: (i) Cell nucleus is located by sub-image
selection. (ii) For segmentation of nucleus, the initial seed
point is placed inside the nucleus. (iii) The Chan–Vese algo-
rithm is applied to the sub-images and repeats step (ii) until
the entire nucleus is localized.

2.2.2 Nucleus Sub-image Selection

The presence of adjacent cells and leukocyte agglomerates
is an important problem for testing of microscopic leuko-
cyte images, so it is important to remove all the leukocytes
located on the boundary of the image non-leukocytes ele-
ments, which results in erroneous measurements at a later
stage of the testing procedure [37–39]. Leukocytes are iden-
tified by using the process of sub-image selection that can be
simplified by obtaining the sub-image. Input image is auto-
matically sub-imaged by cropping the smallest rectangle that
entirely holds a connected part of nucleus and cytoplasm (cell
membrane) on the basis of pixel values. Separating a partic-
ular leukocyte cell membrane from the entire background is
done by sub-imaging as shown in Fig. 5.

2.2.3 Nuclei Segmentation

Image segmentation is carried out with a purpose to seg-
regate the image into consequent parts that are strongly
correlated with the objects contained in the image [40–45].
In the present work, Chan–Vese level-set method is used that
relies on intensity, area and other global properties, rather
than local properties, such as gradients. It is an illustration
of an active contour model based on an energy minimization

Fig. 4 Segmentation of nucleus
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Fig. 5 Nucleus sub-image selection of microscopic leukocyte blood
image

problem. It pulls off good results even when the image is
blurred and noisy.

Chan–Vese level-set method The Chan–Vese algorithm
evolves this contour via a level-set method that is usedwidely
in the biomedical imaging, particularly for the localization
[46]. Consider X is a set of bounded area of �2 where ∂X
represents its boundary. Let f0 is an image and f0 : X → �,
and δ(s)is a piecewise δ1[0, 1] parameterized curve. Now,
denote the inside region δas ω, and the region outside δ

asX/ω. Moreover, δ1will denote the average pixel’s inten-
sity insideδ and will represent the average intensity outside
δ(i.e., δ1 = δ2(δ), δ2 = δ2(δ)).

The objective function of Chan–Vese algorithm is to min-
imize the energy functional F(c1c2, δ), defined in equation
1.

F(c1, c2, δ) = μ · Length(δ) + v · Area(inside(δ))
+ λ1

∫

inside(C)

| f0(x, y) − c1|2 dxdy

+ λ2

∫

outside(C)

| f0(x, y) − c2|2 dxdy (1)

whereμ ≥ 0, v ≥ 0, λ1,λ2 > 0are fixed by the user. Initially,
the preferred settings are v = 0, λ1, λ2 = 1.

The obtained segmented nucleus of an input cell is shown
in Fig. 6.

Figure 6a–d represents original images from a dataset,
i.e., eosinophils, polymorphs, monocytes and lymphocytes,
(e–h) sub-image selection, (i–l) shows the beginning curve
drawingwith seed point and initial level set, (m–p) represents
segmented image byChan–Vese approach to get regionswith
edges, (q–t) binary conversion of segmented image, (u–x)
segmented images after masking of output image of Chan–
Vese level-set method with blue band image of original input
image.

2.3 Feature Extraction and Selection Module

In this module, three different types of features have
been extracted namely shape, texture and color features.
Shape descriptors (IFV1), namely convex area, perime-
ter, diameter, extent have been extracted from the nucleus
[47]. In the present work, GLCM features (IFV2) [48–50],
NGTDM features (IFV3) [51], Laws’ features of kernel
width 3 (IFV4) [52,53] andGaborwavelet transform features
(IFV5) for 3 magnitudes and 5 orientations are computed
[34,54]. The frequently used color descriptors are color
histograms and color moments; therefore, mean, standard
deviation and second-, third-, fourth-order moments are
computed for red, green and blue channels [55] as IFV6.
The extracted input feature vectors (IFVs) are reported in
Table 2.

2.4 Feature Selection Using Linguistic Hedge

Thiswork implements a fuzzy feature selectionmethodbased
on the linguistic hedges strategy in viewof for leukocyte clas-
sification. The proposed strategy is utilized to accomplish a
quick, straightforward and productive computer-aided clas-
sification framework. Linguistic hedges are applied to the
fuzzy sets of rules, and are tailored by scaled conjugate
gradient algorithm. By along these lines, some promi-
nent features are underlined by using power values, and
some unessential features are desponded with power values
[33].

The extracted feature space for the classification of leuko-
cyte cells consists a total of ninety-two features (i.e., 73
texture, 4 shape and 15 color features). Among these fea-
tures, it is not necessary that all features are relevant for
the classification task. Therefore feature selection is applied
to the extracted feature space. In the present work, feature
selection is performed using a wrapper-based approach for
the adaptive neuro-fuzzy classifier (ANFC) using linguistic
hedges (LH) [56,57].

Let A1 and A2 be fuzzy sets on X1 and X2 feature, and Y
be the output, respectively. The P1 and P2 represent the LH
values of those fuzzy sets. The function F1 for variable A1 is
expressed as A1{F1 = f1(A1, A2) = A1}. It shows that the
F1 depends only on the variable A1, irrespective of the value
of A2. For the function, F1 FS can be defined by the product
and power operators as shown in Table 3.

In this case, a general fuzzy classification rule is defined
instead of the Boolean function as:

Rule1: IF X1is A1 with P1 hedge AND X2 is A2 with
P2 hedge THEN Y is C1;

where C1 represents the output class label.
According to this fuzzy rule, the functions F1 and F2 are

redefined in fuzzy logic with a similar meaning:
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Fig. 6 Result of Nuclei
segmentation

R1 : IF X1 is A1 with P1 = 1 hedge AND X2 is A2 with
P2 = 0 hedge THEN Y is F1.
R2 : IF X1 is A1 with P1 = 0 hedge AND X2 is A2 with
P2 = 1 hedge THEN Y is F2.

These rules can be reduced to the following rules:

R1 : IF X1 is A1 with P1 = 1 hedge THEN Y is F1.

R2 : IF X2 is A2 with P2 = 1 hedge THEN Y is F2.

The reduced rules contain only the selected features. If the
LH value of a fuzzy set of any feature for any class equals to
one, this feature will be important for that class [58].

In the present work, the length of feature space is ninety-
two and LH value is 0.354. After applying the FS based
on LH feature space is reduced to forty-six on the basis
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Table 2 Various texture and
shape and color features
extracted for leukocyte
classification

Models IFVs Extracted features l

Shape features IFV1 Convex area (number of pixels in convex polygon),
perimeter (total no of the pixel representing the
boundary of nucleus), diameter and extent

4

Texture features IFV2 Variance, correlation, inverse difference moment
(homogeneity), sum variance, contrast, sum
average, information measures of correlation-1 and
information measures of correlation-2

8

IFV3 Contrast, coarseness, business, complexity and
strength

5

IFV4 Mean, standard deviation, kurtosis, skewness and
entropy for six rotational invariant images

30

IFV 5 Mean, standard deviation for 15 Gabor output
images resultant of 3 scale value and 5 orientations

30

Color features IFV6 MV_red, MV_green, MV_blue, STDV_red,
STDV_green, STDV_blue, MOMENTS3_red
(skewness), MOMENTS3_green,
MOMENTS3_blue, MOMENTS4_red (kurtosis),
MOMENTS4_blue, MOMENTS4_green,
MOMENTS5 (high order moments)_red,
MOMENTS5_green and MOMENTS5_blue

15

Total 92

IFV input feature vectors, l length of IFV

Table 3 LH and power value
for A1 and A2

A1 A2 P1 P2 F1 = AP1

1 ∧ AP2

2 P1 P2 F2 = AP1

1 ∧ AP2

2

0 0 1 0 0 0 1 0

0 1 1 0 0 0 1 1

1 0 1 0 1 0 1 0

1 1 1 0 1 0 1 1

Fig. 7 Input features and their respectively calculated power of LH value

of the power of features to discriminate between different
leukocyte cells. The relationship between input features and
their, respectively, calculated power of LH value is shown in
Fig. 7.

2.5 Classification Module

Image classification is a machine learning process used to
predict the classmembership of unknowndata instance based
on the training set of data whose class membership is known.
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Fig. 8 Architecture of ANFC

Fig. 9 ANFIS model for WBC classification

In the present work, adaptive neuro-fuzzy inference system
(ANFIS) is used for the classification of leukocyte cells.

2.5.1 Adaptive Neuro-fuzzy Classifier (ANFC)

An ANFC is a multilayer feed-forward network consisting
of the input layer, membership layer, power layer, fuzzifi-

cation layer, defuzzification layer, normalization layer and
output layer [58,59]. The ANFCworks on ANFIS which is a
tool that unites the IFVs, input membership function, output
membership function, defined rules and the output class. The
architecture of ANFC is shown in Fig. 8.

Figure 8 depicts an ANFC for three classes {C1, C2, C3}
described by using two features {α1, α2}, and every input
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Fig. 10 The Sugeno rule-base viewer and membership function for input 1 of designed ANFC for the 4-class classification of leukocyte cells
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Fig. 11 Experimental work flow diagram for the 4-class classification of leukocytes

is defined with three linguistic variables; thus, there are nine
fuzzy rules [58]. TheNFCworks on the adaptive neuro-fuzzy
inference system (ANFIS). ANFIS is a tool which combines
the input dataset (feature vectors), input membership func-
tion (inputmf), output membership function (outputmf), rule
base and the output class [59]. The details about the ANFIS
learning system are found in study [60]. An ANFIS structure
used by theANFC for the presentwork ofWBCclassification
is shown in Fig. 9.

2.5.2 Performance Measurement

Theperformanceof the proposed system ismeasured in terms
of individual class accuracy and overall classification accu-
racy using given expression.

OCA = CC

TI
×100 (2)

where OCA stands for overall classification accuracy, CC
stands for a total number of correctly classified instances
and TI stands for total number of testing instances.

ICAclass = ICC

TIC
×100 (3)

where ICAclass stands for individual class accuracy, ICC
stands for a total number of correctly classified instances
belonging to a particular class and TIC stands for total num-
ber of testing instances belonging to a particular class.

The performance of the ANFC classifier is also measured
in terms of root-mean-square-error (RMSE) value. RMSE is
calculated by equation (4).
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Table 4 Classification
performance of ANFC (ANFC1
to ANFC6) classifier for 4-class
leukocyte classification without
any feature selection for the
IFV1 to IFV6

IFV l ANFC CM Accuracy (%)

IFV1 4 ANFC1 ESO POL MON LYM ICA OCA

ESO 19 4 0 1 79.1 (19/24) 72.8 (59/81)

POL 3 22 0 8 66.6 (22/33)

MON 1 0 9 0 90.0 (9/10)

LYM 5 0 0 9 64.2 (9/14)

IFV2 8 ANFC2 ESO POL MON LYM 83.9 (68/81)

ESO 20 3 1 0 83.3 (20/24)

POL 0 30 0 3 90.9 (30/33)

MON 4 0 6 0 60.0 (6/10)

LYM 0 1 1 12 85.7 (12/14)

IFV3 5 ANFC3 ESO POL MON LYM 86.4 (70/81)

ESO 17 2 5 0 70.8 (17/24)

POL 2 30 0 1 90.9 (30/33)

MON 0 0 10 0 100 (10/10)

LYM 0 0 1 13 92.8 (13/14)

IFV4 30 ANFC4 ESO POL MON LYM 88.8 (72/81)

ESO 24 0 0 0 100 (24/24)

POL 0 29 4 0 87.7 (29/33)

MON 0 0 10 0 100 (10/10)

LYM 0 0 5 9 64.2 (9/14)

IFV5 30 ANFC5 ESO POL MON LYM 86.4 (70/81)

ESO 20 0 3 1 83.3 (20/24)

POL 0 29 0 4 87.7 (29/33)

MON 1 0 9 0 90.0 (9/10)

LYM 1 0 1 12 85.7 (12/14)

IFV6 15 ANFC6 ESO POL MON LYM 88.8 (72/81)

ESO 23 1 0 0 95.8 (23/24)

POL 7 26 0 0 78.7 (26/33)

MON 0 0 10 0 100 (10/10)

LYM 1 0 0 13 92.8 (13/14)

Italic values show the maximum accuracy
IFV input feature vector, l length of IFV, ANFC adaptive neuro-fuzzy classifier, ESO eosinophils, POL
polymorphs, MON monocytes, LYM lymphocyte, ICA individual class accuracy, OCA overall classification
accuracy

RMSE =
√√√√ n∑

i=1

(ŷi − yi ) (4)

where ŷi is predicted value and yi is the observed value. For
the ideal system, RMSE value tends to zero.

3 Experiments and Results

In the present work, a framework for 4 class leukocyte classi-
fication is proposed using the adaptive neuro-fuzzy classifier.
Firstly, leukocytes are extracted using theChan–Vasemethod
and 4 shape features, 73 texture features and 15 color features
(a total of ninety-two features) have been extracted. Subse-
quently, each feature vector group is bifurcated into training

and testing instances. Finally, testing instances are fed to the
classifiers to classify them into respectively class. The exper-
imental work flow diagram for the 4-class classification of
leukocytes is shown in Fig. 11.

The Sugeno rule-base viewer and membership functions
for input 1 of designed ANFC for the 4-class classification
of leukocyte cells is shown in Fig. 10.

The experiments conducted in the present work are given
here.

Experiment 1 4-class leukocyte classification on IFV1 to
IFV6 using ANFC (ANFC1 to ANFC6) without feature
selection.
Experiment 2 4-class leukocyte classification on the con-
catenation of IFV1 to IFV6 using ANFC7 without feature
selection.
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Fig. 12 a RMSE performance, b training versus testing performance for ANFC6

Table 5 Classification
performance of ANFC7
classifier for 4-class leukocyte
classification using NFC
without feature selection on
concatenation of the IFV1 to
IFV6 without any feature
selection

l CM Accuracy (%)

92 ESO POL MON LYM ICA OCA

ESO 24 0 0 0 100 (24/24) 93.8 (76/81)

POL 0 32 1 0 96.9 (32/33)

MON 0 0 10 0 100 (10/10)

LYM 0 0 4 10 71.4 (14/14)

Italic values show the maximum accuracy
l length of IFV, ESO eosinophils, POL polymorphs,MON monocytes, LYM lymphocyte, ICA individual class
accuracy, OCA overall classification accuracy

Experiment 3 4-class leukocyte classification on selected
feature set of Experiment 2 using ANFC8.

3.1 Experiment 1: 4-class Leukocyte Classification
Using ANFC Without Feature Selection

The classification performance ofANFCclassifier for 4-class
leukocyte classification without any feature selection for the
IFV1 to IFV6 is reported in Table 4.

From Table 4, it can be observed that the maximum OCA
value of 88.8 % is achieved from IFV4 and IFV6. The ICA
values of 100, 87.7, 100 and 64.2% are obtained for ESO,
POL, MON and LYM classes, respectively, from ANFC4.
It is also observed that ICA values of 95.8, 78.7, 100 and
92.8% are obtained for ESO, POL, MON and LYM classes,
respectively, from ANFC6.
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Fig. 13 a RMSE performance, b training versus testing performance for ANFC7

Table 6 Classification
performance for 4-class
leukocyte classification using
ANFC8 with feature selection
on experiment 2 feature space

L CM Accuracy (%)

46 ESO POL MON LYM ICA OCA

ESO 24 0 0 0 100 (24/24) 98.7 (80/81)

POL 0 32 1 0 96.9 (32/33)

MON 0 0 10 0 100 (10/10)

LYM 0 0 0 14 100 (14/14)

Italic values show the maximum accuracy
l length of IFV, ESO eosinophils, POL polymorphs,MON monocytes, LYM lymphocyte, ICA individual class
accuracy, OCA overall classification accuracy

The RMSE performance graph and training vs. testing
performance graph of ANFC6 for 1000 epochs are shown in
Fig. 12.

3.2 Experiment 2: 4-class Leukocyte Classification
Using ANFC Without Feature Selection on the
Concatenation of the IFV1 to IFV6.

The performance of ANFC classifier for 4-class leukocyte
classification using ANFC7 without feature selection on the

concatenation of the IFV1 to IFV6without any feature selec-
tion is reported in Table 5.

From Table 5, it can be observed that the maximum OCA
value of 93.8 % is obtained for 4-class leukocyte classifi-
cation. The ICA values of 100, 96.9, 100 and 71.4% are
achieved for ESO, POL,MONandLYMclasses respectively.

Further, it is also observed that the OCA value is increased
by 5% i.e. (93.8–88.8)% for 4-class leukocyte classification.
It is also observed that the ICA value is gained by 6% in
case of POL class and remain the same for ESO and MON
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Fig. 14 a RMSE performance, b training versus testing performance for ANFC8

Table 7 Summary of
misclassified instances

Exp. no. l TMI MI_ESO MI_POL MI_MON MI_LYM

1 30 9 0 5 0 4

2 92 5 0 1 0 4

3 46 1 0 1 0 0

Exp. no. experiment number, l length of IFV, IFV input feature vector, TMI total misclassified instance,
MI_ESO misclassified instances of eosinophils, MI_POL misclassified instances of polymorphs, MI_MON
misclassified instances of monocytes, MI_LYM misclassified instances of lymphocyte

classes. It is worth mentioning that ICA value is decreased
21.4% for LYM class.

The RMSE performance graph and training vs. testing
performance graph of ANFC7 for 1000 epochs are shown in
Fig. 13.

3.3 Experiment 3: 4-class Leukocyte Classification
Using ANFC with Feature Selection on Experiment
2 Feature Space.

The performance of ANFC classifier for 4-class leukocyte
classification using ANFC8 with feature selection on exper-
iment 2 feature space is reported in Table 6.

FromTable 6, themaximumOCAvalue of 98.7% (80/81)
is obtained for 4-class leukocyte classification. The ICA val-
ues of 100 % (24/24), 96.9 % (32/33), 100 % (10/10) and

100 % (14/14) are achieved for ESO, POL, MON and LYM
classes, respectively. Further, it is also observed that theOCA
value is increased by 4.9 %, i.e., (98.7–93.8) % for 4-class
leukocyte classification. It is also observed that the ICAvalue
is gained by 28.6 % in case of LYM class and remains the
same for ESO, POL and MON classes.

The RMSE performance graph and training vs. testing
performance graph of ANFC8 for 1000 epochs are shown in
Fig. 14.

3.4 Misclassification Analysis

The total number ofmisclassified instances of each class from
each experiment is summarized in Table 7.

After the exhaustive experimentation carried out for the
4-class classification of leukocytes, only one instance of

123



7056 Arab J Sci Eng (2018) 43:7041–7058

polymorphs is misclassified. The maximum number of the
misclassified instance is 9 from the Experiment 1. The total
misclassified instances ofExperiment 1 consist of 5 instances
of polymorphs and 4 instances of lymphocyte. After the
Experiment 2, 4 instances of polymorphs are correctly classi-
fied and 4 instances of lymphocyte remain the misclassified.
Thus the TMI of Experiment 2 is 5, consisting of 1 instance
of polymorphs and 4 instances of lymphocyte. After TMI of
Experiment 3 is reduced to 1 which is belongs to polymorphs
class. At the end of Experiment 3, the achieved accuracy of
the proposed system for 4-class classification system is 98.7
%, which shall be recommended for the microscopic pathol-
ogy.

In this study, the feature selection based on linguistic
hedges neural fuzzy classifier figured out how to dispose
the redundant and irrelevant features in white blood cell
dataset. Experimental results demonstrated that when the
linguistic hedge value of the fuzzy classification set in any
feature is near to 1, this feature is significant for that class,
else it may be inappropriate. The outcomes demonstrate that
utilizing of linguistic hedges in adaptive neural fuzzy clas-
sifier enhances the achievement of the classifier. The results
unequivocally recommended that the proposed strategy not
just able to diminish the dimensionality of large datasets but
also simplify the classification task. It can assist in the diag-
nosis of hematological diseases by identifying leukocyte cell
correctly and can be very helpful to the hematologist for their
diagnostic process.

4 Conclusion

Leukocyte classification and localization is an extensively
used process by a pathologist for the analysis of blood cells
that is a time to consume subjective task. The present work
proposed amethod to conquer the lack ofOtsu’s thresholding
to segmentwhite cell nucleus using aChan–Vasemethod that
relies on global properties that give robustness for the noise
by detecting object boundaries and to isolate the individual
component from leukocyte image. This is essential because
partitioning of the nucleus is very much simpler than the
partitioning of the total cell, particularly in the bone marrow
where the leukocyte density is really high. This work exhibits
an efficient leukocyte classification method using the shape,
color and different textural features from the nucleus and a
neuro-fuzzy classification system in which, 92 features are
extracted to recognize the types of leukocytes. In order to
remove the redundant features and improve the classification
performance of the proposed system, linguistic hedge feature
selection technique is used.

In addition, experimental results indicate that neuro-fuzzy
classifier is unbiased toward the classes and only one instance
is misclassified, and the achieved accuracy of the proposed

system for 4-class classification system is 98.7 %, which
shows better classification performances. In future, the same
work shall be extended for the five class classification of
leukocyte with the same set of the feature set. The results
obtained by utilization of selected optimal features and adap-
tive neuro-fuzzy classification system indicate that it can be
routinely used in clinical environment for differential diag-
nosis between different classes of leukocytes.

In spite of the great outcomes acquired with present work,
further expansions can be made to the proposed scheme.
Specifically it can enhance strength and exactness of the
classification task, which is a critical issue, particularly
for microscopic images of blood cells. Moreover, there is
an intension to apply the proposed algorithm on a bigger
database.
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