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Abstract In recent days, mining data in the form of infor-
mation and knowledge from large databases is one of the
demanding and task. Finding similarity between different
attributes in a synthetic dataset is an aggressive concept in
data retrieval applications. For this purpose, some of the clus-
tering techniques are proposed in the existing works such
as k-means, fuzzy c-means, and fuzzy k-means. But it has
some drawbacks that include high overhead, less effective
results, computation complexity, high time consumption,
and memory utilization. To overcome these drawbacks, a
similarity-based categorical data clustering technique is pro-
posed. Here, the similarities of inter- and intra-attributes are
simultaneously calculated and it is integrated to improve the
performance. The dataset loaded as input, where the prepro-
cessing is performed to remove the noise. Once the data are
noise free, the similarity between the elements is computed;
then, themost relevant attributes are selected and the insignif-
icant attributes are neglected. The support and confidence
measures are estimated by applying association rule min-
ing for resource planning. The similarity-based K-medoids
clustering technique is used to cluster the attributes based on
the Euclidean distance to reduce the overhead. Finally, the
bee colony (BC) optimization technique is used to select the
optimal features for further use. In experiments, the results
of the proposed clustering system are estimated and ana-
lyzed with respect to the clustering accuracy, execution time
(s), error rate, convergence time (s), and adjusted Rand index
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(ARI). From the results, it is observed that the proposed tech-
nique provides better results when compared to the other
techniques.
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1 Introduction

Data mining is defined as the process of extracting some
meaningful information from the database for further use. In
this domain [1], cluster analysis is an important and essential
task in unsupervised machine learning and statistical mul-
tivariate analysis. The numerous developments in the field
of information and communication (IC) increase the dimen-
sionality of the data, which leads to the difficulties during
the knowledge extraction. The data mining aims to cluster
the large datasets with diverse attributes of different types.
The process of discovering the knowledge from large and
sparse database by partitioning it into several disjoint groups
is known as clustering. Themain aim of clustering is to group
the set of objects into a cluster. So, the objects that present
in the same cluster have high similarity and in the dissim-
ilar clusters have low similarity. The major steps involved
in clustering are preprocessing, mining, and result valida-
tion. Preprocessing is defined as the process of removing an
unwanted data or filling the missed values. Typically, several
tasks are sequentially performed to mine the useful infor-
mation from the input data. The evaluation of the mined
data using various assessment algorithms constitutes the final
stage known as result validation.
The good clustering technique [2] must satisfy the following
properties:
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Scalability—It performs well for the large number of
datasets.
Analyze the mixture of attributes—It has the ability to
analyze both the single and mixture of attributes.
Find arbitrary-shaped clusters—To determine the shape
or the bias is not an easy task. This algorithm has the
capability to find the kinds of clusters based on the shape.
Minimumrequirement for input parameters—Most of the
clustering algorithms need some user-defined parameters
like the number of clusters for data analyze.
Handling of noise—Thealgorithmsmust handle the devi-
ations, which is defined as the data objects that depart
from the norms of behavior in order to enhance the clus-
tering quality.
Sensitivity to the order of input records—The algorithm
must insensitive to the order of inputs.
High dimensionality of data—The algorithm must be
capable to handle the large datasets. The dataset contains
a large number of attributes, so the clustering algorithm
cannot able to handle more dimensions.

1.1 Existing Works

Celebi et al. [3] presented an overview of clustering tech-
niques to solve the problemof numerical initialization. Based
on the study, themost popular initializationmethod (IM)was
introduced for the k-means clustering. In this work, different
large-size datasets were used for proving the clustering per-
formance of the IM technique. But, the K-means clustering
techniques have some of the disadvantages, which includes:

• It required more number of clusters.
• It was capable to detect only the hyper spherical clusters.
• Moreover, it was more sensitive to noise that affects the
respective clusters.

Ghosh and Dubey [4] compared the k-means and fuzzy C-
means (FCM) clustering techniques based on their efficiency
for identifying the best clustering technique in data mining.
Typically, this clustering technique analyzed the data based
on the locations between various input data points. The FCM
was an unsupervised clustering technique that was mainly
applied in the fields of agriculture, astronomy, chemistry,
geology, image analysis, classifier design, and clustering.
From the investigation, it was analyzed that the FCM clus-
tering technique provides an efficient clustering results com-
paredwith the k-means clustering technique. Velmurugan [5]
analyzed both the k-means and FCM clustering techniques
for connection-oriented telecommunication data. Here, the
performance of these algorithms was evaluated based on the
connection-oriented broadband area. This paper also stated
that the FCM techniquewasmore accurate and easy to under-
stand, when compared to the k-means clustering.

Wang et al. [6] introduced a coupled attribute similarity for
objects (CASO) technique for clustering the large size data.
In this work, the inter-coupled and intra-coupled attributes
are considered for improving the accuracy and reducing the
complexity. Based on the attribute types, that were classi-
fied into two types such as discrete and continuous. From the
paper, it was inferred that the categorical data-based clus-
tering techniques were more suitable for the large size data.
Joshi and Kaur [7] compared different clustering techniques
in data mining for selecting the best one. The techniques
surveyed were as follows:

• K-means clustering,
• Hierarchical clustering,
• Density-based spatial clustering,
• Ordering points to identify clustering structure,
• Statistical information grid.

From the analysis, it was analyzed that the existing tech-
niques have both merits and demerits. But, the K-means
clustering provides the better results compared to the other
techniques. Mukhopathy et al. [8] surveyed various multi-
objective evolutionary algorithms for the purpose of clus-
tering, association rule mining, and other data mining tasks.
The major drawback of the binary encoding scheme was not
suitable for clustering, when the number of attributes were
large. Moreover, two different multi-objective rule mining
algorithms were reviewed in this paper, which includes:

• Multi-objective differential evolution-based numeric
association rule mining (MODENAR).

• Multi-objective differential evolution (MODE).

In addition, three different types of data such as categorical,
numerical, and fuzzy data clustering techniques are investi-
gated in the work. From the evaluation, it was noticed that
the categorical data clustering techniques efficiently cluster
the huge size data with large number of attributes.

Arora et al. [9] evaluated two different clustering algo-
rithms that include k-means and k-medoids on dataset
transaction 10k. Here, the drawbacks of k-means algorithm
were mentioned, which includes:

• Finding the value of K is a difficult task.
• It is not efficient.
• it do not handled the different size and different density
clusters.

Also, this paper stated that the k-medoids clustering tech-
nique overwhelmed the disadvantages of k-means and pro-
vides the better results concerning with execution time,
non-sensitive, reduced noise, and minimized sum of dissim-
ilar objects.
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Harikumar and Surya [10] suggested a similarity-based
clustering technique, namely k-medoids for heterogeneous
datasets. Here, the distance between the objects is iden-
tified with the heterogeneous attribute types by using the
suggested technique. The main aim of k-medoids clustering
technique was to identify a set of non-overlapping clus-
ters named as medoids. Choi and Chung [11] developed a
k-partitioning algorithm to cluster the large spatio-textual
data. The major contributions of this paper were as fol-
lows:

• The problemof clustering a spatio-textual datawas inves-
tigated, where the spatio-clustering has the process of
social data analysis, location-baseddata cleaning andpre-
processing of spatial keyword querying.

• Here, the expected pairwise distance was utilized to
implement the modified version of k-means cluster-
ing.

The demerit of this work was it needs to generalize the
clustering scheme with different types of textual distances.
Mei and Chen [12] recommended a k-medoid clustering
technique for relational data, where the objects in each
fuzzy cluster bring their degrees of representativeness in that
cluster. Moreover, the prototype weights and the fuzzy mem-
berships in each cluster were attained by using the quadratic
regularization technique. Galluccio et al. [13] introduced
a minimal spanning tree (MST) to measure the distance
for clustering the high-dimensional data. Here, the non-
convex-shaped clusters were separated by implementing the
powerful clustering technique. The main advantage of this
paper was it reduced the computational complexity of the
dual rootedMSTs. Jiang et al. [14] clustered uncertain objects
based on the similarity between the probability distributions.
The Gauss transform has the linear complexity, so it was
equipped with the randomized k-medoids in order to scale
the large datasets. The advantage of this technique was it
performed the scalable clustering tasks with moderate accu-
racy.

Chatti and Rao [15] investigated various data mining
techniques in a dynamic environment by using the fuzzy
clustering technique. The main goal of this model was to
identify the deviations in the data, based on this, to adjust the
input parameters. Themajor drawback of this paper was it do
not consider the issues of complexity, noise, and more accu-
rate results. Sunil Raj et al. [16] surveyed various clustering
methods that include partitioning, density-based technique,
hierarchical technique, and grid-based technique in datamin-
ing. In this paper, the positives and negative attributes of
each clustering technique were discussed. Also, the BIRCH

and Chameleon techniques were utilized to overcome the
problem of object swapping between the clusters. Zadegan
et al. [17] introduced a rank-based partitioning algorithm
to cluster the large datasets in a fast and accurate manner.
Here, two types of validation measures such as internal and
external were utilized during the results evaluation. More-
over, the quality of the resulting clusters were improved
by capturing the internal cluster structure. Sood and Bansal
[18] suggested a combination of Bat algorithm with the k-
medoids algorithm to improve the efficiency of clustering.
The location of the cluster was initialized by using the Bat
algorithm to select the initial representative object in the
k-medoids technique. Moreover, the path was recovered
with minimum complexity by using the swarm intelligence
technique.

Skabar and Abdalgader [19] suggested a fuzzy relational
clustering algorithm to cluster the sentence level text. The
main aim of this technique was to identify the semantically
overlapping clusters based on the related sentences. Here, the
similarities between the objects were estimated in the form of
a square matrix. Kulkarni and Kinariwala [20] introduced a
fuzzy relational eigenvector centrality-based clustering algo-
rithm (FRECCA) based on the mixture model. In this work,
the mixing coefficients and the cluster membership values
were optimized by using the expected maximization (EM)
algorithm. Here, the importance of object in a network was
computedwith the help page rankmechanism.Moreover, this
algorithm identified the similarity between the documents
and text summarization by using the potential application.
The major disadvantage of this technique was time com-
plexity. Kameswaran and Malarvizhi [21] surveyed various
clustering techniques in datamining to extract the large infor-
mation from the dataset. In this investigation, the hierarchical
algorithm, partitioning algorithm, density-based algorithm,
graph-based algorithm, and grid-based algorithmswere stud-
ied with its advantages and disadvantages. From the survey,
it was inferred that the graph-based algorithm outperforms
the other clustering algorithms. Ghadiri et al. [22] suggested
an active distance-based clustering technique by using the
k-medoids technique. Here, the unknown distances between
the clusters were identified during an active clustering pro-
cess. In this analysis, the real world and the synthesized
datasets were utilized to evaluate the clustering technique.
During the utilization, the performance improvement for
entity recognition and retrieval depends on the discovery
of alternative forms of attribute values. Li et al. [23] pro-
posed the novel compact clustering framework that jointly
identified synonyms for the set of attribute values. The inte-
gration of signals from the multiple information sources into
the similarity function and the optimization of weights of
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signals through the unsupervised process assured the effec-
tiveness of mining the entity attribute systems. With the
large-scale datasets, the clustering-based recommender sys-
tem suffered from the accuracy and coverage limitations.
Guo et al. [24] employed the support vector regression
model that predicted the given item based on the prediction-
related features. The insufficiency in data representation
affected the clustering performance adversely. Hence, they
proposed the probabilistic method that derived the predic-
tions from the views regarding the prediction relationship
through the optimization framework.Thegatheringof the rel-
evant information from the cluster was difficult issue due to
the large size data handling. Balabantaray et al. [25] accom-
plished the K-means or K-medoids algorithms and found
the best clustering algorithms for document summarization.
On the basis of the sentence weight, the document sum-
marization was executed with the focus of the key points
from the whole document that provided easy retrieval per-
formance. The simultaneous minimization of intra-cluster
distances and the maximization of inter-cluster distances
were the difficult task in textbook machine learning prob-
lem. Grossi et al. [26] presented the constraint programming
model that made the standard problem as easier one and
allowed the generation of interesting variants, respectively.
The important aspects of the constraint programming model
were density-based clustering and the label propagation
approach. The emerging of web tables in the information
retrieval applications required the selection of ranking of
tables and the summarization ofmeaningful content. Nguyen
et al. [27] formalized the issues as the diversified table
selection problem and the structured table summarization
problems. They presented the heuristic algorithms to assure
the near-optimal, stable, and fairness. The high scalability
was achieved by using the web table searching process.
During the clustering process, the initial selection of cen-
ter, accuracy, and the ability of clustering algorithms were
the major issues. Zhang et al. [28] provided the clustering
algorithm on the basis of the artificial bee colony (ABC)
optimization algorithm with the quick convergence prop-
erty increased the accuracy and reliability of the system. In
this survey, the advantages and disadvantages of each and
every paper were analyzed. Then, it is identified that the
existing clustering techniques have some of the major dis-
advantages.

1.2 Motivation of the Proposed Work

In order to solve those issues, this research work focuses to
propose an efficient clustering technique for large size data in
data mining. Based on the problem identification, this work
as the following contributions:

1. To cluster the categorical data based on inter- and intra-
attribute similarity measure.

2. To improve the performance resource planning by imple-
menting the association rulemining concept with support
and confidence estimation.

3. To reduce the computational overhead of clustering pro-
cess by filtering the data and attributes.

2 Materials and Methods

The clear description about the proposed similarity-basedK-
medoids clustering technique for extracting the information
from large data is presented in this segment. The overall flow
of the proposed system is shown in Fig. 1. It includes the
following stages:

• Preprocessing
• Similarity computation
• Attributes filtering
• Association rule mining
• K-medoids clustering
• Euclidean distance estimation

At first, the given dataset is preprocessed by eliminating
the unwanted attributes in the dataset. Then, the similarities
between the inter-attributes and intra-attributes are estimated,
where the categorical data are converted into the numeri-
cal data. After that, the similarities of both are integrated
and it is filtered for further processing. Here, the associa-
tion rule learning process is applied in which the support
and confidence values are estimated. Again, the data are fil-
tered before the starting the clustering process. In this work,
the K-medoids clustering technique is applied to group the
similar attributes based on the Euclidean distance. After clus-
tering, the evolutionary optimization algorithm, namely BC,
is applied to obtained the optimized data that are used for
further process.
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2.1 Preprocessing

Preprocessing is an imperative and essential task in many
datamining applications. It efficiently removes the unwanted
attributes in a dataset for improving the performance of clus-
tering. In this stage, the adult dataset is given as the input,
which contains the attributes of age, work class, final weight,
education number, marital status, occupation, relationship,
race, gender, capital gain, capital loss, hours per week, native
country, and salary. Once the dataset is noise free, the distinct
attributes are identified for similarity computation.
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Fig. 1 Flow of the proposed
system

2.2 Similarity Computation

In the recent days, similarity analysis is a tedious process in
various domains. Typically, the similarity-based clustering is
performed based on the followings:

• Between attributes,
• Between clusters,
• Between data objects,
• Between attribute values.

In this work, the inter-attribute and intra-attribute similarity
analysis are performed after preprocessing. In intra-attribute

similarity, the similarity is estimated between the same col-
umnattributes. It reveals that the greater similarity is assigned
to the particular attribute based on the approximation of equal
frequencies. The similarity between the closer two values is
identified, if the frequency is high.Different frequencies indi-
cate distinct levels of attribute value significance. Then, the
inter-attributes are selected by finding the similarity between
the rows. It does not involve the couplings between attribute
values during the calculation of attribute values. If the val-
ues occur with the same relative frequency, this estimation
determines that the values are similar. After calculating inter-
and intra-similarity attributes, it is integrated into a single
attribute similarity. Then, it is filtered for further process-
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ing. The attribute couplings are categorized into two, namely
intra-coupled and inter-coupled in this paper. The discrep-
ancies occurred in attribute value estimation reflected the
similarity in terms of the frequency distribution. The rela-
tionship between the attribute value frequencies is proposed
as the intra-coupled similarity with the satisfaction of above
principles. The intra-coupled attribute similarity for values
(IaASV) among the values corresponding to the attribute are
defined as follows:
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where vxi , v
y
j—specific values for objects

G—mapping function of value of attribute to the depen-
dent object set

In proposed work, the attribute relationship is defined
through the support values (S), and hence, Eq. (1) is refor-
mulated as follows:

Iaas = S.i ∗ S. j

S.i + S. j + (S.i ∗ S. j)
(2)

FromEqs. (1) and (2), it is observed that the problematic issue
arises if the values for attribute have the same frequency. To
overcome this issue, the inter-coupled similarity estimation
takes place. The inter-coupled similarity defines the inter-
action between the values within the attribute
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without
considering the couplings between the attributes. The defini-
tion of inter-coupled similarity is expressed as
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The conditional probabilities of value of attributes depend
on the count of similar and distinct values in the attribute set.
Hence, the equation (3) formulated as

Ieas = count (A.i.i == A. j. j)

distinct (A.i)
(4)

The overall similarity is the combination of inter- and intra-
similarity measures as follows:

Is = Iaas + Ieas (5)

The normalization of similarity measures contributes to the
further processing with support and confidence value as

Nis = (Is.i − Is.min)

Is.max − Is.min
(6)

where Nis—normalized similarity

Is.max—maximum similarity value.
Is.min—minimum similarity value.

The attributes that having equal frequency distributions
are assigned to the maximum similarity. Hence, the similar
frequencies indicate the closeness and the dissimilar frequen-
cies indicate the distinct levels. The similarity results of inter-
and intra-attributes are graphically shown in Fig. 2.

2.3 Association Rule Mining

After filtering the similarity attributes, the association rule
mining is applied to mine the attributes, where the sup-
port and confidence values are estimated. Typically, the
association rule mining satisfies the minimum support and
confidence constraints by discovering the small set of rules
in a database. It handles the weighted association rule mining

Fig. 2 a Intra-attribute similarity. b Inter-attribute similarity
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Fig. 3 Support and confidence
estimation

problems, and it assumes that the items have the same signif-
icance. Here, the target of mining is not predetermined and it
is adapted tomine all the classes by satisfying the constraints.
It works based on the following steps:

• It satisfies the minimum support value by generating the
large item set.

• It satisfies the minimum confidence value by generating
all the association rules using the large item sets.

Generally, an item set contains a set of items that has the
transaction support above minimum support. The key ele-
ment of this mining is to prune the search space by limiting
the number of generated rules. In some of the applications,
the frequently occurred items on the dataset may vary.

The set of attributes is denoted as (Soa) is used to measure
those measures as follows:

Support The measure of the frequency of rule within the
transactions refers to support and such rule (A ⇒ B)

involves the great part of the dataset for high support
values.

supp (A ⇒ B) = p (A ∪ B) (7)

In this paper, the support value for the sensitive attributes
is formulated as

S = supp (Soa)

N
(8)

ConfidenceThemeasure of the percentage of transactions
containing A which contain also B refers the confidence

value. The mathematical formulation for the confidence
estimation is conditional probability estimation that is
represented as

Confidence (C) = P

(
B

A

)

= supp(A, B)/supp (A)

(9)

This formulation is modified with sensitive attributes as
follows:

C = supp (SoaA ∪ SoaB)

SoaB
(10)

The estimation of support and confidence measures are
shown in Fig. 3.

2.4 K-Medoids Clustering

Normally, clustering the categorical data is a demanding and
critical task, because of many fields that dealt with cate-
gorical data. For this purpose, some of the techniques are
developed in the existing work for clustering the categorical
data. The traditional clustering techniques including fuzzy-
C-means (FCM), k-means, and hierarchical techniques are
suitable for clustering the categorical data. Due to its limi-
tations, the k-medoids clustering technique is employed in
this work. It forms the cluster based on the distance between
the data points, and the cluster heads are selected for each
group. In this algorithm, a medoid is used as a reference
point of a mostly centrally located object in a cluster. Based
on the principles, the sum of dissimilarities between the
objects are minimized. Moreover, it finds the medoids of
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Fig. 4 Output of K-medoids clustering

each cluster by identifying the k number of clusters in an
object. Instead of using the mean value of the object, this
algorithm uses the representative objects in each cluster. The
major advantages of k-medoids clustering technique are as
follows:

• It has no limitations on attribute types.
• The medoids are selected based on the location of a pre-
dominant fraction of the points in the cluster.

• It is less sensitive to outliers.

Due to these advantages, the k-medoids technique provides
the better results, when compared to the traditional clustering
techniques. The operating phases in the K-medoids cluster-
ing are initialization, iterative, and clustering. The prediction
of potential set of medoids by using the greedy approach
constitutes the initialization phase. In this phase, the sample
points are selected randomly and apply the greedy technique
to obtain the small set of sample points with the size is equal
to B.K. Here,B = small integer andK = clusters. The iterative
phase determines the quality of the cluster formed by replac-
ing the bad medoids through the measure of Davies–Bouldin
Index (DBI) defined as follows:

DB = 1/K
K

∑

j=1

maxDi, j (11)

where, Di, j − − − distance ratio

=
√

(Ch1 − D1)
2 + (Ch2 − D2)

2 + · · · + (Chn − Dn)
2

(12)

The clustering results of k-medoid technique are visualized
in Fig. 4.

2.5 Bee Colony for Optimized Dataset

After clustering the data, it is further optimized by imple-
menting an evolutionary-based optimization algorithm. In
this work, the bee colony (BC) optimization algorithm is
employed to select the optimized data for further use. It is a
type of swarm-based optimization algorithm that is inspired
by the intelligent foraging behavior of the honey bees. It
is mainly used to solve more complex optimization prob-
lems in the search space based on the fitness value of the
solution. Also, it provides the better final solutions from the
constructivemoves,when compared to the other optimization
algorithms such as artificial bee colony optimization (ABC)
[29], bee swarmoptimization (BSO) [30], and bees algorithm
[31]. The agents in the BCO are termed as artificial bees that
are located in the initial stage of search process. Furthermore,
each agent performs the local moves to construct the solution
for optimization. The quality of the obtained final solution is
improved by using the parallelization strategy. In which, the
meta-heuristics are used to represent the searching solutions
even in the repeated sequential iterations. The parallel execu-
tion provides an efficient search in the solutions by improving
the quality of final solution with minimum execution time.
Due to these reasons, it is considered as an effective technique
for solving the non-standard optimization problems based on
multiple criteria. The main intention of using this algorithm
is to develop a multi-agent system for solving combinatorial
optimization problems.

Moreover, it contains a population of solutions in which
the fitness is evaluated based on the quality of the food
source. The major reasons for using this algorithm are as
follows:

• It handling complex problems with large dataset.
• It identified the high quality optimal solutions,
• It provides the balance between the performance and
complexity,
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Fig. 5 Dataset loading

3 Results and Discussion

This section evaluates the performance results of both exist-
ing and proposed techniques for proving the superiority of the
proposed system. Here, the results are analyzed and evalu-
ated in terms of clustering error, convergence time, accuracy,
ARI, execution time, and clustering accuracy. The datasets
used in this work are adult dataset [32], chess dataset [33],
and connect-4 dataset [34], which are the benchmark datasets
obtained from the UCI machine learning repository. The
adult dataset contains the fields of age, work class, final
weight, education, education number, marital status, occu-
pation, relationship, race, gender, capital gain, capital loss,
hours per week, native country, and salary, which is shown in
Fig. 5. The adult dataset is a kind ofmultivariate that contains
both the categorical and integer attributes, in which the num-
ber of instances 48,842 is used, and the number of attributes
14 is used. Then, the chess dataset contains the fields of white
king file (column), white king rank (row), white rook file,
white rook rank, black king file, black king rank, and optimal
depth of win for white. It is also a type of multivariate dataset
that contains both integer and categorical attributes, in which
28,056 number of instances are used, 6 number of attributes
are used, and there is no missing values in the dataset. The
connect-4 dataset contains the fields of x player, o player, and
blank, and this dataset has the characteristics of multivariate
and spatial, and it contains only the categorical attributes.
In which, 67,557 number of instances are used, 42 num-
ber of attributes are used, and it does not have any missing
values.

Table 1 Clustering error versus different clustering algorithms

K-means K-prototype OCIL Similarity-based
K-medoids clus-
tering

0.3869 0.3855 0.249 0.2231

Table 2 Clustering error versus different datasets

Chess Connect-4 Mushroom Adult dataset

0.2543 0.2175 0.243 0.2231

3.1 Clustering Error

Clustering error is the error rate that is occurreddue to thepro-
cess of clustering. Table 1 shows the error rate of both existing
and proposed clustering techniques, and Table 2 shows the
clustering error with respect to various datasets. The exist-
ing algorithms considered in this analysis are K-means,
K-prototype, and OCIL. The clustering error is estimated
as follows:

Error =
∑N

i=1 δ (ai ,map (mi ))

N
(13)

where N represents the number of instances in the dataset, ai
represents the provided label, mi indicates themapping func-
tion that maps the obtained cluster label. The clustering error
is computed as e = 1−Error. From the results, it is observed
that the proposed similarity-based k-medoids clustering tech-
nique reduced the error rate to 0.23, when compared to the
other techniques. In k-means algorithm, it is difficult to pre-
dict the k value, and it does not provide the better clustering
results with global cluster. Also, different initial partitions
result in varying final clusters, and it does not work well
with the clusters of different size and separate density. Then,
in the k-prototype algorithm, the process converges not to a
global minimum, but to a local minimum. Furthermore, the
similarity computation processes that performed in the OCIL
algorithm are low. Due to these drawbacks, the proposed
similarity-based k-medoids clustering technique provides the
better results.

3.2 Convergence Time

The convergence time of the existing [35] and proposed tech-
niques is evaluatedon the categorical data clustering,which is
represented in Table 3 and, the convergence timewith respect
to different datasets is shown in Table 4. The k-modes and
OCIL techniques require more convergence time, due to its
computational cost. The superiority of the proposed system
is proved by taking the real time adult dataset and consider-
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Table 3 Convergence time (s) versus different clustering algorithms

K-prototype OCIL Similarity-based K-medoids
clustering

15.2795 3.5447 3.475

Table 4 Convergence time versus different datasets

Chess Connect-4 Mushroom Adult dataset

4.36 5.78 3.512 3.475

Table 5 Accuracy of the proposed technique with different datasets

Adult Chess Connect-4 Mushroom

95.2 94.8 94.1 94.3

Table 6 Clustering accuracy of existing and proposed techniques

K-modes Chan’s Wk-modes Similarity-based
K-medoids
clustering

0.6583 0.6583 0.6583 0.7042

ing the convergence time for this dataset. From the analysis,
it is evaluated that the proposed similarity-based k-medoids
technique provides the minimized convergence time (s). Due
to the drawbacks of the existing k-means, k-prototype, and
OCIL techniques, the proposed similarity-based k-medoids
clustering provides the reduced clustering error and conver-
gence time.

3.3 Accuracy

The performance of the clustering algorithms is evaluated
based on the measure of clustering accuracy. Table 5 shows
the clustering accuracy of the proposed similarity-based
k-medoids clustering technique with respect to different
datasets. Table 6 shows the clustering accuracy of both exist-
ing and proposed clustering techniques. The cluster C is
partitioned into a set of clusters {c1, c2, . . . ck3} on a dataset
O with n number of objects, and the clustering accuracy is
calculated as follows:

Clustering accuracy =
∑k

i=1 cl
|O| (14)

where k is the number of clusters desired, cl is the number of
objects that occurred in clusterCi , and |O| = n represents the
number of objects in the dataset. From the analysis, it is evalu-
ated that the proposed similarity-based k-medoids clustering
technique provides better clustering accuracy compared to

Table 7 Clustering accuracy of the proposed technique with and with-
out optimization process

Approaches Clustering accuracy

With optimization 95.8

Without optimization 95.2

Table 8 Clustering accuracy with respect to different datasets

Chess Connect-4 Mushroom Adult dataset

0.692 0.654 0.659 0.7042

the other techniques for the datasets including adult, chess,
connect-4, and mushroom.

Table 7 shows the clustering accuracy analysiswithout and
with optimization techniques in detail. The accuracy with-
out optimization is 95.2 and 95.8% with optimization. The
provision of optimization to the clusters derived from the K-
medoids algorithm improved the accuracy considerably by
0.6% that assures the effectiveness of the proposed work.

Table 8 shows the clustering accuracy of the proposed
technique with respect to different datasets for proving the
betterment of the proposed technique.

3.4 Adjusted Rand Index (ARI)

The adjusted rand index is defined as an external criterion
that measures the similarity between two partitions of an
objects in the same dataset. Let X = {X1,, X2, . . . Xk} and
X ′ = {X ′

1, X
′
2 . . . X

′
k} be two partitions on a dataset O with n

objects. Then Ni j be the number of objects in a cluster Xi in
partitionX and in cluster Xi in partition X

′
, Hi j = {Xi∩X

′
j }.

Based on this, the rand index is calculated as follows:

Adjusted Rand Index
(

X, X ′) = b0 − b3
0.5(b1 + b2) − b3

(15)

where, b0 = ∑k
i=1

∑k′
j=1

(

Hi j

2

)

, b1 = ∑k
i=1

(

Xi

2

)

,

b2 = ∑k′
i=1

(

X
′
j

2

)

, r3 = 2b1b2
H(H−1) ,

(

n
m

)

represents the

binomial coefficient. The value of ARI is high, if the cluster-
ing result is more close to the true class distribution. Table 9
shows theARI of both existing [36] and proposed techniques.
In this analysis, it is proved that the proposed technique
provides highest ARI value. In the k-modes algorithm, the
information gain and entropy calculation lead to increased
time consumption, then in the Chan’s algorithm, if the same
attribute values in some dimension in the cluster is labeled
as 1, this means that the rest of the attributes are ignored.
Also, the wk-modes algorithm requires more computation
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Table 9 ARI of existing and proposed techniques

K-modes Chan’s Wk-modes Similarity-based
K-medoids
clustering

0.0016 −0.0026 0.0019 0.0023

Table 10 Cluster data dimensionality analysis

No. of clusters Data dimensionality

Without optimization With optimization

Cluster 1 209 189

Cluster 2 96 87

Cluster 3 97 85

Cluster 4 89 72

for weight calculation, and its iterations are also high. Due
to these drawbacks, the proposed technique has an increased
ARI value.

3.5 Data Dimensionality

If the size of the data occupied in the cluster is minimum,
then the manipulation of attributes is easy task in mining
applications. The prediction of interrelationship between the
data within the cluster through the proposed work consumes
minimum time effectively. Table 10 and Fig. 6 show the
dimensionality variation for each cluster corresponding to
without and with optimization.

Theoverall count of datawithin the cluster 1 is 209without
optimization, and it is reduced to 189 due to the evolutionary
optimization. The comparative analysis of proposed system
without and with optimization states that the proposed work
reduced the dimension by 9.57%. Similarly, dimensionality
of other clusters (2, 3, and 4) is 11.46, 12.37 and 19.01%,
respectively.

3.6 Execution Time

Execution time is defined as the amount of time taken for
clustering the data. Table 11 shows the execution time of the
proposed similarity-based k-medoids clustering technique
with respect to four different datasets that include adult,
chess, connect-4, and mushroom. Typically, the execution
time is evaluated in terms of seconds. From the analysis, it is
observed that the proposed technique requires the minimum
execution time for processing all the datasets.

Table 12 shows the analysis of the execution time vari-
ations without and with optimization. The execution time
without optimization is 28 s, and it is 31 s with optimization.
The fitness formulation and the iterative process of updat-
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Fig. 6 Data dimensionality analysis

Table 11 Execution time

Adult Chess Connect-4 Mushroom

28 22 31 25

Table 12 Execution time analysis without and with optimization

Approaches Execution time (s)

With optimization 31

Without optimization 28

ing the positions consume additional time for the relevant
attribute selection.

3.7 Average Best

Average best is defined as a measure of identifying the best
technique that a better optimization solutions. Here, the con-
vergence curve values of the PSO [37], GSA, WOA [38],
and bee colony optimization techniques are illustrated in
Table 13. The PSO can easily fall into local optimum in
a high-dimensional space and has a low convergence rate
during the iterative process, then the GSA used only one
mathematical formulate to update the position of search
agents, which increases the likeliness of stagnation in the
local optima.Also, theWSO requiresmore computation time
for optimization. Due to these problems, the proposed bee
colony optimization provides the better convergence results.
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Table 13 Convergence graph

Iteration PSO GSA WOA Bee colony

1 600 600 400 350

250 300 200 150 124

500 200 200 90 76
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Fig. 7 Convergence analysis between the optimization techniques

4 Conclusion and Future Work

This paper proposed a similarity-based K-medoids cluster-
ing technique for processing the large datasets. The intention
of this technique is to reduce the clustering overhead dur-
ing the process of clustering and similarity computation.
Initially, the adult dataset is given as the input of preprocess-
ing, which eliminates the unwanted attributes in the dataset.
After noise removal, inter- and intra-similarity values are
estimated between the attributes in the dataset. The inter-
attribute similarity is estimated between two different rows,
and the intra-attribute similarity is estimated the attributes
in the same column. After that, the similarity values are
integrated and filtered for further processing. Then, the asso-
ciation rule mining is applied to mine the data based on the
minimum support and confidence values. Again, it is filtered
and clustered by using the k-medoids clustering technique.
It efficiently groups the cluster based on its similarity and
Euclidean distance. After clustering, the bee colony opti-
mization algorithm is implemented to select the optimized
data for further processing. The major advantages of the pro-
posed techniques are low computational complexity, reduced
time consumption, and highly efficient. The effectiveness
of the proposed technique is proved by comparing it with
the existing techniques. Different datasets are also used to
prove the superiority of the proposed similarity-based K-
medoids clustering technique. When compared to the other
techniques, the proposed technique provides the best results.

In future, this work will be enhanced by developing a
new clustering technique to increase the performance of the
system.
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