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Abstract There have been many systems available for par-
allel and distributed computing (PDC) applications such as
grids, clusters, super-computers, clouds, peer-to-peer and
volunteer computing systems. High-performance computing
(HPC) has been an obvious candidate domain to take advan-
tage of PDC systems. Most of the research on HPC has been
conducted with simulations and has been generally focused
on a specific type of PDC system. This paper, however, intro-
duces a general purpose simulation model that can be easily
enlarged for constructing simulations of many of the most
well-known PDC system types. Although it might create a
new vision for research activities in the simulation commu-
nity, current simulation tools do not provide proper support
for cooperation between software working in real-time and
simulation time. In this paper, thus, we also present a promis-
ing approach for constructing hybrid simulations that offers
great potential for many research areas. As a proof of con-
cept, we implemented a prototype for our simulation model.
Then, we are able to rely on this prototype to build simula-
tions of various PDC systems. Thanks to hybrid simulation
support of our model, we are able to combine and manage
the simulated PDC systems with our previously developed
policy-based management framework in simulation runs.
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1 TÜBİTAK BİLGEM UEKAE, Gebze, Kocaeli, Turkey

2 Kadir Has University, Cibali, Istanbul, Turkey

Keywords Parallel and distributed computing · High-
performance computing · Policy-based management ·
Simulation

1 Background

Parallel and distributed computers, considered as a type
of multiple instruction multiple data (MIMD) in Flynn’s
computer classification [1], have been used for decades as
high-performance computing architectures, such as super-
computers, and clusters. As a sub-type of PDCs, thanks to
the increasing speed of the Internet and the improved per-
formance of personal computers, a distributed computing
environment (DCE) concept has emerged as a response to
the high cost of super-computers. DCE is a virtual computer
that is composed of heterogeneous machines sharing their
resources for a common purpose. Grids are very large-scale
DCE systems whose machines belong to different admin-
istrative domains. Recent examples of DCE platforms have
emerged in peer-to-peer computing and volunteer computing
domains to realise applications such as scientific computing,
content-sharing and distributed data storage. Peer-to-peer
computing architectures use the Internet to build logical links
within their virtual private networks. Volunteer computing
systems [2] are composed of millions of personal computers
that come together temporarily and voluntarily. Cloud com-
puting platforms [3] are themost recent popular PDCsystems
that virtualise computing resources such as processingpower,
storage devices and network connections for subscription-
based usage.

Parallel and distributed computing (PDC) systems are
generally expensive so simulations are essential for carrying
out research experiments with PDC systems. The simulation
tools enable construction of repeatable and controllable envi-
ronments for feasibility and performance studies of PDC.
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Although simulation tools are generally implemented as
discrete event-driven programmes [4], there are other alter-
natives for realisation that Buyya categorised in [5]. There
are various simulation tools that combine the concept of
objects with the concurrent computation in which simula-
tion entities run concurrently [6] for building discrete event
simulations (DESs). These DES simulators have either been
used as building blocks or have inspired the development of
more sophisticated simulators for application domains like
PDC applications (PDCA). There have been many simu-
lators for high-performance computing (HPC), cluster and
grid computing fields. However, recent simulators in the
PDC community have been proposed for cloud computing.
Some of them are originally grid simulators and extended for
clouds, whereas others are developed exclusively for clouds.
Cloud simulators have to provide different capabilities to
grid simulators such as workload virtualisation. The work-
loads or applications are assigned to virtual machines, and
then, these are assigned to computation nodes [7]. Simulators
developed for volunteer computing systems provide mod-
elling support for systems composed of large numbers of
individually owned computers. Peer-to-peer computing sim-
ulators support simulations in which millions of simulation
entities related to computers can communicate.

Most of these simulation tools are dedicated only to a
specific type of PDC system or a sub-set of its components.
Because they are not a result of a research effort to develop
a generic model for the implementation of different PDC
scenarios. Therefore, we intended to develop a universal sim-
ulationmodel for easy building of simulations ofwell-known
PDC systems in order to fill this gap.

Scalability and accuracy are two important attributes of
simulation tools. For more realistic results involving more
accurate data, simulations may need to interact with real-
time systems. However, existing tools are inadequate to
enable easy and fast creation of simulations employing both
real-world applications and simulation code. In this paper,
especially in order to address this shortcoming, we introduce
a model in which interactions are possible between not only
real-world systems and simulated entities but also humans
and real-world systems. We have accomplished a proof-of-
concept implementation of the model.

Then, we built a PDC simulation scenario in which our
previously developed policy-based management [8] frame-
work [9,10] plays role of the real-world application that
manages PDC systems realised as simulations on our simu-
lation platform.

The rest of this paper is organised as follows. Section 2
describes our simulationmodel and explains our contribution
to facilitate the building of hybrid simulations with a set of
execution results. Section 3 includes an evaluation of related
work, and the last section presents the conclusion.

2 Proposed Simulation Model

2.1 Generic PDC Simulation Model

The simulators developed for the PDC domain differ from
each other by their characteristics in the following attributes
introduced in [11]:

• Simulation model defines methods to implement simu-
lated resources (e.g. processor, network link storage) and
activities. The models for simulated resources can range
from simple analytic models to complex ones with regard
to the intended level of accuracy and scalability.

• Platform specification defines the resources, communi-
cation links and topologies to be simulated.

• Application specification mechanisms describe the
sequenceof activities thatmust be simulatedon resources.
The realisation alternatives that can be used for this
purpose are off-line simulation, formal description and
programmatic description.

An abstract model that can be used to define platform spec-
ifications for PDC components is already proposed in [12].
It describes a resource concept as a shared entity or capabil-
ity that could be a machine, a network or a service, whereas
a resource management system (RMS) is defined as a ser-
vice that manages a pool of resources. Figure 1 shows the
abstract model of RMS and a sample system with multiple
levels of interconnected RMSs. The resource consumers can
be either actual applications or another RMS belonging to a
higher layer, while the resource provider (broker) can be an
actual resource or another RMS that represents a lower layer.
The support functions such as naming and security can be
accessible through the support interface. The peer interface
is intended for interaction with other RMSs and may support
protocols such as resource discovery, trading, resolution and
co-allocation.

Although many PDC architectures can be built with this
abstract model, in order to becomemore generic it still needs
improvements such as adding support for distributed owner-
ship of the resources. In other words, traditional DCEs are
generally installed for a single administrative domain, and
they serve jobs submitted by users of that domain. However,
in some DCEs like grids, supporting different administrative
domains is more challenging. Issues such as authorisation
of jobs, quality of service (QoS) mechanism, satisfying
resource requirements of jobs and constraints originated from
semantic relationships between components of PDC systems
should be taken into account [13]. Therefore, we developed
HeteroSim which is a general purpose, policy-based man-
ageable simulation framework for PDC systems by realising
an enhanced version of the abstract model of [12] with the
following main improvements and simplifications:
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Fig. 1 Abstract RMS model and its use for modelling of Grids

• Adding an inter-domain interface for interaction with
RMSs belonging to different administrative domains.

• Adding a PEP (policy enforcement point) [8] interface
as a support service in order to achieve policy-based
management capability for each component of the RMS.
Therefore, each component of the HeteroSim RMS is
instrumented for policy enforcement.

• Adding observation capability to the resource/job moni-
tor to observe resources of a peer RMS.

• Merging functionally close modules into one module to
obtain an easily implementable model.

Each component of RMS nodes of our framework can be
replaced with a different implementation thanks to abstract
interfaces. By connecting our RMS nodes either hierarchi-
cally or peer-wise and then grouping them into administrative
domains, it is possible to construct policy-based manageable
simulations of centralised, distributed and hierarchical PDC
systems. Figure 2 shows a sample PDC scenario including
mixed types of peer and hierarchical RMS relationships that
are built with triple RMS nodes. Another significant feature
of the HeteroSim framework is its support for hybrid simu-
lations. In this manner, for example, we are able to make our
already developed POLICE [9,10] PBM application (a real-
world application) communicate with entities of HeteroSim
simulations.

As the starting point of ourHeteroSimdevelopment effort,
we selected the GridSim Toolkit [14] which has a largely
academic background. Then, we developed our DES toolkit
which is a refactored version of GridSim Toolkit from a new

point of view. Our refactoring effort results in the following
main improvements:

• Capability was added for modelling and simulation of
heterogeneous types of entity, from both the simulation
and the real world.

• Amanagement interface for PEPwas added, and enforce-
ment activitieswere implemented. Policy-basedmanage-
able versions of all RMS components were developed to
make it possible to change simulation entity behaviours
with policies.

• Support for local and remote job distinction was added.
• New entity types such as Trader, RMS, Dispatcher and
Local Information Service were developed. Therefore,
the complexity of the scheduler component is decreased
by moving the functionalities to where they must exist.
Jobs are not submitted directly to the scheduler anymore
but to the trader.

• Support for automatic construction of RMS topologies
which are deeper than two levels (according to the con-
figuration specified before simulation start) was added.

• Allocation of a single job to multiple resources wasmade
possible.

• A mechanism for adjusting the simulation execution
speed was implemented.

• Themechanism for synchronising simulation entities and
multi-thread support were improved.

• For resource allocation, a number of predefined strategies
such as LONGEST_FIRST, LOCAL_FIRST, EQUAL,
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Fig. 2 A sample PDC scenario built with HeteroSim RMS abstraction model (revised version of [39])

LEAST_REMAINING_FIRST and REMOTE_FIRST
that can be triggered via policies were made available.

• A new hierarchical resource addressing schema which is
required for policies was employed (as in the example of
HPC1/RMS2/Resource6).

• A virtual organisation (VO) attribute was added to the
Resources andUsers entities in order to facilitatemultiple
administrative domains.

• Resource topology and workload trace loaders were
developed and tested with real workload trace files
obtained from various HPC centres.

• Mechanisms were implemented for on-the-fly calcu-
lation of metrics based on different perspectives of
simulations such as whole PDC system, RMS and User
(as shown in Table 1).
Addressing the metrics as parameters within the policies
was also made available. Execution results can be shown
as charts implemented with the JFreeChart library [15]

Table 1 Implemented metrics in HeteroSim

based on 
metrics RMS User HPC

AET (Average Execution Time) √ √ √

AWT (Average Waiting Time) √ √ √

AJL (Average Job Length) √ √ √

TJL (Current/Cumulative Total Job Length) √

MakeSpan √
Max, Min, Average Job length √
System workload ratio √

for each statistical metric. Samples for the resource allo-
cation chart and metric chart are shown in Fig. 3.

• As an important advancement, more detailed resource
modelling support was realised. HeteroSim now pro-
vides finer granularity in resource modelling compared
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Fig. 3 Sample metric charts. a HeteroSim resource allocation history chart. b HeteroSim AET metric chart. c Result of SDS Blue Gene workload
trace replay in HeteroSim (total job length)

to GridSim and its successors. As shown in Fig. 4, Het-
eroSim can model each computer as a single resource
which has processing elements (PEs), whereas Grid-
Sim is only able to address a group of computers as
a resource. During HeteroSim simulations, each com-
puter can be represented with a simulation entity (SE) so
that the behaviour of each computer can be programmed
and changed independent of the others. The HeteroSim
schedulers calculate simulation state at computer level
granularity while allocating resources, whereas in Grid-
Sim, a group of computers is treated as a single resource
and only one scheduler is assigned to each resource. Fig-
ure 4 also shows the other HeteroSim components for
facilitating more realistic job processing that GridSim
toolkit does not have.

In the rest of this section, we first outline the system archi-
tecture of HeteroSim, followed by a detailed explanation of
the hybrid simulation mechanism through which the interac-
tions take place between simulation and real-world entities.
We then present how to employ HeteroSim for PBM study
of HPC systems with simulations.

2.2 Heterogeneous Simulation Architecture

The details of HeteroSim architecture which are shown by
Figs. 5 and 6 can be found in [16]. HeteroSim architecture
consists of four types of component. The real-world entities
(REs) represent external real-time systems and are able to
interact with the simulation entities (SEs). The actions of
both REs and SEs can influence the outcome of simulations.
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Fig. 4 Comparison of resource modelling granularity levels of HeteroSim and GridSim

Fig. 5 HeteroSim simulation architecture

Bi-directional interactions of SEs and real-system compo-
nents occur through a communication mechanism, called the
adaptation layer (AL). The AL acts as a proxy between SEs
and real-world applications to facilitate expansion of simula-
tions to external real-world applications without modifying
them. Similar to SEs, the REs are also part of the simula-
tion sessions. The REs can be either an ordinary type or
a server type application. The server type RE (SRE) can
be any kind of real-world application so that SEs or other
REs can consume its service. For use with different types

of real-world application, the AL can support various com-
munication technologies as shown in Fig. 6. A proxy entity
(a so-called adapter entity) is automatically created for each
RE. While the adapter entities communicate with REs via
proper technology such as SMTP, JMS [17] and remote pro-
cedure call (RPC), on the other side they act as pseudo-SEs in
order to interact with other SEs on behalf of REs. Thanks to
the adapter entities, the SEs don’t include any code specific
to the communication technologies related to the real-world
applications.

HeteroSim follows the process-oriented approach where
each SE can be considered as a separate process. The SEs
have an independent thread of control (pseudo-parallel exe-
cution), and they use event-based messaging. There is a
central event queue, called a future event list (FEL) that con-
tains timestamp ordered events. The scheduler observes the
FEL and finds the event with the smallest time stamp and
invokes the entities related to that event. After all entities
have been executed for the current instance of simulation
time, the scheduler pops the next event off the queue and
advances the simulation clock. This flow continues until no
more events are generated.

For more accurate simulations, communication links and
topologies must also be included in platform specification
model of simulator. However, a few of simulators provide a
completemodelling capability for network type of resources.
Although HeteroSim does not include a complete network
model, for accuracy it can employ the communication mech-
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Fig. 6 Interaction between SEs and REs through AL

anisms in simulation via theAL, as depicted in Fig. 7. TheAL
can already employ the original protocol stacks of commu-
nication technologies within simulation sessions. A sample
simulation scenario for the case of Fig. 7a can be arranged
as shown in Fig. 7b. In this sample scenario, the SE2 can
select an indirect path over AL to send messages to SE1 via
communication layers associated with Technology-X.

2.3 Scalability of HeteroSim

Scalability is one of the most important characteristics that
simulation tools must provide. To be counted as scalable,
simulators should support modelling millions of simulation
entities. For DES-oriented simulators, this is not so easy due
to limitations such as thread or process counts, memory size
and overheads like context switching.Most of the Java-based
simulators allow only thousands of SEs due to JVM’s thread
limitations. An analysis given in [18] compares scalabilities
of grid simulators, GridSim, GES and SimGrid. The authors
performed all tests on the CalcUA cluster at the University of

Antwerp which hosts 256 Opteron 250 nodes running 64-bit
Linux distribution. During our study, we implemented the
same tests with HeteroSim. However, our testbed includes
64-bit JVM running on a 64-bit Windows 8 computer with
8GB of RAM and a 1.8GHz Intel i7 processor. Although our
test platform is different, we compared the results of our tests
with their results [18] just to give an idea of the scalability
level of HeteroSim which is derived from scalable GridSim
tool. These tests are quite important to figure out whether our
effort to provide more granularity with additional HeteroSim
components, interfaces and Java Thread implementationway
dose not undermine the scalability.

During the general scalability test (Test-I), the number of
consumers (users) is scaled from 1 to 10,000 while changing
the number of resources from 1 to 1000 so that a max-
imum of 10 consumers can use each resource. As shown
in Fig. 8, GES, which uses a single-thread implementation,
scales up best and HeteroSim scales similar to GridSim.
However, GridSimwas unable to simulate 10,000 consumers
because of its need to create more than 32,000 threads that a
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Fig. 7 Obtaining more accurate simulations

Fig. 8 Simulation time as a function of the number of consumers on logarithmic scale

normally configured Linux cannot handle. SimGrid can over-
comes these limitations via light-weight, non-preemptive
threads, called a continuum. In our tests, however, we did

not encounter any problem due to thread count because it
was only limited by the memory size of theWindows 8 com-
puter on which the 64-bit JVM runs.
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Fig. 9 Maximum virtual memory allocation as a function of the number of consumers

Figure 9 shows the virtual memory usage related to the
number of consumers. GES and HeteroSim scale linearly.
The nonlinearity in GridSim and SimGrid is because of the
high stack size value used in tests. Actually, simulators use
less virtual memory than allocated. Because threads relate to
simulation entities using a small portion of their stacks, we
run the tests with a smaller stack size (128 KB).

Figure 10a shows the maximum thread count in a function
of the number of consumers.According to the charts, it is easy
to find that the maximum thread count is equal to 1.5 times
the number of consumers. In fact, this is consistent with the
granularity of theHeteroSimmodel inwhich 5000 threads for
1000 RMSs (including 1 Resource, 1 Scheduler, 1 Treader,
1 Dispatcher and 1 LIS) and 10,000 threads for consumers
are created. Actually, these test scenarios are not suitable to
reflect the actual capacity of HeteroSim due to assigning one
RMS for each resource and thus usingHeteroSimwith coarse
granularity.

The Job Scaling test (Test-II) analyses the impact of the
number of jobs on the simulation time. In this test, each
consumer sends 100 jobs, and the number of consumers is
increased from 1 to 100. From the results shown in Fig. 10b,
it can be seen that the simulation time in GridSim, SimGrid
and HeteroSim scales linearly with the number of jobs, as
expected due to using DES-oriented simulation implemen-
tation. However, GES, which is a discrete time simulator, is
virtually unaffected by the number of jobs. In contrast, dis-
crete time simulators scale linearlywith the size of jobswhile
DES simulators are unaffected. Until a consumer count of 60,
HeteroSim performs better than SimGrid. However, after this

point, the increasing number of entities cause longer times
for statistical calculations and then HeteroSim falls behind
SimGrid. Therefore, metric calculation mechanism of Het-
eroSim needs to be improved further.

2.4 Using HeteroSim in PBM Simulation

We claim to be able to build heterogenous simulations thanks
to the hybrid simulation support of our HeteroSim proto-
type. As a proof of concept, we integrated our previously
developedpolicy-basedmanagement (PBM) frameworkwith
HeteroSim simulations. This sub-sections describes the inte-
gration effort.

Matters such as lots of parameters that should be con-
figured properly by administrators, highly heterogeneous
components and distributed ownership of resources make
the management of PDC systems more complicated. More-
over, PDC systems obviously cannot tolerate interruptions
caused by administrators for re-configuration. Employing
PBM tools for management of PDC systems can respond to
these matters. These tools use policies to specify the desired
systembehaviour. Policies are automatically translated by the
PBM system into commands and configuration parameters
that are understandable to the managed devices. Accord-
ing to the commonly accepted Internet Engineering Task
Force’s (IETF) PBM model [8] (shown on the left side of
Fig. 11), policies defined by administrators are stored in a
policy repository. A PDP retrieves policies from the policy
repository, interprets and sends them to the PEPs for enforce-
ment and answers the decision requests from PEPs.
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Fig. 10 Test results. a Maximum number of threads as a function of the number of consumers. b Simulation time as a function of the number of
consumers

Fig. 11 General architecture of PBM system and architecture of POLICE framework
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Fig. 12 Integration POLICE PBM and RMS within HeteroSim

In order to prove the effectiveness of a real PBM tool
for the management of PDC systems, we conducted a study
with our general purpose PBM framework, called POLICE,
whose architecture is shown in Fig. 11. However, during such
a study, in order to observe the effects of the policies on PDC
systems, the PDC systems need to be evaluated under dif-
ferent scenarios such as varying the number of resources,
workloads and users while different policies are enforced. In
a real PDC environment, it is hard and perhaps impossible to
perform evaluation of different scenarios in a repeatable and
controllable manner because the status of resources (avail-
ability and loads) varies continuously, and it is impossible
to control user activities. Moreover, PDC systems are very
expensive, and it is not always possible to have an oppor-
tunity for academic research with them. In fact, in recent

years, testbeds such as Grid’5000 and FutureGrid have been
accessible for researchers to perform their studies. However,
modifying the source code of the testbeds to integrate a PBM
is obviously not permitted.

For this reason, instead of using real PDC systems or
testbeds, we preferred using PDC simulations within Het-
eroSim for our study. However, the problem with this choice
was the implementation burden of modelling behaviour of
a PBM tool within simulation. Thanks to the ability of Het-
eroSim to involve real software applications in simulations,
we were able to employ our PBM framework to manage the
simulated PDC components [19]. In this simulation setup,
POLICE components (as the real application elements) can
interact with the simulation entities representing the PDC
system’s components.
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Fig. 13 Information model of HeteroSim for PDC modelling

In order to enforce policies, we integrated POLICE PEP
with PDC model simulations by using the AL mechanism
of HeteroSim. Figure 12 shows the interconnection schema
with a sample scenario including three RMSs and their dedi-
cated PEPs. Both application and platform specifications can
be defined by the simulation designer via an application pro-
gramming interface (API).

The functionalities of an RMS’s components are usually
dependent on each other. Therefore, in our RMS model, not
only the scheduler but all components of a PDC system can
be managed to achieve a holistic management. Otherwise,
various inconsistencies may occur. For example, in a case for
which access control is managed by policies but scheduling
is not, if the jobs are assigned to restricted resources, this
fact remains unknown until the jobs are really sent to the
resources.

Assigning a PEP for eachRMSand aPDP for each domain
makes it possible to construct RMS hierarchies belong-
ing to different administrative domains. Each PDP allows

specification of policies for its own administrative domain.
Inter-domain resource sharing can be performed according
to a policy negotiation, service level agreement (SLA) and
so on. However, specifying policies may not be enough by
itself for effectivemanagement. Sometimes, semantic limita-
tions on resource allocations and job executions must also be
considered along with policies. In our PBMmodel, handling
this kind of semantic relationship can be performed with the
E-Code concept [8].

Figure 13 shows the information model of our PDC sim-
ulation framework. Each RMS communicates with its PEP
via the associatedAL entity, called PAE (PEP adapter entity).
Themanaged node to be controlled by PEP is the entire RMS
while the managed objects (MOs) are the components of
RMS.

The primary actor objects in the policies are the users,
whereas the target objects are the resources.With this model,
the following components and processes can be addressed
within POLICE policies:
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• Job • Scheduler
• Job queue (strategy, priority and so on.) • Broker
• User • Trader
• Resource • Resource allocations
• Reservations • Access control

For this study, Police policy language is extended with
the keywords of HPC, Statistics, RMS and Scheduler. Sam-
ple language statements that can be used in policies are as
follows:

• rms1.scheduler.awt
(‘user4’)

• rms1.scheduler.awt()

• rms1.scheduler.awt () • rms1.scheduler.hpcAWT()
• rms1.hpc.awt() • rms1.scheduler.userAWT(‘user9’)
• getResponsiblePE-
PofMO(‘rms1.hpc’)

• hpc.awt()

• findQueueName
(‘rms1/hpc’)

• hpc.loadRatio()

• rms1.user.awt(‘user3’) • rms1.scheduler()
• hpc.rms2.user1.aet() • rms1.scheduler.setJobSelection

Strategy(‘LocalFirst’)

For example, the following policy (shown in Fig. 14)
changes the job selection strategy of the scheduler compo-
nent of RMS3 when the average job waiting time for User1 is
greater than zero so that the local jobs can have priority. Fig-
ure 15 shows the enforcement details of the policy specified
in Fig. 14.

3 Related Work

In recent years, modelling and simulation have emerged as
important research areas and for the simulation of PDC
systems, a number of simulation tools have already been
developed. JavaSim [20] and JSIM [21] are tools for building
Discrete Event Simulations (DESs). J-Sim [22] is another
Java-based network simulator that is based on the compo-
nents communicating with each other by wiring their ports
together. J-Sim can be used for both DES and real-time
process-based simulation. Silk [23] and SimJava [24] are
two early Java-based libraries for process-oriented DES.

These basic level simulators either have been used as
building blocks or have inspired the development of more
sophisticated simulators for application domains like PDC
Applications (PDCA). The most well-known simulation
tools for PDCA are analysed in depth in [11].

There have been a lot of simulators for Cluster and
Grid computing fields. ChicSim (Chicago Simulator) [25],
GangSim [26] and its successor, virtual organisation-centric
Ganglia [27] are grid simulators. GridSim [13] and SimGrid
[11,28] are the most popular and widely used simulators.

GridSim [13], which is built on SimJava, canmodels clusters,
users and network communications. Its distinctive feature is
economical resource allocation [29]. GES (Grid Economics
Simulator) [18] is another significant simulator that allows
distributed simulation executions. It is a single-threaded sim-
ulator. SimGrid [11,28] is oneof the few tools that canbeused
for simulation of more than one type of PDC. It has a DES-
oriented simulator infrastructure which its developers claim
is generic and versatile. SimGrid has a single thread (core
context) to calculate the states of the simulation models. A
more widely used alternative is the multi-threaded approach
in which the states of the simulation models are composed of
threads representing simulation entities. The latter approach
is used in GridSim and HeteroSim. SimGrid also provides
a special kind of asynchronous execution mechanism called
continuation to defeat thread count limitations.

Recent simulators in the PDC community have been pro-
posed for cloud computing. Some of them are originally grid
simulators extended for clouds,whereas others are developed
exclusively for clouds. CloudSim [30] is a very popular cloud
simulator built on GridSim infrastructure. Many simulators
have been derived from it; TeachCloud, for example, adds
service level agreement (SLA) and graphical user interface
(GUI) components into CloudSim. DynamicCloudSim [31]
tries to increase the strength of CloudSim against failures and
dynamic changes. GroudSim [32] is a DES simulator that
supports both Grids and Clouds. It employs an event-based
model instead of multi-threads for scalability. iCanCloud
[33] is another cloud simulator that supports large storage
systems.

Simulators developed for volunteer computing systems
provide modelling support for systems composed of large
numbers of individually owned computers. Most of the sim-
ulators such as SimBA [34], EmBOINC [35] and SimBOINC
[36] try to simulate the capabilities of BOINC which is the
most popular volunteer computing system.

Peer-to-peer computing simulators are summarised in
[37]. PeerSim [38] is the most commonly addressed peer-
to-peer simulator developed in Java. OverSim [39] is a
DES-oriented simulator that provides more realistic network
models. P2PSim [40] and PlanetSim [41] support peer-to-
peer protocols such as Chord, Kademlia Koorde and Gia.

Most of these simulation tools are dedicated only to a spe-
cific type of PDC system or a sub-set of its components such
as scheduler, broker and so on. Few of them are the result of a
research effort to develop a generic model for the implemen-
tation of different types of PDC system. Moreover, none of
them supports heterogenous simulations as HeteroSim does.

Accuracy and scalability are the most required attributes
of simulators. The analysis given in Sect. 2.3 provides scala-
bility test results of various well-known grid simulators and
HeteroSim. According to the test results, the scalability of
HeteroSim is reasonable. Although we involved a different
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Fig. 14 Sample policy for HPC management

Fig. 15 Enforcement steps of the sample policy in HeteroSim simulation

test platform, by comparing the results of our tests with the
results given in [18] readers may get an idea of the scalability
level of HeteroSim. However, readers must be aware that the
analysis results in [18] were achieved using former releases

of GridSim, GES and SimGrid with custom configurations.
The newer releases of the tools may provide more scalability.
Therefore, for more accurate comparison, the tests must be
repeated with the latest releases of the tools.
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Because of its versatile resource and network traffic
modelling capabilities, SimGrid finds itself occupying a priv-
ileged position in the PDC simulation community. As a PDC
simulator, HeteroSim does not currently support modelling
of network traffic and storage resources. It does not directly
support modelling of either cloud computing or peer-to-peer
computing platforms. The performance of HeteroSim can
be seen as reasonable if its advantages mentioned above
are considered. Although HeteroSim falls behind some of
the simulators in the tests given in Sect. 2.3, in many cases
the memory consumption and simulation time may not be
as important when compared to accuracy. In addition to its
fine-grain PDC model, HeteroSim improves the accuracy of
simulations by involving real-world elements and communi-
cation protocols as they are into simulations.

In order to increase accuracy, real-world systems should
be as much involved in simulations as possible. However,
there have been several studies [42,43] dealing with bring-
ing simulation and real-world codes together in a simulation
session. A mature solution has not appeared yet. Distributed
SimJava [43] allows the SEs of different simulations to inter-
act with each other and with real-world applications. The
main difference compared to our approach is that the real
applications cannot participate in a Distributed SimJava sim-
ulation as an SE. Furthermore, it requires the real-world
applications to provide an RMI interface.

Another study [44] also proposes a distributed simulation
model including an interface for interaction with the real
world. Although this model provides mechanisms to external
users for either passive interaction (the user only visually
monitors the output of the simulation) or active interaction
(the user is able to interact with the model during a run and
then influences the outcomes) with a simulation, there is no
bi-directional communication interface between simulation
codes and existing real applications. The simulation entities
access external information systems just to obtain data related
to the simulation.

On the other hand, there are several works [45,46] in the
literature which use heterogeneous and simulation worlds
together. However, none of them are aiming for the same
goal as us.

The HeteroSim permits interactions between SEs run-
ning in simulation time and REs running in real-world time.
Therefore, the real-time clock should be taken into account
in addition to the simulation clock. During an interaction
between external applications and SEs, any delay on the sim-
ulation side may affect the operation of real-world systems
negatively, or vice versa. The co-existence of simulation time
and real-time is still an open issue for HeteroSim. In fact,
no system can guarantee simultaneous faithfulness to both
simulation time and real-time. When the required time to
compute the next state exceeds, the amount of real-time avail-
able before the next state should occur, alternative methods

such as changing execution rate at some ratio to real time (for
example, by injecting specialised events into the event list or
by adjusting frame rate), degrading or abandoning next state
computation, ignoring the delay and attempting to catch up
later by running faster may be used for keeping synchroni-
sation with real-time.

In the current HeteroSim implementation, the events
related to real-world systems are given the highest pri-
ority and are processed immediately. Additionally, as a
workaround, it is possible to define bi-directional timeout
values for interactions with real-time applications. A mech-
anism that can be used as another workaround is proposed in
[47], called JiST (Java in simulation time). The simulation
codes may contain commands related directly to real-time.
Then, the JiST framework modifies the simulation program
Java-byte codes and embeds its execution logic to achieve
performance.

4 Conclusion and Future Work

We have designed a universal model for building simulations
of PDC systems and then accomplished a proof-of-concept
implementation. With this tool, many well-known PDC
architectures can be created easily, either by specifying the
configuration of the target architectures manually or by pro-
viding workload trace files. Beside manual experiments, we
have also successfully performed simulations with the work-
load traces of various supercomputing centres.

Simulation designers may need to involve real-time sys-
tems into simulations for several purposes such as achieving
greater accuracy, reducing the building time of simulations,
arranging simulations of partially implemented systems and
so on. Hybrid simulation support of our model allows easy
and fast creation of simulations by employing real soft-
ware components besides simulation codes. As a proof of
concept, we are able to involve successfully our previously
developed policy-based management (PBM) framework into
simulations as a real-world application. Thus, it is possible to
simulate and investigate effects of policies on the behaviours
of PDC systems.

Many research areas other than PDC can also take
advantage of the HeteroSim infrastructure. Scenario-based
software testing [48] would be an interesting area to apply
our model. For typical use, all testing scenarios can be easily
implemented within SEs. Then, through the AL, the SEs can
interact with the real-world applications to be tested.

In order to enlarge our PDCmodel, we plan to concentrate
on the following topics:

• To be sufficiently generic, improving our universalmodel
by adding modelling elements for network traffic and
storage resources.
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• Adding support for modelling recently emerged PDC
platforms such as cloud computing andpeer-to-peer com-
puting.

• In addition to existing support for JMS [17] and JMX
[49], enhancing the framework by adding more types of
interfaces with real-world applications such as WebSer-
vice, RMI-IIOP, JDBC and so on.

• Adding distributed simulation support.
• Further exploration of the problem of integrating applica-
tions running in different time domains and investigating
solution alternatives.

• Study to involve the actual time concept mentioned in
[47] to solve the possible performance problem and to
help the solution of the dual-time domains problem.

• Providing a visual tool for preparation of PDC simulation
scenarios.

• Comparing the performances of policy-based manage-
able RMSwith those of traditional heuristic-based RMSs
such as exploiting evolutionary algorithms and genetic
programming.

• Improving statistical metrics charts so that they do not
affect the performance of simulations.
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