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Abstract Moving target defense is a revolutionary technol-
ogy changing the antagonistic pattern between attack and
defense, with end-point information hopping one of the
hotspots in this field. In order to counterpoise the defen-
sive benefit of end-point information hopping and service
quality of network system, a novel technique named self-
adaptive end-point hopping technique based on adversary
strategy awareness is proposed. To solve the blindness prob-
lem of hopping mechanism in the course of defense, hopping
triggering based on adversary strategy awareness is applied
to guide the choice of hopping mode by discriminating the
scanning attack strategy, which enhances targeted defense.
Furthermore, aimed at the low availability problem caused
by limited network resource and high hopping overhead,
satisfiability modulo theories are used to formally describe
hopping constraints, so as to ensure low hopping over-
head. Finally, both theoretical and experimental analyses are
performed, demonstrating that the proposed technique can
ensure low hopping overhead, while effectively discriminat-
ing and defending different types of scanning attacks.
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1 Introduction

With the development of new types of attack techniques, such
as zero-day exploit attack and advanced persistent threats,
network security is facing serious challenges of “easy to
attack and hard to defend” [1–3]. On the one hand, attackers
have time advantage since they have enough time to scan and
collect information on targeted systems before implementing
attacks. And with the advantage of asymmetric informa-
tion, attackers can install customized backdoors to control
and threaten network systems once vulnerabilities have been
found. On the other hand, existing defense methods, such
as firewalls and intrusion detection, are often proposed or
improved with a lag, because attack recognition and vul-
nerability patches usually lag behind attackers’ exploitation
of system vulnerability. Furthermore, the essence of exist-
ing defense methods, based on prior knowledge, cannot
ascertain all kinds of network attacks to defend the sys-
tem proactively. The reasons are as follows: firstly, it is
hard to prove the security of the design process of network
systems, which inevitably leads to security vulnerabilities.
Secondly, the certainty and the static structure of existing
network information systems provide attackers with suffi-
cient time to scan and discover vulnerabilities. Therefore,
with network attacks having the tendency toward automa-
tion, intelligence and combination between hardware and
software, it is increasingly difficult for the traditional pas-
sive defense architectures to effectively resist the unknown
system hardware and software vulnerabilities, and to pre-
vent potential types of backdoor attacks and the increasingly
complex and intelligent network intrusion penetration, thus
exacerbating the asymmetry between the offensive and the
defensive in the network.

In order to improve the effectiveness of defensive mode,
network moving target defense (NMTD) comes into being
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[4,5] to provide a dynamic, non-deterministic and non-
sustained runtime environment. NMTD breaks the depen-
dency of the attack chain on the determinacy and con-
sistency of network operating environment by multi-level
dynamical changes. As one of the hotspots of NMTD, end-
point hopping technique has received widespread attention
[6,7]. However, these techniques do not unleash the full
potentials of NMTD hopping, which restrict their applica-
bility to naive network threat such as APT and zero-day
attacks.

A review of the existing literature shows that there are two
major problems in existing end-point hopping research:

1. The benefits from hopping defense decrease due to the
inadequate dynamic of network hopping caused by self-
learning insufficiency in reconnaissance attack strategy,
leading to the blindness of hopping mechanism selec-
tion.

2. Due to the limited network resources and high overhead,
the availability of hopping mechanism is poor.

To address the above problems, network moving target
defense based on self-adaptive end-point hopping technique:
(SEHT) is proposed. The key contributions of this paper can
be shown in the following aspects:

1. In order to cope with the lack of existing hopping mecha-
nisms able to self-adaptive to scanning attacks, a hopping
triggering based on adversary strategy awareness is
designed, using hypothesis tests to analyze scanning
attack strategy, and guides the choice of hopping strategy,
which enhances the defensive benefit.

2. Aimed at limited network resources and high hopping
overhead, end-point hopping based on satisfiability mod-
ulo theories (SMT) [8] is proposed to formally describe
the constraints of hopping, so as to ensure the low
hopping overhead, which increases the availability of
hopping mechanism.

The remainder of this paper is organized as follows: in
Sect. 1, background knowledge and related work of end-
point hopping are given. Self-adaptive end-point hopping
algorithm is designed in Sect. 2, which consists of hop-
ping triggering based on adversary strategy awareness and
end-point hopping based on satisfiability modulo theory.
In Sect. 3, the architecture of SEHT is constructed, and
the communication protocol and hopping update policy
are given. Sections 4 and 5 compare SEHT with exist-
ing hopping mechanism from the scanning attack resistance
capability and hopping overhead. Finally, our work is con-
cluded.
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Fig. 1 Architecture of network hopping

2 Background Knowledge and Related Work

2.1 NMTD and End-Point Hopping

Network moving target defense [1] is an active defense
novel to reverse the asymmetric situation between attack and
defense. It keeps moving the vulnerabilities of a protected
system through dynamic shifting, which can be controlled
and managed by the administrator. In this way, the net-
work resource vulnerabilities exposed to attackers appears
chaotic and changes over time. Therefore, the cost and the
complexity of attackers to launch a successful attack will
be greatly increased, and the security of the protected sys-
tem will be enhanced effectively. NMTD is rather an active
defense principle than specific approaches. The active ability
of NMTD is independent of the state of the environment it
resides on. It keeps changing one or more attributes auto-
matically and can be applied to different system attributes,
such as IP address, service port number, protocol and running
platform. End-point hopping is one of the key techniques in
NMTD research.

End-point hopping, as shown in Fig. 1, tricks, evades and
prevents scanning attacks by dynamically changing network
status and configuration, such as IP address and port, thus,
increasing the usage difficulty of vulnerabilities and back-
doors, and ensuring the security of targeted systems. Existing
end-point hopping mechanisms are proactive mode, which
mainly adopt random hopping strategy [17–20]. As shown
in the part with solid lines in Fig. 1, hopping configuration
manager is used to configure end-point hopping on the basis
of security objectives. Then, hopping implementation engine
is used to implement end-point hopping. However, since
random hopping lacks offensive and defensive situational
awareness, the effectiveness and availability of end-point
hopping are limited. Reactive mode is designed [9] so as to
enhance the self-adaptive capability of NMTD. As is shown
in Fig. 1, it is equippedwith analysis engine and hopping trig-
gering engine based on random hopping. Analysis engine is
used to perceive and analyze network system security status,
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triggering different hopping strategies in hopping triggering
engine and consequently generating end-point hopping con-
straints.

2.2 Related Work

Existing end-point hopping technique research can be clas-
sified into end-point hopping based on traditional network
architecture and end-point hopping based on newly invented
network architecture, with details as follows.

In traditional network architecture, Atighetchi et al. [10]
proposed a hopping mechanism using false IP and port infor-
mation to confuse scanning attack during net-flow exchange.
Lee et al. [11] proposed a random port hopping mecha-
nism, which calculates next hopping end-point information
to evade scanning attack by using pseudorandom function
or shared secret key. MT6D [12] uses large IPv6 address
space property to implement end-point information hopping
so as to increase the unpredictability. Although the above
hopping mechanisms have their own advantages, existing
mechanisms lack the capability of self-adaptive to different
reconnaissance strategies, leading to blindness in the pro-
cess of network defense. Meanwhile, regarding the hopping
synchronization in traditional network architecture, Lee and
Thing [11] adopted a strict time synchronization mechanism
with high-degree coupling among communication parties
to ensure hopping synchronization, but the method is vul-
nerable to network delay interference. Hari and Dohi [13]
introduced a discrete Markov chain based on RPH so as
to improve the success rate among communication parties.
Kai et al. [14] proposed a novel synchronization method
by additionally opening the corresponding end-point infor-
mation of the previous and the subsequent hopping period.
HOPERAA algorithm was designed in [15], eliminating
the influence of linear clock drift on hopping synchroniza-
tion.

With the development of software-defined network (SDN)
architecture [16], the feature of logic control plane being
separated from data transfer plane of SDN has brought
a new solution to effective collaborative management in
distributed routing. What’s more, end-point hopping based
on SDN can change hopping period and hopping rules
dynamically, which achieves the manageability of end-point
hopping. NASR [17] prevents connection requests that do
not fall within the service period by using address transi-
tion of packet header and the update of flow table based
on DHCP update. SDNA [18] confuses scanning attack-
ers by virtual hopping, which deploys a hypervisor node
in each subnet to ensure hopping consistency. OF-RHM
[19] proposes virtual end-point mapping mechanism based
on Openflow [16], converting real IP to virtual IP so as
to implement end-point hopping. However, since OF-RHM
only implements space hopping, attackers can improve the

success rate of scanning attacks by changing scanning fre-
quency. To address this problem, Jafarian et al. [20] proposed
ST-RHM hopping mechanism, which can resist coopera-
tive scanning attack effectively by using temporal-spatial
mixed hopping based on SDN. However, the double hop-
ping mechanism inevitably leads to overhead increase and
service losses.

In the rest of this paper, we will give the detail of self-
adaptive end-point hopping technique on the basis of related
work mentioned above.

3 Self-Adaptive End-Point Hopping Algorithm

3.1 Overview of Self-Adaptive End-Point Hopping
Algorithm

Self-adaptive end-point hopping algorithm consists of hop-
ping triggering based on adversary strategy awareness and
end-point hopping based on SMT. Hopping triggering based
on adversary strategy awareness discriminates scanning strat-
egy by using hypothesis tests, which guides the choice of
hopping strategy. On that basis, end-point hopping based
on SMT formally describes the constraints of hopping so
as to ensure the low overhead and availability of hop-
ping. As illustrated in Fig. 1, when self-adaptive end-point
hopping algorithm is adopted in network. The hopping
analysis engine will perceive and analyze network system
security status. When scanning attacks are obtained, the
hopping triggering engine will trigger different hopping
strategies and consequently generating end-point hopping
constraints. After generating the end-point information sat-
isfying constraints, the hopping configuration manager will
assign end-point information to the corresponding subnet
according to security strategy. The hopping implementation
engine is used to configure end-point hopping automati-
cally.

The notions used in SEHT are listed in Table 1. Assume
the network nodes needed protection are represented by
{h1, h2, . . . , hl},which are distributed in subnets {s1, s2, . . . ,
sk}, k ≤ l. Hopping end-point information (hEI) consists
of IP address and port, which can be expressed as hEI =
〈IP,Port〉. The availability hEI set are those all hEIs (hEIA)

except the actual end-point information (EIi ) and the set of
hEI not meeting SMT constraints (¬(hEI)), which can be
expressed as {hEI|hEIA ∧ ¬(EI1 ∨ · · · ∨ EIl) ∧ ¬(hEI)}.
Maximum entropy entails that hEI of each node must be
chosen from the largest available hEI space. However, it is
impossible to choose an hEI from all unused ranges simul-
taneously because a range can only be assigned and routed
to one physical subnet at any given time. Therefore, SEHT
adopts multilayer hopping to assign available hEI space.
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Table 1 The notions used in SEHT

Character Description

Variable

hEI End-point information consisting
of IP and Port

TEHP The hopping period of end-point

TBHR, TLTHR, THTHR The hopping period of different
hEI range

Nsi
BHR, Nni

LTHR, Ni
HTHR The number of hEI in different

range in one hopping period

mB ,mL ,mH The number of hEI
space of different
range in one hopping
period

Nfail The number of failed requested
packet

PSrc
i (π), PDst

i (π) The probability distribution of the
source/destination address of
failed requests in one hopping
period

wEI
i Weighted value of the i th hEI

bv
T (k), b j

i , C j1, j2 , B
k
j Boolean variable

Constant

nHTHR The minimum number of hEI
required in HTHR

T lb
EHP, T

ub
EHP Setting minimum/maximum

hopping period

δ1, δ2, δ3 Setting threshold value

Lmax The maximum length of
forwarding path cannot exceed

σ Tuning parameter

α Smoothing coefficient

� The lower bound of the number of
end-point information in each
hopping space

Cmax
v The maximum net-flow table size

of switch v

NhEI =
mB∑

si=1

Nsi
BHR, Nsi

BHR =
mL∑

ni=1

Nni
LTHR,

Nni
LTHR =

mH∑

i=1

Ni
HTHR, Ni

HTHR ≥ nHTHR (1)

T i
EHP = TLTHR

V i
(2)

As shown in Eq. (1), NhEI = ∑mB
si=1 N

si
BHR means the total

number of available hEI is divided into mB number of base
hopping range (BHR) according to the number of subnet
(si ) and its scale in base hopping period (TBHR). Then, each
BHR (Nsi

BHR) is divided into mL number of low-frequency
temporal hopping range (LTHR) in each TLTHR according to
the number of nodes in subnet and its resource value, which

is shown in the middle of Eq. (1). What’s more, each LTHR
(Nni

LTHR) is then divided into mH number of high-frequency
temporal hopping range (HTHR). And each HTHR (Ni

HTHR)

contains at least number of nHTHR hEIs, which is a setting
threshold so as to ensure the hopping space of each node in
on hopping period.

On the other hand, the relationship between TEHP and node
importance (V i ) is shown in Eq. (2). The hopping period of
node i(T i

EHP) decreases with the increase in node importance
V i ∈ [0, 10]. Besides, THTHR = TEHP and TBHR=c · TLTHR,
where c is constant (c ∈ Z+).

3.2 Hopping Triggering Based on Adversary Strategy
Awareness

In order to improve the self-adaptive of end-point hopping,
SEHTadopts hypothesis tests based onSibson entropy to dis-
criminate scanning attack strategy since network scanning,
as a precondition technique and the initial phase of attacks,
plays an important role in network attacks [3]. Therefore,
SEHTdiscriminates scanning strategy by analyzing behavior
characteristic of different scanning strategies, thus achieving
self-adaptive end-point hopping.

Network scanning is a kind of network reconnaissance
technique bymeans of sending probe packets to selected end-
point space range [21]. With different scanning techniques
constantly springing up, network scanning attack improves
its efficiency by selecting targeted scanning strategy based
on the network structural characteristics and the knowledge
gained. It can be described by two attributes: the scanning
width and the scanning frequency. Accordingly, scanning
attack strategy can be classified into three types: blind scan-
ning, half-blind scanning and follow-up scanning:

1. Blind scanning strategy: It is used when an attacker has
to scan the entire active end point. Due to the certainty
and the static characteristic of existing network informa-
tion system, attackers adopt blind scanning strategy to
improve its efficiency by evenly scanning without repe-
tition [22].

2. Half-blind scanning strategy: It is used when an attacker
knows the node distribution of the selected range of end-
point information to scan. Half-blind scanning strategy
is adopted to achieve higher success rate by unevenly
scanning with repetition [23].

3. Follow-up scanning strategy: It is directed at network sys-
tems implementing NMTDmechanisms.When knowing
the node distribution and the use of hopping mechanism,
attackers try to obtain the hopping pattern of end points
by spatial compression and scanning frequency change.
Then, follow-up scanning strategy is adopted so as to fol-
low the hopping of specific end point by uneven scanning
with changeable frequency [24].
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In terms of the behavior characteristics of different net-
work scanning strategies, SEHT adopts Sibson entropy [25]
to obtain the distribution of failed requested packets so as to
discriminate scanning strategy. Only failed request packets
are chosen because successful requests contain both normal
packets of legitimate users and the successful probe pack-
ets of attackers, but there is only one valid hEI for each
end point in every hopping period [20,29]. Therefore, the
collected failed request packets can be used as samples to
characterize malicious scanning strategy effectively. Sibson
entropy calculates the difference between two given proba-
bility distributions based on information theory. It has high
accuracy and good stability in different anomalous awareness
application scenarios [26].

Suppose the total number of failed request packets in the
t th hopping period is Nfail. The number of failed request
packets in the i th divided hEI range is denoted as Ni

fail.
Equation (3) is used to calculate the probability distribution
of the source and the destination address of failed requests
in one hopping period, denoted as PSrc

i (π) and PDst
i (π),

respectively, with j ∈ {Src,Dst}, π ∈ {hEI}. Then, follow-
up scanning strategy is discriminated after analyzing source
address probability distribution of probe packets in adjacent
TLTHR. Besides, blind scanning strategy is then discriminated
after analyzing destination address probability distribution of
probe packets in each TEHP

Equation (4) indicates the Sibson entropy of the source
address probability distribution of the failed request packets
in the two consecutive TLTHR of the i th end point, in which
Di (p, q) = ∑

π∈�i
p(π) · log p(π)

q(π)
, and PSrc= 1

2 [PSrc
t−1(π)+

PSrc
t (π)]. In order to prevent the interference of network jit-

ter, Sibson entropy is calculated in two consecutive TLTHR
instead of in two consecutive TEHP of the i th end point. Based
on Eq. (4), whether the scanning is follow-up strategy or not
can be discriminated by comparing the Sibson entropy with
the setting threshold.

Chauvenet criterion, shown in Eq. (5), is used to elimi-
nate the abnormal high-frequency temporal hopping space.
If blind scanning strategy is used, attackers are to scan the
entire end-point space. The average number of scanned times
of every endpoint is Nfail/mBmL in the ideal condition.How-
ever, because attackers might not always complete the scan
of the whole end-point space within one TEHP, the Sibson
entropy directly calculated based on the distribution of failed
probe packets of destination address and that of Nfail/mBmL

in one TEHP will be larger. Therefore, the destination address
probability distribution of the failed probe packets in the
t th TEHP and its modified Sibson entropy are calculated by
using Eq. (6), where D(p, q) = ∑

π∈� p(π) · log p(π)
q(π)

, and

PDst
t = 1

2 (P
Dst
t (π) + nfail

m′
Bm

′
L
). By comparing with the setting

threshold, whether blind scanning strategy is adopted or not
can be determined. If not adopted, attackers will use half-

blind reconnaissance strategy.

P j
i (π) = πk ·

(
Nfail∑

k=1

πk

)−1

(3)

Ds(P
Src
t−1(π), PSrc

t (π)) = 1

2

{
Di

[
PSrc
t−1(π), PSrc

]

+Di [PSrc
t (π), PSrc]

}
(4)

Ni
fail − Nfail/mBmL

(mBmL)2/12
< −ξ (5)

Ds

(
PDst
t (π),

Nfail

m′
Bm

′
L

)

= 1

2

{
D

[
PDst
t (π), PDst

t

]
+D

[
Nfail

m′
Bm

′
L
, PDst

t

]}

(6)

In order to improve theunpredictability of end-point hopping,
SEHT selects different hopping strategies according to the
discrimination of scanning attack strategy.Consequently, hEI
space is generated. The details are as follows.

1. If there is
√
DS(PSrc

t−1(π), PSrc
t (π)) ≤ δ1, follow-up

scanning strategy is implemented by attackers. Since only
spatial hopping strategy cannot reach Nash equilibrium
between end-point hopping and scanning attack [14],
SEHT selects spatial-temporal mixed hopping strategy,
which introduces hopping period stretch policy based
on weighted random hopping. The so-called hopping
period stretching means that the hopping period of hEI
is stretched according to both network environment and
reconnaissance attack frequency change. When SEHT
detects malicious follow-up scanning strategy, it will
reduce TEHP according to scanning attack frequency,
which improves network security. When SEHT does
not detect follow-up scanning attack in two consecu-
tive TEHP, it will increase TEHP according to network
environment, which improves network communication
performance. The magnitude of TEHP to decrease is
shown inEq. (7). Itmeans the t+1th hopping period T t+1

EHP
is determined by the t th hopping period and scanning
attack frequency. T lb

EHP is the setting minimum hopping
period, which is to prevent communication interruption
caused by short hopping period. α is smoothing coeffi-
cient, which is set α = 0.75 [27].

T t+1
EHP = max[αT t

EHPd/ntfail + (1 − α)T t
EHP, T

lb
EHP] (7)

The magnitude of TEHP to increase is shown in Eq.
(8). It means the t + 1th hopping period T t+1

EHP is deter-
mined by network delay. T ub

EHP is the setting maximum
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hopping period, which is used to prevent communica-
tion security decrease caused by long hopping period.
SEHT employs discrete time hidden Markov models
[28] to calculate network delay. It consists of quintuple:

λ

= {N , M,ϕ,P,B}, inwhichϕ is the initial distribution

vector of network status; P is Markov chain transition
matrix of network status; and B is observation matrix
from network status to network delay. If network status
space is Qs = {1, 2, . . . , N }, the quantization space of
network delay td is Os = {1, 2, . . . , M}. The process is
as follows: firstly, the incomplete mathematical expec-
tation maximization algorithm is used to calculate the

maximum likelihood estimation of λ

= {N , M,ϕ,P,B},

which is λ∗= argmax P(o|λ). Then, Viterbi algorithm is
employed to calculate the optimal state sequence qkt

′
s =

{q1′, q2′, . . . , qkt ′ }. Finally, qkt ′s and transition probabil-
itymatrixP are used to calculate the t+1th network delay
t ′d = o′

t+1.

T t+1
EHP =

{
T t
EHP + t ′d T t

EHP + t ′d ≤ T ub
EHP

T ub
EHP else

(8)

2. If there is
√
DS(PDst

t (π), Nfail
M ′ ) ≤ δ2, blind scanning

strategy is implemented by attackers. SEHT selects
weighted random hopping strategy. SEHT uses Eq. (9) to
calculateweighted valuewEI

i of hEI in TEHP. Then, SEHT
randomly selects high weighted value from end-point
space as hEI in the next hopping period. High weighted
value is chosen because malicious scanning with blind
strategy adopts non-repetitive uniform scanning. The
Sibson entropy of scanned end-point information in hEI
is

√
DS = 0. The higher the weighted value is, the

higher the possibility of the end point being scanned
is. Therefore, choosing scanned end point can evade
malicious scanning effectively. Assume nHTHR number
of hEI can be selected by end-point hi , indicated as
{hEI1, . . . , hEIp}. Equation (10) is used to select hEI in
the next hopping period, where hash function H f and
secret key Ks are shared parameters.

wEI
i =

{
0 l ≤ l

M − M2

6
1- 1

δ2
min(

√
DS, δ2) else

(9)

hEIα ∈ hEInHTHR , α

= H f (SrcIP,SrvID,Ks) mod nHTHR + 1 (10)

3. Otherwise, when
√
DS(PDst

t (π), Nfail
M ′ ) > δ2 and

√
DS(PSrc

t−1(π), PSrc
t (π)) > δ1 establish, half-blind

scanning strategy is implemented by attackers. SEHT
selects reversed hopping strategy based on weighted
value. Since half-blind scanning strategy is to scan spe-

cific range of end-point information repeatedly [29],
SEHT calculates wEI

i of hEI and selects end-point infor-
mation with lower weighted value from hEI as the
end-point information in the next TEHP, which is shown
in Eqs. (9) and (10).

Furthermore, if attackers use mixed scanning strategies
based on the self-learning of scanning strategies, SEHT
implements corresponding hopping strategy according to the
priority of follow-up scanning, half-blind scanning and blind
scanning for efficient defense.

3.3 End-Point Hopping Based on SMT

In order to achieve themanageability and low overhead in the
process of hopping implementation, SMT solver is used to
obtain the required hEI set, whichmeets the security and per-
formance constraints in end-point hopping. Although SMT
solving is still NP problem, the existing SMT solver, such as
Z3 [8], can reach millions of orders of magnitude and thus
can be used effectively to obtain required hEI set. Since end-
point information hopping implementation needs HS and
HC in collaboration, the hopping constraints can be divided
into routing constraints, end-point constraints and forward-
ing path constraints. Define Boolean variable bv

T (k) indicates
whether hopping switch v forwards the kth net flow in TEHP
or not. If hopping switch v forwards the kth net flow in TEHP,
bv
T (k) = 1. Otherwise, bv

T (k) = 0. The details of SEHT
constraints are shown as follows:

1. Capacity constraint: This constraint is used to select hop-
ping routers that can carry the maximum net-flow table
size so as to prevent packet loss caused by data overflow.
The details are shown in Eqs. (11)–(13). One important
characteristic of the resource usage on hopping switches
is that themarginal costs of resource usage inflatewith the
increase in the workloads of the resources [30]. A heav-
ily loaded hopping switch will spend time and energy
on matching a forwarding rule for an incoming network
packet compared with a lightly loaded one because more
rules need to be considered in such a heavily loaded
switch. Equation (11) indicates the exponential function
of marginal cost, where σ = 2n is a tuning parameter
[31]. 1 − Cv(k)

Cv
indicates the utilization ratio of the for-

warding table of v when the forwarding table of the kth
net flow is added. Equation (12) indicates that the accu-
mulated cost of added net-flow table should be under the
maximum net-flow table size Cmax

v that hopping routers
can carry. Therefore, the selected routers have the capa-
bility of carrying data fluctuation due to network load
balance and network jitter. Equation (13) reduces route
overhead by using route aggregation and adjacent allo-
cation principles in routing update, which prevents the
explosion of flow table size. Bk

j1
∧ Bk

j2
∧ C j1, j2 means
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the assigned end-point information j1 and j2 are in con-
secutive in the same subnet in continuous TEHP, in which
Bk
j = ∨hi∈sk bij represents there is at least one end-point

node hi in subnet sk assigned to hopping space j . Besides,
� is the lower bound of the number of end-point infor-
mation in each hopping space.

cv(k) = Cv

(
σ
1−Cv(k)

Cv − 1
)

(11)

∀hRi , if Cmax
v −

k∑

i=1

bv
T (i)· cv(i)≥0, bv

T (i)=1

(12)∑

k

∑

ji

∑

ji = j2

Bk
j1∧Bk

j2 ∧ C ji , j2 ≥ � (13)

2. Hopping space selection constraint: this constraint ensures
the unpredictability of SEHTby limiting repetition rate in
hEI selection. Equation (14) ensures that every end-point
node can be assigned hEI. Equation (15) sets repetition
rate threshold δ3 so as to ensure the repetition of selected
hEI not exceeding the threshold. Furthermore, Eq. (16)
requires that the assigned hEI in the last hopping period
won’t be assigned in the following hopping period. This
constraint ensures every node can be assigned required
hEI and improves the unpredictability of hopping.

∑

1< j≤M

b j
i ≥ 1 (14)

∑
b j
i ≥ Ni

LTHR − 1

2δ3nHTHR
(15)

∀hEI ∈ {hEI}TEHP,b
j
i = 0 (16)

3. Reachability constraint: This constraint means all net
flows in forwarding routers are reachable to destina-
tion end-point nodes. Equation (17) represents that the
in degree and out degree of each router in the forward-
ing path are equal. Equation (18) means each router in
the forwarding path is physically adjacent to its last hop-
ping router and next hopping router, in which χ(hRi )

is routing set eliminating source and destination routers
in the forwarding path. However, forwarding net flows
from one router to its next physical adjacent router is not
enough to guarantee the reachability of net flow. Equa-
tion (19) requires that the distance from the next hopping
router to destination router is no larger than the distance
from the current hopping router to destination router, in
which di−Dst

k represents the distance from router i to
destination router.

If bkT = 1, k ∈ [1, n],
∑

i∈I
bv
T (i) =

∑

o∈O
bv
T (o)

(17)

Fig. 2 Architecture of SEHT

If bki = 1, ∀hR j ∈ χ(hRi ),
∑

bkj = 2 (18)

If ∀hR j ∈ {hR|next−hop of hRi }, d j−Dst
k ≤ di−Dst

k

(19)

4. Forwarding path delay constraint: This constraint pre-
vents service performance decrease due to the excessive
transmission delay. Since net-flow transmission delay is
positively correlated with the number of routing nodes
[32], Eq. (20) indicates that the maximum length of for-
warding path cannot exceed the threshold Lmax.

∑
bki ≤ Lmax,i ∈ {Src, hR1, . . . , Dst} (20)

4 Architecture and Protocols

4.1 Architecture of SEHT

As shown in Fig. 2, SEHT uses hopping switch (HS),
randomization controller (RC) and the trusted hopping com-
ponents (THC) of end-point nodes to implement network
hopping collaboratively. RC divides {hEI} into BHR accord-
ing to the number of subnet and its scale. Then, HS divides
BHR into LTHR according to the number of end points and
their importance. After that, THC selects hEI according to
hopping strategy by using shared parameters with HS.

RC mainly consists of hopping triggering, hopping deci-
sion engine and SMT solver of hopping space module. The
function of hopping triggeringmodule is to analyze scanning
strategy based on hypothesis tests, according to the illegal
connection packets reported byHS.Hopping decision engine
is to select different hopping strategies according to scanning
strategies, while SMT solver is to obtain the required end-
point information set according to hopping constraints and
global view of SDN. Then, RC updates LTHR to HS.
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THC of end-point nodes is used to implement virtual
mapping from EI to hEI. THC in SEHT is based on a uni-
versal virtual-network kernel driver TAP [33]. In order to be
transparent to users’ applications, network hopping needs to
operate Ethernet frames using TAP under Linux. The seam-
less hopping method is used as follows:

1. Connection interception: THC creates an initial virtual
mapping and replaces EI provided by the applicationwith
the hEI. As a result, the transport protocol stacks on both
the client and the server perceive a connection identified
by EI. Since the identity of the transport end point is
detached from the network end point, the movement of
the physical node is transparent to the transport layer or
higher layer protocols.

2. Connection translation: While the actual traffic is routed
through the network using hEI, to allow network pack-
ets flowing through internal connections, THC intercepts
packets in the network layer and translates EI in the
packet headers to or from hEI for outgoing packets and
incoming packets, respectively.

3. Connection transformation: It coordinates the moving
of an end point associated with active connections to
another place. The process involves first suspending an
active connection at one location and later resuming it
at another. To suspend a connection, THC on hopping
end point saves the current state. When a connection is
resumed, THC updates end-point information mapping
and notifies the other end point the new hEI.

The functions of HS are as follows: It is used for detecting,
filtering and collecting network topology changes and ille-
gal connection requests, which are reported to RC at regular
intervals. Besides, HS forwards net-flow packets accord-
ing to net-flow tables. What’s more, if the packets cannot
be matched, or they are packets of ARP, ICMP, DNS and
DHCP protocols, HS will forward them to RC. Since the
flow tables need to update because of end-point and routing
hopping during network communications, it is necessary to
prevent the inconsistency of flow table update and packet
loss.

In order to ensure the hopping efficiency of SEHT and
the stability of network sessions, end points will store two
hEI the first time. One is considered as the active hop-
ping end-point information. The other will be utilized at
the next hopping period, which is pre-calculated so as to
notice other communicating THCs to be prepared to hop-
ping when TEH P is expired. At the same times, since there
are still ongoing sessions in the network during end-point
hopping, Change Time To Live (CTTL) is set so that expired
hEI is retained to receive packets of existing sessions. When
CTTL is expired, the previous hEI cannot be used any-
more.

4.2 Communication Protocol

The communication protocol of SEHT under SDN architec-
ture is shown in Fig. 2. The details are as follows:

1. ClientA sends session request packet KEc(IDA, req, Ks).
It uses the private key of client KEc to make signature
of client identification IDA, request information req and
shared key Ks .

2. The corresponding HS of client A receives the request
packet and verifies the signature of client by using client
publish key KDc. After the identification of client is suc-
cessfully verified, MS transforms the address in packets
(IP(A), IP(B) → hIP(A), IP(B)) and sends requests to
RC for the corresponding hEI of destination server.

3. RC virtually maps EI to hEI according to query corre-
sponding HS of server and updates the flow table of for-
wardingpath, respectively.RCsends KEHC(I DHC,mE I ′,
hR) by using its private key KEHCC to make signature
of RC identification I DHC . It transforms the address in
packets (IP(A), IP(B)→ hIP(A), hIP(B)). Then, the hop-
ping information of EI and flow tables are updated.

4. HR forwards the net flows according to the updated flow
table and sends the request KEc(IDA, req, Ks) to the cor-
responding HS of server.

5. The corresponding HS of server transforms address in
packets (hIP(A), hIP(B) → hIP(A), IP(B)) after receiv-
ing the request and sends it to the server providing
services.

Since the flow tables need to update because of end-point and
routing hopping during network communications, it is nec-
essary to prevent the inconsistency of flow table update and
packet loss. To solve this problem, SEHT adopts “delete in
sequential order, and add in reverse” update policy. The so-
called delete in sequential order net-flow table updatemethod
means that net-flow tables are deleted in the order fromsource
HS to destination HS, while “add in reverse” net-flow table
update method means that net-flow tables are added in the
order from destination HS to source HS. What’s more, The-
orem 1 below proves the correctness of net-flow table update
policy.

4.3 Implementation of SEHT

As is shown in Fig. 3, we implemented a proof-of-concept
SEHT in a designated class C subnet. The network is divided
into 3 subnets, each containing several network nodes, such
as hosts, servers and databases.

If Client A is a benign user, it will send request packets
to its corresponding HS by using THC when Client A wants
to get access to IIS server. HS of Client A will randomly
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Fig. 3 Implementation of SEHT

select hEI from HTHR and transform EI to hEI. The hEI of
Client A is used to establish connection with IIS server by
using SEHT communication protocol. After that, when RC
triggers to implement end-point hopping, the corresponding
HS of Client A and IIS server will select hEI according to
self-adaptive end-point hopping algorithm. Several network
activities are running during end-point hopping, including
files downloading and web browsing. Connections, espe-
cially long-lived connections, function soundly and are not
affected by end-point hopping. Therefore, the implementa-
tion proved that SEHT is feasible in SDN network.

On the other hand, when attacker wants to access IIS
server, it does not have private key to send request packets to
its corresponding HS. HS will not assign an available hEI to
attacker. Besides, when attacker scans the hEI of Client A in
the subnet, SEHT changes hEI at random intervals according
to attacker scanning strategies. Hence, the scanning suc-
cess rate will decrease dramatically, which is analyzed in
Sect. 4.1. What’s more, even though attacker intercepts the
hEI of Client A or IIS server, it does not know the hEI in the
following hopping period. When the existing hEI is expired,
packets using the expired hEI will be failed and obtained by
SEHT. Consequently, the malicious action of attacker will be
exposed. Therefore, SEHT increases the difficulty of attacker
to establish connection with IIS server.

5 Theoretical Analysis

5.1 Security Analysis

Suppose there are nl active end-point nodes in the network,
with the end-point information space being m , scanning
width of attacker being w, and the scanning frequency

being1/TSCN. The number of the end-point information
scanned by the attack is ns = w · t/TSCN, ns ≤ m. The
ratio of scanning frequency to hopping frequency is

r = TEHP/TSCN.

5.1.1 The Capability to Resist Blind Scanning Attack

Since the blind scanning strategy is used so as to enhance
the scanning rate, the success rate of scanning x active end-
point nodes by attackers in static network, which can be
supposed as TEMP = ∞, obeys hypergeometric distribution
expressed as Pb(x) = (Cx

nl · Cns−x
m−nl )/C

ns
m . Hence, the suc-

cess rate of attackers in static network is Pstatic
hb (x > 0) =

1 − aCns/a
φm−n′

l
/φCns/a

φm . In OF-RHM [19], ST-RHM [20] and

SEHT network, the probability of successfully scanning x
active nodes during one hopping period obeys Bernoulli dis-
tribution. The success rate of attackers using blind scanning
strategy is Pb(x > 0) = 1 − [1 − rwnl/(mnl + mrw)]ns .
Particularly when r = 1, the scanning attack frequency
is the same as the hopping frequency, and the probabil-
ity that an attacker successfully launching blind scanning
is Pb(x > 0) = 1 − [1 − rwnl/(mnl + mrw)]ns . Com-
pared with static network, it can be concluded that OF-RHM,
ST-RHM and SEHT can effectively resist blind scanning
strategy, which is consistent with the conclusion in [34,35].

5.1.2 The Capability to Resist Follow-up Scanning Attack

When attackers use follow-up scanning strategy, there will
be r ≥ 1 in active scanning. Suppose attackers can repeat
scanning b times in one TEMP . The success rate of attackers
in OF-RHM is Pfu(x > 0) = 1−[1 − bn′

l/(n
′
l + φmb)]ns ,

which is consistent with the analysis in [14]. The success
rate of attackers in ST-RHM is Pfu(x > 0) = 1 − [1 −
(bn′

l − nγ )/(n′
l + φmb)]ns . Since SEHT deploys hopping

period stretch policy, the hopping rate will lead to r ≤ 1
after the follow-up scanning strategy is learnt by SEHT. As
a result, the success rate of attackers in SEHT is Pfu(x >

0) = 1-[1 − (rn′
l − nγ )/(n′

l + φm)]ns . Analysis shows that
compared with ST-RHM, SEHT can effectively defend the
follow-up scanning by combining spatial hopping with hop-
ping period stretch policy.

5.1.3 The Capability to Resist Half-Blind Scanning Attack

Since half-blind scanning strategy is used to actively scan
specific range of end-point information which is physically
adjacent to scanning source, it can be assumed that attack-
ers can repeat scanning a times, and the scanning range
is φm, φ ∈ (0, 1), where there are n′

l active end-point
nodes. Since OF-RHM adopts random hopping, the success
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rate of attackers using half-blind scanning strategy in OF-
RHM is Phb(x > 0) = 1−a[1 − wrn′

l/(φmn′
l + φmwr)]ns .

As for ST-RHM, it uses deceiving hopping. It can be
assumed that there are nγ hEI invalid at the end of each
hopping period. The success rate of attackers using half-
blind scanning strategy in ST-RHM is Phb(x > 0) =
1−a[1−(wrn′

l − φmnγ )/(φmn′
l+φmwr)]ns . Since SEHT

deploys random hopping based on weighted value, σ hEI
will be selected for the next hopping period in each TEHP.
The success rate of attackers using half-blind hopping strat-
egy in SEHT is Phb(x > 0) = 1-a[1 − σwrn′

l/(φmn′
l+ φmwr)]ns .

5.2 Hopping Overhead

5.2.1 Consistency of net-flow table update

Since the flow tables need to update because of end-point
and routing hopping during network communications, SEHT
adopts “delete in sequential order, and add in reverse” update
policy. Theorem 1 below proves the correctness of net-flow
table update policy.

Theorem 1 “Delete in sequential order, and add in reverse”
update policy can guarantee the consistency of net-flow
tables during the process of net-flow table update.

Prove: Suppose “Delete in sequential order, and add in
reverse” update policy cannot guarantee the consistency of
net-flow tables during the process of net-flow table update. It
indicates the presence of some packets being unable to trans-
mitted to its destinations during the process of net-flow table
update. It can be classified into four categories:

1. hRt /∈ hRnew ∧ hRt /∈ hRold : It indicates that the for-
warding routers are neither used in this hopping period
nor used in the next hopping period. Therefore, this kind
of forwarding routers does not receive any net-flow pack-
ets.

2. hRt ∈ hRnew ∧ hRt /∈ hRold : It indicates that the
forwarding routers are just used in the next hopping
period. Therefore, this kind of forwarding routers does
not receive any net-flow packets in these hopping period
sessions. Theywill only forward packets according to the
updated net-flow tables in the next hopping period.

3. hRt ∈ hRnew ∧ hRt ∈ hRold : It indicates that the for-
warding routers are both used in this hopping period and
the next hopping period. Therefore, this kind of forward-
ing routers will forward net-flow packets according to the
corresponding net-flow table entries.

4. hRt /∈ hRnew ∧ hRt ∈ hRold : It indicates that the for-
warding routers are only used in this hopping period.
Therefore, this kind of forwarding routers only receives

Table 2 End-point hopping overhead

Hopping
mechanism

Computational
complex

Average
transmission
delay

Net-flow
table size

Static network O(1) t × Ls nl

OF-RHM O(φnh) t × Ls 1 + nm/ns

ST-RHM O((γ nh)2) t × Ls 1 + nmmH

SEHT O((γ nh)2) t × Ls 1 + mHnm/na

net flows in these hopping period sessions. What’s more,
the latest time that the current forwarding routers may
receive a packet after new forwarding routers are acti-
vatedwill less than the round-trip timebetween the source
and destination. Before this time, the current forwarding
routers will forward the packets soundly. Afterward, the
routers will not receive any net-flow packets.

Consequently, the net-flow packets are accessible during
the process of net-flow table update, which contradicts the
assumption. “Delete in sequential order, and add in reverse”
update policy proposed in SEHT can guarantee the con-
sistency of ongoing net flows in the process of end-point
hopping.

5.2.2 End-Point Hopping Overhead

The overhead of static networks, ST-RHM and SEHT hop-
ping is shown in Table 2. It mainly consists of hopping
computational complex, average transmission delay and flow
table size.

Assume the number of nodes in a subnet is nt , hEI space is
nm , and EI that can be aggregated is na . The size of net-flow
table size in static network is nt . Because in each hopping
period, hEI is selected from all hEI set available, the size of
net-flow table is 1+nmmH . While with capacity constraints,
the size of net-flow table is 1 + mHnm/na . Compared with
ST-RHM, SEHT can effectively reduce the size of net-flow
table.

6 Experiments and Analysis

In order to verify the feasibility and effectiveness of SEHT,
we use Mininet [36] to build simulation network topology
and adopt Erdos-Renyi model for random network topol-
ogy generation. We choose OpenVSwitRC (OVS) supporting
Openflow protocol [37] as HS andOpenDaylight [38] as RC.
SEHT is deployed on OpenDaylight and OVS. Besides, Z3
SMTsolver is used to solve the constraints. The configuration
of source and destination nodes is shown in Table 3, where
Linux CentOS 6.5 is used in web server and FTP server.
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Table 3 Configuration of experimental network

Nodes OS V

Web server CentOS6.5 5

FTP server CentOS6.5 3

Clients Windows XP 2
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Fig. 4 Success rate of blind scanning attack strategy

Windows XP is used in client. Besides, hEI is composed
of Class B IP address pool and 216 size port pool. What’s
more, σ = 5, δ1 = 0.05, δ2 = 0.075, δ3 = 0.05, γ = 0.4,
λ = 0.02, Lmax = 32, TLT HR = 50 s, and ξ = 2.0.

6.1 The Capability to Resist Scanning Attack

6.1.1 Capability to resist blind scanning attack

The success rate of scanning attack using blind scanning
strategy is shown in Fig. 4. On the one hand, the success
rate of attackers reaches 100% after spending 334 s in a
static network because of using uniform active scanning.
On the other hand, the success rate does not exceed 10%
in OF-RHM, ST-RHM and SEHT since they deploy end-
point information hopping. Furthermore, end-point hopping
based on weighted value has better effectiveness in resisting
scanning attack using blind reconnaissance strategy.

6.1.2 Capability to resist follow-up scanning attack

The success rate of scanning attack using follow-up strategy
is mainly shown in Fig. 5. Due to the follow-up scanning
strategy used in network with NMTD, the success rate is the
same as that of scanning attack using half-blind strategy in
a static network, which is consistent with the results of the
analysis in Sect. 3.1. The success rate of attackers in OF-
RHM exceeds 89% because spatial compression can be used
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Fig. 5 Success rate of follow-up scanning attack strategy

in scanning attack using follow-up scanning strategy [14].
Despite the temporal hopping introduced by ST-RHM, it can-
not adjust hopping period according to scanning frequency.
As a result, it is difficult to resist scanning attacks effectively
using follow-up scanning strategy. However, more than 87%
of scanning attacks can be resisted by SEHT because it intro-
duces hopping period stretch policy.

6.1.3 Capability to resist half-blind scanning attack

The success rate of scanning attack using half-blind scan-
ning strategy is shown in Fig. 6. Because half-blind scanning
is to scan specific end-point information range repetitively
and unevenly, the success rate of attackers reaches 100%
after spending 256 s in a static network. Besides, the suc-
cess rate of attackers is enhanced in OF-RHM because only
random hopping is deployed by OF-RHM. As for SEHT and
ST-RHM, they can resist more than 90% of active scanning
attacks using half-blind scanning strategy because hopping
based on weighted value and deceiving hopping are used,
respectively.

6.1.4 Capability to resist mixed scanning attack

In practical environments [22], attackers often filter EI
through blind scanning. On this basis, half-blind or follow-
up scanning is used in specific EI range. The success rate
of mixed scanning attack is shown in Fig. 7. Since in static
network, the success rate of attackers increases dramatically
when the strategy changes from blind scanning attack to
half-blind scanning attack. Since SEHT introduces hopping
period stretch policy after discriminating follow-up scanning,
it can effectively reduce approximately 29% of scanning
attacks compared with ST-RHM and approximately 75% of
scanning attacks compared with OF-RHM.
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6.2 Performance Overhead Experiments

Based on the analysis of Sect. 3.2, this section mainly
performs experiments on the SMT computational cost and
net-flow table size. Z3 solver is used to solve the constraints in
SEHT. The results are shown in Table 4, where UNSAT indi-
cates that the SMT solver cannot find qualified solution, and
FAIL indicates that the solver cannot solve the above prob-
lem under the input conditions. The above problems can be
solved by weakening the constraints set. Analysis indicates
that the net-flow table size change has a greater influence on
SMT solving time.

Since the routing forwarding complexity in SEHT hop-
ping is proportional to the size of net-flow table to be updated,
the latter is tested in our experiment to analyze routing load
caused by SEHT hopping. Figure 8 shows that SEHT rout-
ing capacity constraints can effectively reduce the size of
net-flow table.

Table 4 SMT solving time

Node number EI space Upper bound
of table size

Time (s)

100 200 100 4.87

100 300 100 5.68

100 400 100 6.77

300 400 100 UNSAT

300 400 120 FAIL

300 400 160 103.1

300 400 200 89.88
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Fig. 8 Experiments of flow table size

6.3 Limitations

SEHT is a novel end-point hopping based on SDN architec-
ture. It cannot be deployed for nodes where the IP address or
Port is the primary identifier, such as an unnamed printer or
server, or where the correct functionality of network nodes’
services depends on the destination end-points’ end-point
information.

Besides, SEHT is designed based on SDN architecture, it
cannot be used in traditional network architecture directly.
Our future work will concentrate on how to adopt SEHT to
traditional network architecture.

7 Conclusion

To counterpoise the defensive benefit of end-point informa-
tion hopping and service quality of network system, a novel
technique named self-adaptive end-point hopping technique
based on adversary strategy awareness is proposed. Aimed at
the blindness of hopping mechanism in the course of defense
and the low availability caused by limited network resource
and high hopping overhead, self-adaptive end-point hopping
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algorithm is designed. It consists of end-point hopping trig-
gering based on adversary strategy awareness and end-point
hopping based on satisfiability modulo theory. In end-point
hopping triggering based on adversary strategy awareness,
hypothesis test is used to guide the choice of hopping strat-
egy by discriminating the scanning attack strategy, which
enhances the defensive benefit. In end-point hopping based
on satisfiability modulo theory, satisfiability modulo theo-
ries is used to formally describe and solve the constraints
of hopping, which decreases the defensive cost. Theoretical
analysis compares the defensive benefit and cost of SEHT
with those of static network, OF-RHM and ST-RHM in dif-
ferent kind of scanning attack strategy conditions. Simulation
experiments show that compared with OF-RHM and ST-
RHM, SEHT can disrupt approximately 90% of scanning
attacks even in mixed scanning strategy. Besides, the flow
table size of SEHT increases slightly with the increase in the
number of nodes. Consequently, SEHT achieves the balance
between security and performance.
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