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Abstract The present investigation describes an adap-
tive non-symmetric fuzzy activation function-based extreme
learning machines (ANF-ELM) for face recognition. ELMs
are biologically inspired single hidden layer feed forwardnet-
works which present significant advantages over traditional
back-propagation algorithm. Advantages of ELMs are low
computational cost, fast learning speed, ease to implement
and goodperformance results. InELM, the hidden layer para-
meters are randomly selected and then the output weights are
determined by calculating the inverse of the outputs of hidden
layer. ANF-ELM is a simple single hidden layer feed forward
networkwhich gives nonlinear mapping from the input space
to feature space by an adaptive non-symmetric fuzzy activa-
tion function (FAF), s. The s FAF is non-symmetric in nature
with shifted origin which gives better performance compared
to the symmetric activation function. The effectiveness of the
ANF-ELM classifier is tested on four datasets: AT&T, Yale
faces, CMU PIE and UMIST. The results show that an ANF-
ELM provides good performance results and faster training
speed when compared to other state of the art techniques.
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1 Introduction

Automatic human face recognition, either from an image or
from the video has a wide variety of applications in com-
mercial and law enforcement. Face recognition problem has
attracted many researchers since past twenty years [1,2].
However, the performance of face recognition systemmainly
depends on the classifier used. Many algorithms have been
developed for face recognition whichworks better in outdoor
conditions. But it is still an open and challenging task in real
applications [3,4].

Traditionally, artificial neural networks (ANN) with back
propagation (BP) have been used for face recognition [5]. In
ANN, the networks parameters such asweights and biases are
calculatedbygradient descent-based algorithmwhich adjusts
the parameters iteratively by back propagating error from the
output layer to the input layer. Due to iterative process, BP
algorithm suffers from the limitation of slow training speed,
improper learning rate, over fitting and the presence of local
minima. Various variants of ANN are presented in [6–8].

Huang et al. [9] presented an efficient single hidden layer
feed forward neural network (SLFN) learning algorithm,
ELM to overcome the drawbacks of BP. ELM is a single
hidden layer feed forward neural network in which hid-
den layer’s weights and biases are randomly generated. The
output weights are calculated by performing the inverse oper-
ation on the output of hidden layer. In ELM, only the number
of hidden neurons has to be chosen manually. Therefore, it
overcomes the limitation ofBP, inwhich a number of parame-
ters have to be chosen such as number of epochs, performance
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goal, batch size, number of layers, number of hidden neu-
rons, etc. It is also shown in [9] that SLFN-ELM can classify
a finite set of patterns with good performance results and low
computational complexity.

The present approach,ANF-ELMclassifier for face recog-
nition uses an adaptive non-symmetric fuzzy activation
function s, for ELM to train single layer hidden feed forward
network. The s FAF [10] is an adaptive function having a
shape, like sigmoid function. The motivation of s FAF is that
it maps the outliers (the variation generated due to varying
illumination, pose, expression, occlusion, etc.) to a concise
range of membership value on either end, near to zero or one
membership value. For average grayscale values, the map-
ping is approximately linear. In fuzzy activation function, the
shape of the activation function has important role in recogni-
tion accuracy. Therefore, s fuzzy activation function is made
adaptive whose steepness is controlled by parameter fuzzi-
fier, f . The value of f is decided experimentally as depicted
in Table 2.

Experimental analysis on four different databases, using
the present approach has proved the considerable improve-
ment in recognition results and learning speed for face
recognition.

The rest of the paper is organized as follows: Review of
existing methods for classification is discussed in Sect. 2.
Section 3 describes the ANF-ELM learning algorithm for
face recognition. Section 4 provides the brief overview of
face databases used in the present study. Section 5 presents
the experimental results and analysis of the present approach
with other conventional algorithms for face recognition fol-
lowed by conclusion.

2 Review of Existing Techniques

There are many methods for automatic face recognition
which are divided into two groups: template-based and
feature-based classifiers [11]. The template-based method
aims to project the high-dimensional data into lower sub-
space dimension, where classification will become easy. In
this approach, whole face region has been taken into account
for the input into face detection system.Themostwell-known
examples of the template-based algorithm are principal com-
ponent analysis (PCA) [12–14], independent component
analysis (ICA) [15] and linear discriminant analysis (LDA)
[16]. PCAprojects the set of training face images into a linear
subspace of eigenvectors which represents the best distribu-
tion of face vectors. Test images are then projected into this
subspace which selects the eigenvalues of most discriminant
features. Another well-known approach LDA [16,17] aims
to maximizes the Fisher’s criteria. The Fisher’s criteria max-
imize the interclass variances and minimize the intraclass
variance. LDA normally needs more training time than PCA,

because it generally uses PCA as a preprocessing step to
avoid the small sample size problem [18]. Another algorithm,
ICA searches for a linear transformation to express a set of
random variables as linear combinations of statistically inde-
pendent source variables [19,20]. However, template-based
methods suffer from disadvantages that they are sensitive to
variations like illumination and pose, and they considermany
assumptions to be fulfilled for satisfied classification.

Feature-based algorithms find the set of local facial fea-
tures from the face image like nose tip, eyes and mouth
corner, etc., and then the system makes a unique ID for new
face describing the extracted features and their relationship.
Examples of feature-based algorithms are local feature analy-
sis (LFA) [21] and elastic bunch graphmethod (EBGM) [22].
LFA reduces the dimensionality of the image by choosing a
subset of output points that are decorrelated as much possi-
ble. EBGM represents the face image by labeled graphwhich
is extracted by an elastic graph matching process. The main
problem of the feature-based method is that it may cause
some loss of useful information for face recognition and also,
there is no any optimal method to extract a set of optimal fea-
tures.

ANN has emerged as a powerful tool for automatic
face recognition. ANN can achieve better performance by
integrating both structural and statistical information of
the face image. ANN adapts BP for training neural net-
works. BP learns the network parameters based on gradient
descent learning which leads to slow learning speed [23,24].
Lawrence et al. [25] presented a method based on self-
organizing map (SOM) and convolutional neural network
(CNN) to classify the face images. SOM is used to cluster the
set of training images and then construct a low-dimensional
subspace. After using SOM, CNNwith BP is applied for face
recognition. Lin et al. [8] give probabilistic decision-based
neural network which uses the advantages of both statisti-
cal techniques and neural network. Vapnik [26] introduced
support vector machine (SVM) which constructs the optimal
hyperplane bymapping input vectors into a high-dimensional
space via certain nonlinear transformation. Fleming and
Cottrell [27] proposed a nonlinear projection using auto
associative neural network to extract the features and then
multilayer perceptron, to classify these features. Wright et
al. [28] devised a general classifier based on the sparse rep-
resentation which is computed using l1 minimization. Mi
et al. [29] presented nearest subspace classifier using linear
regression technique for face recognition.

Huang et al. [30] devised ELM, which is a single hidden
layer feed forward neural network, gave better generalization
performance. In ELM, hidden layer parameters are selected
randomly and output weights are calculated by pseudo-
inverse operation on the output of the hidden layer. Therefore,
ELM provides better generalization performance with fast
learning speed. Many works have been done a lot of work on
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ELM for SLFN in [31–33]. Li and Er in [34] presented ELM
with tunable active function for calculating the output of hid-
den neurons. Liang et al. [35] introduce a simple and efficient
online sequential ELM (OS-ELM) that can train data one by
one and also chunk by chunk. In OS-ELM, the observations
are trained sequentially and presented to learning algorithm.
In [36], standard ELM was extended to optimized ELM for
classification. Huang et al. [37] gave kernel-based ELM for
classification to improve the performance of classification.
Huang et al. [38] presented an efficient learning algorithm
specifically for sparse ELM. In [39], ELM is presented for
unsupervised multilayer perceptron.

Ghosh et al. [40] integrate BP network with fuzzy-based
feature extraction to extract the feature wise membership
value of belonging of samples of all the classes to take
advantage of both neural network and fuzzy logic. Kwak and
Pedrycz in [41] devised the Fisher-face approach by integrat-
ing the refined information of the class membership of binary
labeled faces. Yang et al. [42] also give the concept of integra-
tion of discriminative information present in the null space
of the fuzzy. Vishwakarma et al. [43] gave a new approach
for face recognition based on fuzzification to extract feature
wise belonging of the face image. Castano et al. [44] pre-
sented PAC-ELM approach in which information retrieved
from PCA is used as input to the hidden neurons of ELM. Xu
and Zhu [45] gave a simple sparse method for classification.
Vishwakarma in [46] presented the classification for face
recognition using non-iterative SLFN_BVOI for single hid-
den layer feed forward network. In SLFN_BVOI classifier,
the input weights and biases are allocated from approximate
basis vectors of input training space. The present work non-
linearly maps the face images from the input space to the
feature space by an adaptive non-symmetric s FAF.

After a brief review of existing techniques related to the
present investigation, the forthcoming section presents the
proposed approach of an adaptive non-symmetric fuzzy acti-
vation function-based extreme learning machines classifier.

3 An Adaptive Non-symmetric Fuzzy-Based
Extreme Learning Machine

ELM is an SLFN that not only provides smaller error rate,
but also learns at an extremely fast learning speed compared
to ANN. A typical architecture of SLFN-ELM is depicted in
Fig. 1.

The main elements of ELM are: r units in input layer,
N hidden neurons, activation function g(.) and C units in
outputs layer. Here r is the dimension of input vector, N is
the number of hidden neurons, andC is the number of classes
for each database.

In the given SLFN ANF-ELM architecture, there are N
training samples (xi , ti ), where i = 1, 2, 3 . . . ..N . Here,

h1

h2                                         O1

h3 O2

OC

hN

x1

x2

xr

Fig. 1 Architecture of SLFN-ELM network [9]

xi = [x1, x2, . . . . . . ..xn] and ti = [t1, t2, . . . . . . ..tn] are
input vector and target vector, respectively. The output of
hidden layer corresponding to input pattern x ∈ Rn is given
using Eq. (1).

hi = g(wT
ir · xi + bi ) (1)

where, wir = [wi1, wi2, . . . . . . ..win]is the weight vector
which connects the r th input unit to i th hidden unit.

And bi = [b1, b2, . . . . . . ..bn] represents the biases for
hidden neurons. g(.) denotes the adaptive non-symmetric
FAF s, at hidden layer, which maps nonlinearly the data from
the input space to feature space. The attraction of this FAF
is that it maps the outliers (the variation generated due to
varying illumination, pose, expression, occlusion, etc.) to a
concise range of membership value on either end, near to
zero and one membership value. For average grayscale val-
ues, the mapping is around linear which is controlled by the
fuzzifier f . Also, s FAF is non-symmetric in nature which
offers better performance compared to symmetric activation
function [5] which has been experimentally proved in Sect. 5.

In the present investigation, an adaptive non-symmetric
s FAF is used for mapping the input space into the feature
space. Figure 2 shows the shape of this type of membership
function [47,48]. The s FAF is defined using Eq. (2).

g(x, α, β) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

0 x ≤ α

2 f −1
(
x−α
β−α

) f
α ≤ x ≤ m

1 − 2 f −1
(
x−β
β−α

) f
m ≤ x ≤ β

1 x ≥ β

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

(2)

The gradient of the s FAF is controlled by the parameter
f , called fuzzifier. The value of fuzzifier f , which provides
the optimum results, is obtained experimentally in Sect. 5.
The FAF has two crossover points, α and β at 0 (minimum)
and 1 (maximum) value, respectively, and center m at 0.5
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(mean).α is calculated bymin(x) β is calculated bymax(x)
and center m is calculated by mean(x). When the feature
values are away from the center in left side, its value gradually
decreases and attains 0 at the crossover point α and when the
feature values are away from center in right side, its value
gradually increases and assign 1 at the crossover point β.
For average grayscale values, the assignment of membership
values is approximately linear.

After getting the hidden layer output, hi the j th output
corresponding to the i input unit is given using Eq. (3).

Oi j = hiβi (3)

where βi = [βT
1 , βT

2 . . . . . . . . . βT
c ] is the output weight vec-

tor which connects the i th hidden unit to the j th output unit.
Equation (3) can be compactly written as,

O = Hβ (4)

where H = [h1, h2, . . . . . . ..hn]T is the output vector of
hidden layer which maps the data from the input space to
fuzzy feature space.

Fig. 2 s-Fuzzy activation function [10]

For improving the performance of the face recognition
system, the training error should be minimized. To minimize
the training error, Eq. (5) should be satisfied.

‖Hβ − T ‖ = 0 (5)

which can be written in the generalized form using Eq. (6)

Hβ = T (6)

Where T = [t1, t2, . . . . . . ..tn]T represents the target vector
corresponds to C classes. The smallest norm least -square
solution of Eq. (6) is given using Eq. (7)

∧
β = H−1T (7)

where H−1 represents pseudo-inverse or Moore–Penrose
inverse of matrix H . Also, other techniques can be used to
calculate the inverse of matrix H which are: singular value
decomposition (SVD), iterative method, orthogonal normal-
ization method, orthogonal projection method, etc.

4 Brief Overview of Face Databases

In this section, a brief overview of AT&T [49], Yale faces
[50], CMU PIE [51] and UMIST [52] face database used in
the present study is described.

AT&T Database AT&T database contains 400 grayscale
images of 40 individuals in .pgm format [49]. Each indi-
vidual has 10 images. The images in this database include
varying facial expressions open and closed eyes, smiling and
not smiling faces and facial details with and without glasses.
The resolution of each image is 112× 92, and 256 gray lev-
els. The pixel values of the images are normalized between
−1 and +1. Further, no any normalization is done on these
images. Images of this database contains scale variation up
to 10%. Figure 3 shows the 10 sample face images of a same

Fig. 3 Sample face images of
the same person of AT&T
database [49]
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Fig. 4 Sample face images of
the same person from Yale face
database [50]

person. In the present study, the number of units in input
layer is set to 10,304, number of neurons in hidden layer is
randomly selected to 1500, and 40 units in output layer are
set in AT&T database.

Yale Faces Database The Yale face database consists of
total 165 grayscale images of 15 individuals, 11 images of
each individual, in .giff format [50]. This database contains
illumination variations (eg. left/right/center light) and vary-
ing facial expressions (smile, sad expression, open/closed
mouth). The size of the original image is 243×320. In the
present investigation, each image is resized to 122×160
pixel and normalized between −1 to +1. Figure 4 shows
the 10 images of a particular individual of this database. In
this database, the values chosen for r, N and C in this work
are 19,520, 1500 and 15, respectively.

CMU_PIE Database CMU PIE database consists of 68
subjects with the total of 41,368 images containing, varia-
tions in pose, illumination and expressions (PIE) [51]. In the
present study, only images with illumination variations are
considered. There are 21 images per subject under illumi-
nation variations. The images of this database are cropped
to include only the face with little hair and background. The
original size of images after cropping is 239×197 and further
resized to have the size of 119 × 98. The database images
are colored images in .jpeg format. These images are con-
verted to grayscale images and normalized between -1 and
+1 values for experimental studies. Figure 5 shows the exam-
ple of 21 images of a particular subject of this database. In
the present study of classification, the parameters r, N and
C for CMU PIE database are set equal to 11,662, 2000 and
68, respectively.

UMIST databaseUMIST database contains total 564 face
images of 20 subjects [52]. The number of images per subject
is not fixed, and it varies from19 to 36. The size of each image
is 92×112 and 256 shades of gray. Each subject consists in a
wide range of poses variations from profile to frontal views.
It also contains the variations of race, sex and appearance.
Figure 6 shows the 10 images of a particular subject for this
database. In the present work, first 19 face images per person
are selected to form a new sub-database of 380 images. The

parameters for proposed architecture forUMISTdatabase are
set equal to 10,304, 1500 and 20 for r, N andC , respectively.

Four databases are used in our experimentation. The next
section details the promising results and discussion.

5 Results and Discussions

This section presents the significance of the present work,
ANF-ELM, for the face recognition in terms of percentage
error rate and learning speed on different databases. Stud-
ies are conducted on four different databases, AT&T [49],
Yale faces [50], CMU PIE [51] and UMIST [52]. The opti-
mum value of the parameter fuzzifier f is calculated for
each database. The results of the present investigation on
these databases are compared with conventional ELM with
four other activation functions. ANF-ELM is also compared
with other state of the art techniques on these databases to
show the significance of the present work. To establish the
improvements in the learning speed of the present investi-
gation, the training time is also compared with conventional
back-propagation network.

The studies have been conducted with different size of
training set. The number of training images per person is
varied, and fixed number of images are used for testing.
For evaluating the efficacy of the present investigation, per-
centage error rate is used as the performance metric. Error
rate signifies the percentage of images that are not correctly
recognized by the classification scheme for the respective
classifier.

Error rate (ER) for a face recognition system is calculated
using Eq. (8)

ER = e

t
(8)

where t is total number of test images of all the subjects in a
database, and e is the number of images out of thesewhich are
not correctly recognized. Percentage error rate is calculated
by multiplying error rate by 100.

123



810 Arab J Sci Eng (2017) 42:805–816

Fig. 5 Sample face images of
the same person from CMU PIE
database [51]

Fig. 6 Sample face images of
the same person from UMIST
database [52]

Acceptance rate (AR) for a face recognition system is
computed from the error rate using Eq. (9)

Acceptance Rate = 100 − Error Rate (9)

Therefore, acceptance rate has not been shown separately in
the results and discussions part. For a particular method of
classification, low error rate signifies high acceptance rate.

In the present study, s FAF is usedwhich is non-symmetric
in nature with shifted origin, as it gives better performance
compared to a symmetric activation function. If s FAF have
origin in the center, the error rate on Yale face database with
number of training image equal to 1 is 45.6%, while for
shifted origin s FAF, the error rate for the same number of
training image is equal to 40%. Table 1 shows the compar-
ison of s FAF with other non-symmetric FAF on Yale face
database for number of training images per subject equal to
5. On Yale face database, error rate using s FAF is 8.66%,
whereas error rate is 12.9, 12.3, and 21.78% for pi, tri, and
gauss FAF, respectively. It is obvious from the same that
non-symmetric FAF achieves lower error rate as compared
to symmetric FAF.

Table 1 Error rate comparison of symmetric and non-symmetric FAF
on Yale face database

S. no. Fuzzy activation function used Error rate (%)

1. s-FAF 8.66 ± 0.99

2. pi-FAF 12.9 ± 1.32

3. tri-FAF 12.3 ± 1.45

4. gauss-FAF 21.78 ± 3.0

Bold indicates the results of the present algorithm, Fuzzy based extreme
learning machine for face recognition on different databases. These
results indicates the best results for recognition compared to conven-
tional algorithms for face recognition

The performance of ANF-ELMalso depends on the steep-
ness of s FAF which is controlled by the parameter fuzzifier
f . Studies are performed for different values of f to find its
optimumvalue. Table 2 shows the error rate onYale face data-
base for different values of f for number of training images
per subject equal to 5. The rest of the images are taken for the
testing purpose, and there is no overlapping between training
images and test images. It is obvious from Table 2 that the
minimum error rate when fuzzifier f is equal to 2 is 8.66%
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Table 2 Error rate onYale face database for different values of fuzzifier
f

S. no. Value of f Error rate (%)

1. 2 8.66±0.99

2. 3 9.33±0.99

3. 4 9.55±0.60

4. 5 10.22±0.49

5. 6 10.66±0.60

with standard deviation 0.99%. Therefore, in the rest work,
parameter f is chosen as equal to 2.

In the present work, experiments are carried out in three
different approaches. In first approach, the comparison of
ANF-ELM with ELM algorithm using different activation
function at hidden layer nodes is presented. Comparisons
are done with the following activation function in the hid-
den layer with ANF-ELM: sigmoid (sig), hyperbolic tangent
(tanh), log sigmoid (logsig), and tan sigmoid (tansig). In sec-
ond approach, the comparison of present work is done with
other conventional algorithms for face recognition, such as
BPwith gradient descent algorithm [6], principal component
analysis (PCA) [12], Fuzzy PCA [43], conventional ELM
[9], Kernel ELM [37], PCA-ELM [44] Sparse representation
method [45], SLFN_BVOI [46]. In last approach, compari-
son of learning speed of given ANF-ELMwith BP algorithm
is presented.

In this investigation, the number of image of training for
each database is varied and the number of testing images is
kept fixed. For each database, the number of training images
is varied from 1 to 4 number of training images per subject
and number of the images are kept fixed for testing purpose.
In AT&T database, the number of testing images per subject
are fixed to 6 per subject, 7 for Yale faces database, 17 for
CMU PIE database and 15 for UMIST face database. As the
number of training images is increased from 1 to 4, the error
rate will decrease as the chance to recognize the person will
increase.

Comparison with ELM Algorithm Using Different Activa-
tion Function

Table 3 depicts the percentage error rate comparison for all
the four databases using ANF-ELMwith different activation
function for ELM algorithm. The comparisons are shown for
‘sig’, ‘tanh’, ‘tansig’ and ‘logsig’ activation function of ELM
with the adaptive non-symmetric fuzzy activation function
of ELM. Experimental results clearly justify the improve-
ment in error rate by using an adaptive non-symmetric fuzzy
activation function. As the number of training images are
varied from 1 to 4, percentage error rate for each database
will be decreasing. For AT&T database, error rate improve-
ment is up to 20% using the proposed approach. For Yale
face database, improvement in percentage error rate is up Ta
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to 20.32%. For CMU PIE database, the percentage error
rate improvement is up to 99.73% for number of training
images equal to 4. This result shows the best performance
results for CMU PIE database. For UMIST database, the
percentage error rate improvement is up to 33.08% which
shows the utility of the present approach for classification.
The mean value for percentage reduction in error rates for
AT&T database is 10, 13, 14.11, and 8.5%, when the present
approach, ANF-ELM is compared with ‘sig’, ‘tanh’, ‘tansig’
and ‘logsig’ activation function of ELM, respectively. The
mean value for percentage reduction in error rates for Yale
face database are 6, 11, 8.5, and 12.4%, when ANF-ELM is
compared with ‘sig’, ‘tanh’, ‘tansig’ and ‘logsig’ activation
function of ELM, respectively. The mean value for percent-
age reduction in error rates for CMU PIE face database are
96, 95.75, 97, and 96%, when the proposed approach, ANF-
ELM is compared with ‘sig’, ‘tanh’, ‘tansig’ and ‘logsig’
activation function of ELM, respectively. The mean value
for percentage reduction in error rates for UMIST face data-
base is 27, 27, 24 and 28.5%, when ANF-ELM is compared
with ‘sig’, ‘tanh’, ‘tansig’ and ‘logsig’ activation function of
ELM, respectively.

Comparison with Other Algorithms for Face Recognition
Table 4 depicts the percentage error rate variation for dif-

ferent number of training images for all databases using
conventional classifiers and the ANF-ELM classifier for
face recognition. The corresponding performance graphs are
shown in Fig. 7. The comparison has been done with BPwith
gradient descent algorithm [6], conventional ELM [9], PCA
[12], Kernel ELM [37], Fuzzy PCA [43], PCA-ELM [44]
Sparse representation [45] and SLFN_BVOI [46]. For exper-
imental studies, back-propagation algorithm [6] usestraingdx
training function [53] which updates the biases and weights
of the network using gradient descent momentum training
and adaptive learning rate. In ELM [9] learning algorithm,
sigmoid activation function is used for all the databases. In
PCA [12], N number of largest principal components have
been chosen for classification. In fuzzyPCA[43], theπ mem-
bership function is used for fuzzification. In kernel ELM[37],
radial basis function (RBF) kernel function is used for hidden
neurons of ELM. In PCA-ELM [44], first N largest principal
components are extracted which are used for classification
by ELM using sigmoid activation function.

For AT&T database [49], in BP [6], the numbers of the
hidden neurons are selected equal to 70 with traingdx train-
ing function [53], which updates the bias and weights of
the network using gradient descent momentum with adap-
tive learning rate. In ELM [9], sigmoid activation function
is used for the hidden layer with 1500 neurons nodes at the
hidden layer. In PCA [12], 100 largest principal components
have been chosen for classification. In fuzzy PCA [43], the
π membership function is used for fuzzification. In kernel
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Fig. 7 a Percentage error rate variations on AT&T database. b Percentage error rate variations on Yale face database. c Percentage error rate
variations on CMU_PIE database. d Percentage error rate variations on UMIST face database

ELM [37], RBF kernel parameter is set to 300 for hidden
neurons of ELM. In PCA-ELM [44],100 largest principal
components are extracted and given to ELM classifier which
uses the sigmoid activation function. For the present algo-
rithm ANE-ELM classifier, the number of units (r) in input
layer is set to 10,304, number of hidden layer neurons (N ) is
set to 1500, and output layer units (C) are set to 40. Percent-
age error rate reduction using ANF-ELM is up to 48.42%,
which shows the significance of the present approach. The
mean value for percentage reduction in error rates is 25, 33,
16, 10, 17.25 and 27%, when the present approach, ANF-
ELM is compared with BP, PCA, Fuzzy PCA, ELM, KELM
and PCA-ELM, respectively.

In Yale face database [50], 7 numbers of images per sub-
ject is fixed for testing purpose and error rate is calculated for
varying the number of training images from 1 to 4 per sub-

ject. For BP [6], the number of hidden neurons are selected
equal to 70. Sigmoid activation function is used for ELM
[9] algorithm with hidden layer with 1500 neurons at hidden
layer. One hundred and fifty largest principal components
have been chosen in PCA [12] algorithm for classification.
π membership function is used for fuzzification in fuzzy
PCA [43]. In kernel ELM [37], RBF kernel parameter is set
to 300 for hidden neurons of ELM. In PCA-ELM [44], 150
largest principal components are extracted and given to ELM
classifier which uses the sigmoid activation function. For the
present algorithmANE-ELMclassifier, the values chosen for
r, N andC for the proposed architecture are 19,520, 1500 and
15, respectively. Percentage error rate reduction with these
face recognition techniques shows the significance of the
present approach. Reduction in percentage error rate using
ANF-ELM learning fluctuates up to 28.47% . The average
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value of reduction in error rate using ANF-ELM learning
algorithm is 30, 12, 16, 6, 14.5 and 12.75% compared with
that of BP, PCA, Fuzzy PCA, ELM, KELM and PCA-ELM,
respectively.

In CMU PIE database [51], percentage error rate is cal-
culated by varying the number of training images from 1 to
4 per subject and keeping the number of test images fixed
to 17 per subject. For BP [6], the number of hidden neurons
are selected equal to 500, as the size of database is large.
ELM algorithm [9] with sigmoid activation function uses
3000 neurons at hidden layer. In PCA algorithm [12], 150
largest principal components have been chosen for classifi-
cation. In fuzzy PCA [43], π membership function is used
for fuzzification. In kernel ELM [37], RBF kernel parameter
is set to 500 for hidden neurons of ELM. In PCA-ELM [44],
150 largest principal components are extracted and given to
ELM classifier which uses the sigmoid activation function.
For the proposed classifier, ANF-ELM, the parameters r, N
and C for CMU PIE database are set equal to 11,662, 3000,
and 68, respectively. Reduction in percentage error rate using
present investigation is up to 98.08%. The average value of
reduction in error rate using ANF-ELM learning algorithm is
95.25, 96, 96, 96.25 and 94%comparedwith that of BP, PCA,
Fuzzy PCA, ELM, KELM and PCA-ELM, respectively.

In UMIST database [52], comparison of percentage error
rate variations with varying number of training images from
1 to 4 for each subject, keeping the number of test images
fixed to 15 per subject is shown. For BP [6], the number
of hidden neurons are selected equal to 70. ELM [9] algo-
rithm with sigmoid activation function uses 1500 neurons
at hidden layer. In PCA algorithm [12], 100 largest princi-
pal components have been chosen for classification. In fuzzy
PCA [43], π membership function is used for fuzzification.
In kernel ELM [37], RBF kernel parameter is set to 200 for
hidden neurons of ELM. In PCA-ELM [44],100 largest prin-
cipal components are extracted and given to ELM classifier
which uses the sigmoid activation function. The parameters
for proposed architecture are set equal to 10,304, 1500 and 20
for r, N and C , respectively. Reduction in percentage error
rate using present investigation is up to 43.41%. The average
value of reduction in error rate using ANF-ELM learning
algorithm is 37, 31, 37, 26.6, 30 and 39% compared with
that of BP, PCA, Fuzzy PCA, ELM, KELM and PCA-ELM,
respectively.

The reasons for best classification accuracy of ANF-ELM
classifier are: (1) The number of neurons in hidden layer is
very much higher than a number of hidden neurons in neural
network trained using back propagation; (2) The weights and
biases from the input to the hidden layer neurons are not
trained like in back-propagation algorithm. Rather they are
randomly initialized, if the activation functions in the hidden
layer are infinitely differentiable and are fixed thereafter; (3)
Use of adaptive non-symmetric s FAF maps the outliers (the Ta
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variation generated due to varying illumination, pose, expres-
sion, occlusion, etc.) to a concise range of membership value
on either end, near to zero or one membership value which
further improves the classification accuracy for face recog-
nition.

Comparison of Learning Speed
ANF-ELM also gives fast learning in comparison with

BP [6] because it does not require any iterative learning of
network parameters for learning. Table 5 shows the com-
parison of training time using ANF-ELM and BP algorithm
on all four database. For AT&T database, training time ratio
of BP algorithm to that of ANF-ELM approach varies from
156.7 to 193.2 s with mean value of 172 sec. Training time
ratio of BP algorithm to that of ANF-ELM approach for Yale
face database varies from 102.6 to 167.2 s with the mean
value 136.25 sec. For CMU PIE database, training time ratio
for BP and ANF-ELM approach varies from 17.4 to 43.08 s
with the mean value 28 sec. For UMIST database, training
time ratio of BP algorithm to that of ANF-ELM approach
varies from 82.9 to 162.7 s with mean value of 120s. These
results confirm the fast learning speed of ANF-ELM clas-
sifier compared to conventional algorithm BP, used for face
recognition.

6 Conclusions

In the present investigation, a non-iterative approach, ANF-
ELM for training single hidden layer neural network for face
recognition is presented. ANF-ELM approach takes advan-
tage of both, an adaptive, non-symmetric, FAF for nonlinear
mapping of input space into fuzzy feature space and ELM for
fast learning speed and better generalization results. In ELM
learning algorithm, there is no requirement of iterative tuning
of network parameters, like in traditional learning algorithm,
BP. Therefore, the present approach, ANF-ELM for learn-
ing offers faster learning and better recognition results. The
present work is investigated on four databases, AT&T, Yale
face, CMU PIE and UMIST databases. Experimental out-
comes show the significant performance improvement using
ANF-ELMneural network over existing state of the art learn-
ing algorithms. The present algorithm is computationally
efficient and can be also used in real-time automatic face
recognition system.

The present work can be further extended to use nonlin-
ear feature extraction before classification of the face images.
Nonlinear feature extraction will extract the higher order sta-
tistics for efficiently extracting the features of the face image.
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