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Abstract Managing and utilizing health information is
recently a challenging task for health informaticians to pro-
vide the highest quality healthcare delivery. Here, storage,
retrieval, and interpretation of healthcare information are
important phases in health informatics. Accordingly, the
retrieval of similar cases based on the current patient data
can help doctors to identify the similar kind of patients and
their methods of treatments. By taking into consideration
this as an objective of the work, a hybrid model is developed
for retrieval of similar cases through the use of case-based
reasoning. Here, a new measure called parametric-enabled
similarity measure is proposed and a new optimization algo-
rithm called adaptive fractional brain storm optimization by
modifying the well-known brain storm optimization algo-
rithm with inclusion of fractional calculus is proposed. For
experimentation, six different patient datasets from UCI
machine learning repository are used and the performance
is compared with existing method using accuracy and F-
measure. The average accuracy and F-measure reached by
the proposed method with six different datasets are 89.6 and
88.8%, respectively.

Keywords Case-based reasoning · Case retrieval ·
Optimization · Similarity · Fractional calculus

1 Introduction

Health information technology (HIT) has been used by med-
ical practitioners aswell asmedical students for several years.
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HIT, which was initially used as a tool for accessing data and
to perform information retrieval rarely, has now turned out
to be a ubiquitous and helpful tool in health care and sup-
ports medical diagnosis as well as treatment in a number of
ways. The quick progression in the utilization of HIT and the
advancements in the science behind biomedical and health
informatics have caused the physicians and the medical stu-
dents to utilize the HIT tools rather than spending much time
on medical education. Though the features of biomedical
informatics were not included in the syllabus of few med-
ical schools, attention is paid towards the training on how
the basic tasks like accessing knowledge sources can be per-
formed or to understand facts like why the electronic health
record is used [1]. Once the electronic health records are used
for storing the medical information, the patient information
can be retrieved to plan the treatment or to predict a similar
patient’s behaviour.

Patient information retrieval [2–7] is an extension of doc-
ument retrieval or image retrieval. But, it completely relies
on the features possessed by the patients and hence, it should
tackle the issues related to the gap that exists between the
similarity measures used and the high-level semantics that a
user is trying to locate. Though plenty ofmedical information
retrieval systems have been put forth, it is not widely used
in real-world medical applications. The performance of the
information retrieval systems in health information technol-
ogy can be optimized, if both the visual and textual retrieval
[8] in conjunction with similar patient information retrieval
are employed. It is not an easy task to find the appropriate
electronic health record always because the resulting arti-
cles may be dedicated largely to a class of diseases, medical
practices, or organs and hence cannot be applied directly to
a certain medical issue [9].

The searching for medical records poses severe chal-
lenges [10–12]. If keyword-based approaches are utilized
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for searching the medical information, medical entities that
are termed with different names could not be accessed.
For instance, ‘heart attack’ and ‘myocardial disorder’ are
similar in meaning, but the keywords do not match. To
overcome these kinds of issues arising from keyword-
based approaches, concept-based retrieval approaches have
been proposed [13]. Accordingly, semantic measure and
optimization-basedneural network are combined for retrieval
of patients’ cases in this paper. The input for the proposed
system is patient information stored as health records, which
is directly given to PESM measure along with query posted
by doctor. The query is matched with stored health records to
obtain the similar cases of patients. Similarly, AFBSO neural
network is trained with history data as neighbour patients as
output neurons. For the input query, neural network can pre-
dict its neighbour patient through its algorithmic procedure.
Finally, hybrid measure combines these two results and pro-
duces the more suitable information to the doctor who can
diagnose even better by analysing the similar report done for
those patients.

The paper is organized as follows: Sect. 2 presents the
motivating scenario and discusses the contributions of the
paper. Section 3 presents the proposed retrieval method for
case-based reasoning using similarity measure and fractional
brain storm optimization. Section 4 discusses the experimen-
tal results, and conclusion is given in Sect. 5.

2 Motivating Scenario

The primary principle of case-based reasoning (CBR) [14–
19] is that experience in thewayof past cases canbe leveraged
to answer new challenges. A human being’s practice is called
a case, and its collection is stored in a case base. Naturally,
every case is depicted by a problemdescription and the equiv-
alent solution description. Among the four classical phases
in CBR (i.e., retrieval, reuse, revise, and retain), retrieval is a
important phase in CBR, since the success of CBR systems
is greatly reliant on the performance of retrieval, which have
the objective of retrieving useful or relevant cases that can be
effectively utilized to solve a target problem. If the retrieved
cases are not helpful, CBR systems may not ultimately pro-
vide an appropriate solution to the problem.

The retrieval of similar cases based on the current patient
data can help doctors to identify the similar kind of patients
and their treatments done along with sensitive information.
Also, the history of old patients and their current health
informationmay help doctors to decide the medical prescrip-
tion. These are the main motivations behind developing the
proposed method. The overall architecture of the proposed
method is given in Fig. 1. Here, patient information is stored
in the patient case database and doctor utilizes medical diag-
nosis support system to extract the similar cases to analyse
their information.

Patient 
Case Data 

Base

Medical Diagnosis- Support 
system

Doctor
Query

Retrieved Cases 

P1

P2

P3

P4

P5

Fig. 1 General architecture

Let C be the repository of patient information where each
case is represented as Ci ; 1 ≤ i ≤ n. Here, n represents the
number of cases stored in the database. Here, each case is
represented as an attribute–value pair like the representation
used in case-based reasoning. The attribute–value pair for the
CSR is expressed as follows:

Ci : {A j , a j }; 0 ≤ j ≤ m (1)

The objective is to retrieve k similar cases by finding the
most similar ones to the input query Qc from ‘n’ cases stored
in C . In order to accomplish this task, three main contribu-
tions are given in this paper.

The main contributions of the paper are as follows:

• A new measure called PESM is proposed to match two
patient cases using four different parameters with the
assumption of occurrence and non-occurrence probabil-
ity. Then, this measure is applied for case retrieval case.

• A new optimization algorithm called AFBSO by modi-
fying the well-known algorithm BSO with the inclusion
of fractional calculus is used. Along with, AFBSO algo-
rithm is applied for training of neural network which
is then utilized for retrieval of neighbour cases for the
query.

• Hybrid model is proposed newly by integrating PESM
measure and AFBSO neural network for effectively
retrieving patient case to easily identify the similar cases
for the input query.

3 Retrieval Methods for Case-Based Reasoning
Using Similarity Measure and Adaptive
Fractional Brain Storm Optimization

This section presents the proposed method for case-based
reasoning using new similarity measure and AFBSO algo-
rithm. Figure 2 shows the block diagram of the proposed
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Fig. 2 Block diagram of the proposed retrieval method

retrievalmethodwhich has twomajor components: (i) PESM
measure and (ii) designing of AFBSO algorithm. At first,
input database of patient cases is given as input to the pro-
posed method. Then, two retrieval methods such as PESM
measure and AFBSO-based neural network are applied indi-
vidually to get two sets of cases after querying with query
case. The outputs are effectively combined to obtain the final
retrieval of cases to easily identify the existing diagnosis of
similar patients for a doctor.

3.1 PESM for Case Retrieval

The proposed similarity measure called PESM measure is
used to retrieve the patient cases. Let us assume that para-
meters of PESM measure x and y are initialized as x = 0,
z = 1. Ci and C j are two cases from the data repository and
are represented as

Ci =
[
C (1)

i C (2)
i . . . C (m)

i

]
(2)

C j =
[
C (1)

j C (2)
j . . . C (m)

j

]
(3)

Based on two cases, four parameters P1 (q), P2 (q),
P3 (q), and P4 (q) are computed using the mutual occur-
rence of attributes in both cases. The occurrence of values
in the attributes decides the similarity level of the two cases.
The parameter P1 (q) provides maximum value if any one of
the concerned attributes’ values of both cases is equivalent to
the initial assignment of x . The second parameter P2 (q) pro-
vides the maximum value if the concerned attributes’ values
of both cases are equivalent to x . The third parameter P3 (q)

can have a higher degree if the values of concerned attributes
are not equivalent to x . The final parameter P4 (q) provides

the maximum similarity if the values of concerned attributes
should equal but not to be x .

P1 (q) =
(

z; if C (q)
i = x || C (q)

j = x
x; else

)
; 0 ≤ q ≤ m − 1

(4)

P2 (q) =
(

z; if C (q)
i = C (q)

j = x
x; else

)
; 0 ≤ q ≤ m − 1 (5)

P3 (q) =
(

z; if C (q)
i �= C (q)

j �= x
x; else

)
; 0 ≤ q ≤ m − 1 (6)

P4 (q) =
(

z; if C (q)
i = C (q)

j �= x
x; else

)
; 0 ≤ q ≤ m − 1 (7)

The parameters computed for every values of attributes
are then combined based on the following set of equation.

S1 =
m∑

q=1

P1 (q) (8)

S2 =
m∑

q=1

P2 (q) (9)

S3 =
m∑

q=1

P3 (q) (10)

S4 =
m∑

q=1

P4 (q) (11)

Based on the above values, the similarity degree called
PESM is defined as follows. Here, m is the number of
attributes given in the case repository.

PESM
(
Ci,C j

) = 1

m

[
z∗S1
4

+ z∗S2
2

+ x∗S3 + z∗S4

]
(12)

For the retrieval of ‘k’ cases to the input case of Qc, Qc

is matched with all the cases in the repertory using the
PESMmeasure and then cases are sorted in descending order.
Finally, top ‘k’ cases are selected to study the similar diag-
nosis.

3.2 AFBSO for Neural Network Training

3.2.1 Adaptive Fractional Brain Storm Optimization

Brain storm optimization is modified with mathemati-
cal theory called fractional calculus (FC) [20] to improve
the solution searching in the predefined search space. In
AFBSO algorithm, ideas are represented as a solution which
is updated every iteration. The advantage of the proposed
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Fig. 3 Flow chart of the fractional brain storm optimization

AFBSO algorithm is the better utilization of global informa-
tion and further improvement in the evolutionary diversity.
The flow chart of the AFBSO algorithm is shown in Fig. 3.

Initialization:Let us assume that n ideas are randomly ini-
tializedwithin the search space as Ii = [

Ii1, Ii2, . . . , Ii D
]
,

where i = 1,2,…n and D is the dimension of the solution
which signifies the variable taken for optimization.
Grouping: After initialization, ideas are grouped into two
sets of ideas based onk-means clustering algorithm,where
k is the number of clusters required.
Evaluation: Every idea is then evaluated with fitness
function.
Selection: Three different probability values are utilized
to select the clusters, selection of one or two clusters or
another idea selection as per the probability values, like
P5a P6b P6b3.

Updation: The selected idea based on the above selection
method is then updated with the following equation. The
equation utilized in BSO algorithm is as follows,

It+1 = It + ξ N (μ, σ ) (13)

The above equation can be written as,

It+1 − It = ξ N (μ, σ ) (14)

The left side It+1 − It is the discrete version of the deriv-
ative of order α = 1, leading to the following expression,

Dα[It+1] = ξ N (μ, σ ) (15)

The order of the velocity derivative can be generalized to
a real number 0 ≤ α ≤ 1, if the FC perspective is considered,
leading to a smoother variation and a longer memory effect.
Here, α is adaptively changed using the following formula.

α = tct − tmin

tmax − tmin
(16)

Therefore, the above equation can be written by consid-
ering the first r = 4 terms of differential derivative.

It+1 = α It + 1

2
α It−1 + 1

6
α (1 − α) It−2

+ 1

24
α (1 − α) (2 − α) It−3 + ξ N (μ, σ ) (17)

where It is idea selected from the last iteration and It+1 is to
be newly generated idea.

It =
{

Ii j ; one cluster
w1 Ii1, j + w2 Ii2, j ; two cluster

(18)

where N (μ, σ ) is the Gaussian random value with mean μ

and variance σ andw1,w2 are weight values of the two ideas.
ξ is an adjusting factor slowing the convergence speed down
as the evolution goes.

ξ = r log sig

(
Ncmax/2−Nc

K

)
(19)

where r is a random value between 0 and 1. Ncmax and Nc
denote themaximum number of iteration and current number
of iteration, respectively. K adjusts the slope of the logsig
function.

Crossover: After the new idea is created, a crossover
between the new one and the old one is conducted. The
two ideas generated by crossover, together with the old
one and the created one, are evaluated using the fitness
function, and the old one is replaced with the best of the
four.
Termination: The process above repeats until m ideas are
updated. Thus, one generation is finished. The iteration
goes until terminal requirement is met. Then, the best idea
is output as the optimal solution to the problem.
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Fig. 4 Neural network
architecture

3.2.2 Feed-Forward Neural Network

A feed-forward neural network (FFNN) [21,22] is a bio-
logically inspired learning algorithm which consists of a
(probably large) number of simple neuron-like processing
units, arranged in layers. Each unit in a layer is connected
with all the units in the earlier layer.

These connections are not all equal; every connection
obtains various strengths or weights. The weights on these
connections carry the knowledge of a network. Frequently,
the units in a neural network are also called nodes. In
NN architecture, input attributes come into input nodes and
processes through the network, layer by layer, until it comes
at the outputs. The processing of operation contains mul-
tiplication and addition as per the architecture shown in
Fig. 4. Here, two weights are utilized: neuron weight and
bias weight. The weights are processed as per the mathemat-
ical operation defined in Fig. 4, and the final output can be
obtained from the output neuron.

Assume that input attributes are entered into input layer
and it is multiplied with weights of input layer as follows:

L( j)
1 = a j

∗w1 j ; 0 ≤ j ≤ m − 1 (20)

wherem is number of input attributes or number of input neu-
rons. The output of the input layer is the given for summation
process and bias weight is multiplied with it.

H (l)
1 =

⎛
⎝

m∑
j=1

L( j)
1

⎞
⎠ ∗b1l; 0 ≤ l ≤ h (21)

where h is number of hidden neurons in the hidden layer
1. Then, the output of hidden layer 1 is given to sigmoid
function to regularize the data space.

O(l)
H1 = 1

1 + e−H1(l)
(22)

This process is repeated for all the hidden layers until it
reaches the final output layer. h1 is the number of neurons in
hidden layer 2.

L( j)
2 = O(l)

H1
∗w2 j ; 0 ≤ j ≤ h1 (23)

H (l)
2 =

⎡
⎣

h1∑
j=1

L( j)
2

⎤
⎦ ; 0 ≤ j ≤ h1 (24)

O(l)
H2 = 1

1 + e−H2(l)
(25)

The final output for the neural network given in Fig. 4 is
obtained based on the following equation. Here, N is the
number of hidden layers.

Od = O(l)
HN

(26)
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3.2.3 Neural Network Training by AFBSO Algorithm

Neural network training is the process of identifying the
weights for neurons, suitable for the input cases taken as an
input. Training is an iterative process of identifying weights
by changing weights in every iteration. Here, AFBSO algo-
rithm is adapted to do neural network training by finding the
optimal weights as output fixed as [23].

Idea encoding: In AFBSO algorithm, idea is encoded
as shown in Table 1. The weights utilized in the neural
network structure are put as vector which is an idea of
the proposed FBO algorithm, so the size of an idea is
equivalent to the number of weights in the neural network
including neuron weights and bias weights.
Algorithmic procedure:At first, input weights of n vectors
(ideas) are randomly initialized within the search space
and k-means clustering algorithm is applied. The ideas
are evaluated with fitness function. Based on three proba-
bilities, ideas are selected and updated using the proposed
updating equation and crossovers are applied. The two
ideas generated by crossover, together with the old one
and the created one, are evaluated using the fitness func-
tion, and the old one is replaced with the best of the four.
This process is repeated until m ideas are updated. Thus,
one generation is finished. The iteration goes until termi-
nal requirement is met.
Fitness function: The fitness function is computed by giv-
ing training cases to neural network architecture, and the
weights in taken idea for evaluation are filled in the neural
network. The output for the taken idea is computed as
per the mathematical model given in the neural network
architecture. So, the output can be obtained for all the
input cases which is then given for the fitness function.

fitness = 1

c

[
c∑

i=1

Od − Og

]
(27)

where, Od is output obtained from neural network, Og is
original neighbour index value from training cases, and c
is number of training cases.

3.3 Hybrid Retrieval Method for Case-Based Reasoning

For a query case Qc given by a doctor, PESM measure
provides the similarity measure for every case stored in
the training cases and neural network provides the neigh-
bour index values by predicting it. The score value is then
combined using the following equation, and the final score
value is generated for all the cases. The top-k cases are then
extracted to be given for doctor to analyse themedical reports
and prescriptions.

HQc = 1

2

[
Q(PESM)

c + Q(NN)
c

]
(28)

4 Results and Discussion

The experimental results of the proposed method are dis-
cussed in this section, and the performance of method is also
discussed in detail with two different metrics.

4.1 Experimental Set-up

Platform: The proposed retrieval method is implemented
using MATLAB 8.2.0.701 (R2013b) with a system configu-
ration of 2GB RAM Intel processor and 32-bit OS. Datasets
utilized: The datasets are taken from UCI machine learning
repository [24], and the description of those datasets is given
in Table 2. Evaluation metrics: Accuracy and F-measure are
used for performance evaluation. Accuracy can be measured
via computing the proportion of correctly classified instances
overall the tested instances. That is, accuracy can bemislead-
ing when the testing data contain a disproportional number
of cases with a certain solution class. Thus, we also use F-
measure (FM) to overcome this problem. Precision is the

Table 1 Idea encoding for
neural network training w11 w12 … w1n b11 b12 … b1n w21 w22 … w2n b21 …

Table 2 Description of datasets

Dataset Case number Attribute number Numerical data Discrete data Number of class

Breast Cancer (BC) 286 9 9 2

Breast Cancer Wins (BCW) 683 9 9 2

Breast Tissue (BT) 106 9 9 6

Pima Indian Diabetes (PID) 768 8 8 2

StatLog Heart Disease (SHD) 270 13 7 6 2

New Thyroid (THY) 215 5 5 12 3
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Table 3 Parameter initialization
AFBSO parameters n P5a P6b P6b3 Ncmax K μ σ

5 0.2 0.8 0.4 2000 20 0 1

Neural network parameters N h h1 h2

3 5 10 15

Overall parameters k

5

Fig. 5 Performance graph in Breast Cancer (BC)

fraction of retrieved cases that are relevant to the search,
Recall is the fraction of the cases that are relevant to the
query that are successfully retrieved, and the F-measure that
combines precision and recall is the harmonic mean of pre-
cision and recall.

Accuracy = Correctly classified insances

tested insances
(29)

Precision (P) = Relevant ∩ Retrieved

Retrieved
(30)

Recall (R) = Relevant ∩ Retrieved

Relevant
(31)

F-measure = 2∗ P∗ R

P + R
(32)

Parameter initialization: For the reason of validating the
effectiveness andusefulness of theproposed retrievalmethod,
a set of parameters are set naturally for the process ofAFBSO,
neural network, and core method as the values given in
Table 3.

Existing algorithms: The first two algorithms taken for
comparison areUSIMSCAR-MVandUSIMSCAR-WV[25]
which leverage association knowledge (AK) in conjunc-
tion with similarity knowledge (SK). AK represents strongly
evident, interesting relationships between known problem
features and solutions shared by a large number of cases.

USIMSCAR1 retrieved a combined set of both cases and
rules relevant to a target problem, where the relevance is
determined by quantification methods using an integration
of SK and AK. The other two algorithms taken for compar-
ison are artificial bee colony (ABC)-based neural network
training [26] and cuckoo search-based neural network train-
ing [27]. These two algorithms were developed to improve
the performance of neural network.

4.2 Performance Analysis

The performance of the proposed hybrid method is analysed
with two other variants of the proposed method called PESM
and AFBSO neural network. The size of the data is changed
and the performance is analysed for six different datasets.
Figure 5 shows the performance graph of proposed methods
in BC datasets. Here, hybrid method shows the better perfor-
mance as compared with other two methods. The maximum
accuracy of 82% is reached by the hybrid model when the
testing data size is 10%, and for the same data size, PESM
method and AFBSO neural network obtains the value of
80 and 78%, respectively. Similarly, hybrid model achieved
78% for the BC datasets, whereas PESM and AFBSO neural
network obtained the samevalue of 77%.Figure 6a shows the
performance graph in terms of accuracy in BCWdataset, and
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Fig. 6 Performance graph in Breast Cancer Wins (BCW)

Fig. 7 Performance graph in Breast Tissue (BT)

Fig. 6b shows the performance graph in terms of F-measure
in BCW dataset. From Fig. 6a, hybrid model attained about
99% accuracy by comparing with other two methods for
the data size of 10%. The minimum accuracy for the hybrid
model is 90% as compared with other two methods for the
data size of 40%. Similarly, hybrid model attained about
98% F-measure by comparing with other two methods for
the data size of 10%. The minimum accuracy for the hybrid
model is 97% as compared with other two methods for the
data size of 40%.

Figure 7a shows the accuracy graph of hybrid model,
PESM model, and AFBSO neural network in BT datasets.
When the size of the testing data is 10%, hybrid model
achieved 85%, whereas PESM and AFBSO neural net-
work obtained the value of 82 and 80%, respectively. The
minimumaccuracy reached by the hybridmodel is 75%. Fig-

ure 7b shows the F-measure graph of hybrid model, PESM
model, and AFBSO neural network in BT datasets.When the
size of the testing data is 10%, hybrid model achieved 84%,
whereas PESM and AFBSO neural network obtained the
value of 81 and 79%, respectively. The minimum F-measure
reached by the hybrid model is 76%. From Fig. 8a, it can
be seen that hybrid model attained about 90% accuracy in
PID data by comparing with other two methods for the data
size of 10%. The minimum accuracy for the hybrid model
is 86% as compared with other two methods for the data
size of 40%. Figure 8b shows the F-measure graph of hybrid
model, PESM model and AFBSO neural network in PID
datasets. When the size of the testing data is 10%, hybrid
model achieved 90%, whereas PESM and AFBSO neural
network obtained the value of 88 and 85%, respectively. The
minimum F-measure reached by the hybrid model is 86%.
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Fig. 8 Performance graph in Pima Indian Diabetes (PID)

Fig. 9 Performance graph in StatLog Heart Disease (SHD)

Figure 9a shows the performance graph in terms of accu-
racy in SHDdataset and Fig. 9b shows the performance graph
in terms of F-measure in SHD dataset. From Fig. 9a, it can be
seen that hybridmodel attained about 94% accuracy by com-
paring with other two methods for the data size of 10%. The
minimum accuracy for the hybridmodel is 88% as compared
with other two methods for the data size of 40%. Similarly,
hybrid model attained about 92% F-measure by comparing
with other two methods for the data size of 10%. The min-
imum accuracy for the hybrid model is 88% as compared
with other two methods for the data size of 40%. Figure 10
shows the performance graph in THY datasets. The maxi-
mum accuracy of 98% is reached by the hybrid model when
the testing data size is 10% and for the same data size, PESM

method and AFBSO neural network obtained the value of
95 and 88%, respectively. Similarly, hybrid model achieved
98% for the BC datasets, whereas PESM and AFBSO neural
network obtained the values of 96 and 92%, respectively.

When analysing the overall performance of the methods
with different datasets, hybrid method shows the top perfor-
mance in accuracy and F-measure as compared with other
two methods: PESM and AFBSO neural network. Also, the
size of testing data which is dependent on the size of training
data influences the performance of the methods. When the
training data size is increasing or testing data size is decreas-
ing, the performance of the threemethods is increasing, sowe
can say that size of the training data is directly proportional
to the accuracy and F-measure.
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Fig. 10 Performance graph in New Thyroid (THY)

Table 4 Accuracy comparison
Dataset BC BCW BT PID SHD THY

USIMSCAR(MV) [25] 75.87 97.66 71.7 75.78 83.33 97.67

USIMSCAR(WV) [25] 79.02 97.66 78.3 87.5 89.63 97.67

ABC-NN [26] 77 96 78 85 89 95

CS-NN [27] 76 95 79 86 88 95

PESM 77 87 78 86 87 88

AFBSO-NN 79 97 80 87 87 94

Hybrid model 81 98 84 88 89 98

4.3 Comparative Analysis

The comparative analysis of the proposed methods is done
with two existing methods given in [25]: artificial bee
colony (ABC)-basedneural network training [26] and cuckoo
search-based neural network training [27] for the same
datasets with tenfold cross-validation. Table 4 shows the
comparative performance of the takenmethods for the six dif-
ferent datasets using accuracy. In BC dataset, hybrid model
outperformed by reaching the accuracy of 81%, but the other
two proposed methods are less than the existing method
USIMSCAR (WV). Here, ABC-NN and CS-NN obtained
the value of 77 and 76%. Similarly, in BCW dataset, hybrid
model outperformed by reaching the accuracy of 98%, but
the other two proposed methods are less than the existing
method USIMSCAR (WV). The hybrid model achieved the
accuracy of 84% for the BT dataset as compared with the
other proposed method AFBSO-NN. Similarly, 88% accu-
racy is reached by the hybrid model, and it shows the top
performance in PID datasets. In SHD, USIMSCAR (WV)
shows better performance when compared with three pro-
posedmethods: 98%accuracy is reachedby the hybridmodel
in THY datasets, and 95% accuracy is reached by ABC-NN
and CS-NN.

Table 5 shows the comparative performance of the taken
methods for the six different datasets using F-measure. F-
measure of 77% is reached by the hybrid model in BC
datasets while ABC-NN and CS-NN reached the value of
73 and 74%. In BCW datasets, hybrid model outperformed
by reaching the F-measure of 98%, but the other two pro-
posedmethods are less than the existingmethodUSIMSCAR
(WV). F-measure of 83% is reached by the hybrid model,
and it shows the top performance in BT datasets. The hybrid
model achieved the F-measure of 88% for the PID dataset
as compared with the other proposed method AFBSO-NN.
In SHD, USIMSCAR (WV) shows better performance when
compared with three proposed methods, and hybrid model
outperformed by reaching the F-measure of 98% in THY
datasets and the ABC-NN and CS-BB obtained the value of
95 and 96%.

4.4 Statistical Test

Pair-wise statistical tests are conducted to evaluate the algo-
rithmic performance by combining different algorithms.
Here, statistical test is conducted on the accuracy values
by combining two different algorithms. Table 6 shows the
p values of different combinations of algorithms. For the
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Table 5 F-measure comparison
Dataset BC BCW BT PID SHD THY

USIMSCAR(MV) [25] 68.74 97.42 71.18 72.21 83.08 96.88

USIMSCAR(WV) [25] 74.25 97.42 77.63 86.14 89.55 96.88

ABC-NN [26] 73 90 75 86 88 95

CS-NN [27] 74 89 79 87 87 96

PESM 76 87 79 85 86 89

AFBSO-NN 76 97 79 87 87 93

Hybrid model 77 98 83 88 89 98

Table 6 Pair-wise statistical test of algorithms on accuracy

USIMSCAR(WV)
[25]

USIMSCAR(WV)
[25]

ABC-NN
[26]

CS-NN
[27]

PESM AFBSO-NN Hybrid
model

USIMSCAR(MV)
[25]

– 0.125 0.685 0.6875 0.6875 0.6875 0.0313

USIMSCAR(WV)
[25]

0.125 – 0.0313 0.2188 0.0313 0.2188 0.2188

ABC-NN [26] 0.685 0.0313 – 1 0.6250 0.6875 0.0625

CS-NN [27] 0.6875 0.2188 1 – 0.3750 0.6875 0.0313

PESM 0.6875 0.0313 0.6250 0.3750 – 0.0625 0.0313

AFBSO-NN 0.6875 0.2188 0.6875 0.6875 0.0625 – 0.0313

Hybrid model 0.0313 0.2188 0.0625 0.0313 0.0313 0.0313 –

Table 7 Pair-wise statistical test of algorithms on F-measure

USIMSCAR(WV)
[25]

USIMSCAR(WV)
[25]

ABC-NN
[26]

CS-NN
[27]

PESM AFBSO-NN Hybrid
model

USIMSCAR(MV)
[25]

– 0.1250 0.6875 0.6875 0.6875 0.6875 0.0313

USIMSCAR(WV)
[25]

0.1250 – 0.013 0.6875 0.6875 1 0.2188

ABC-NN [26] 0.6875 0.013 – 0.6875 0.6875 0.6875 0.0313

CS-NN [27] 0.6875 0.6875 0.6875 – 0.3750 1 0.0313

PESM 0.6875 0.6875 0.6875 0.6875 – 0.1250 0.0313

AFBSO-NN 0.6875 1 1 0.6875 0.1250 – 0.0313

Hybrid model 0.013 0.2188 0.2188 0.0313 0.01313 0.0313 –

hypothesis testing, p value should be less than 0.1. From
the table, we understand that the hybrid model rejects null
hypothesis in most of the combinations by reaching the value
of 0.0313. The table again shows that the statistical test
almost always returns lower p values for the proposed hybrid
model than for other algorithms and more often rejects the
null hypothesis. Overall, it is known that the proposed hybrid
model is more likely to reject the null hypothesis.

Table 7 shows the pair-wise statistical test of algorithms
on F-measure. The algorithms considered for the compar-
ison are analysed with the proposed hybrid model to find
the performance deviation of the algorithms using statistical
test. From the statistical test, we obtain the p value for all

the combinations of algorithms. From Table 6, we note that
the proposed hybrid model mostly rejects null hypothesis by
reaching the p value 0.0313 as compared with the existing
algorithms. The lower values of p suggest that the differences
between classifiers are significant.

5 Conclusion and Future Scope

We have presented a case retrieval method using similarity
measure and fractional brain storm optimization for health
informaticians. In this paper, a new measure called PESM
was proposed to match two patient cases using four dif-
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ferent parameters with the assumption of occurrence and
non-occurrence probability. Then, a new optimization algo-
rithm called AFBSO was modified using the well-known
algorithm BSO with the inclusion of fractional calculus.
Also, a hybrid model was proposed newly by integrating
PESM measure and AFBSO neural network for effectively
retrieving patient case to easily identify the similar cases for
the input query. At first, input database of patient cases is
given as input to PESM method and AFBSO-based neural
network. In PESM measure, query case is matched with his-
toric data to identify similar cases. Also, AFBSO algorithm
is applied to neural network trainings to identify the neigh-
bour cases for the query patient case. Finally, both outputs
are effectively combined to obtain the final retrieval of cases
to easily identify the existing diagnosis of similar patients for
a doctor. The experimentation is conducted with six differ-
ent patient datasets from UCI machine learning repository,
and the performance is compared with the existing method
using accuracy and F-measure. The average accuracy and
F-measure obtained by the proposed hybrid method over
six different datasets are 89.6 and 88.8%, respectively. The
future work can be in the direction of including semantic and
pragmatic concept in developing similarity measure for case
retrieval. Also, multi-objective optimizations can be utilized
to train the neural network to further improve the perfor-
mance.
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