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Abstract Image segmentation is a vital step in many imag-
ing applications, such as medical images and computer
vision. Image segmentation is considered as a challenging
problem, so we need to develop an efficient, fast technique
for medical image segmentation. In this paper, we pro-
pose a new system for a multi-resolution MRI brain image
segmentation, which is based on a morphological pyramid
with fuzzy C-mean (FCM) clustering. In the first stage, we
use a wavelet multi-resolution to maintain spatial context
between pixels. Secondly, we use themorphological pyramid
to fuse the resulting multi-resolution images with the orig-
inal image to increase sharpness and decrease noise in the
processed image. Finally, we use FCM technique to segment
the processed images. We compared our proposed system
with some state of the art segmentation techniques on two
different brain data sets. Experimental results showed that
the proposed system improves the accuracy of the MRI brain
image segmentation.
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1 Introduction

Segmentation can be defined as the operation of dividing
images into constituent subregions. The result of image
segmentation can be shown as a group of segments that col-
lectively cover the whole image or a set of contours derived
from the image. In some regions, the pixels can be classi-
fied according to some aspects or computed property, such
as color, intensity, or texture. Adjacent regions are signifi-
cantly different with respect to the same characteristic(s) [1].
Themanual segmentation is possible, but it spendsmuch time
and subject to operator variability. There is a significant diffi-
culty in reproducing a manual segmentation result due to the
low level of confidence ascribed that we suffer accordingly.
Therefore, automatic segmentation methods are preferable
and are an active research area.

Segmentation of the brain magnetic resonance images
(MRI) is currently considered as an active research topic in
medical image processing. Segmentation of medical images
can be divided into threemain image problems. Thefirst is the
noise, which is contained in images by changing the intensity
of the pixels [2]. The second is that the images exhibit the
bias field (intensity inhomogeneity). It is induced by the radio
frequency coil inMRI, and it is a big trouble in the computer-
based analysis ofMRI data. Finally, the partial volume effects
wheremore than one tissue is inside a pixel volume [3]. There
are many branches for image segmentation, such as texture
analysis basedmethods, histogram thresholding-basedmeth-
ods, clustering-based methods, and region-based split and
mergingmethods [4].However, the image segmentation tech-
niques are varied; it is so difficult to select an appropriate
technique for a particular type of images. Not all techniques
are suitable for all kinds of images [5].

Clustering algorithms are the most common used tech-
niques of image segmentation. We can define clustering as
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an unsupervised learning technique, which needs the user to
determine the number of clusters in advance to classify pix-
els [5]. As a result, the cluster is a collection of both similar
pixels and dissimilar to the pixels belonging to other clusters
[6]. There are two ways can be used in clustering algorithms:
partitioning and grouping pixels [7]. In partitioning type, the
whole image can be divided into smaller clusters in a succes-
siveway by the clustering algorithm,whereas in the grouping
type, the algorithm starts with each element as a separate
cluster and gathers them in successively larger clusters. The
grouped pixels are based on some assumptions that decide
how to arrange them preferably.

Several image segmentation methods are proposed and
available formedical applications. Thesemethods are chosen
depending on the specific applications and different imaging
modalities. Imaging problems, such as noise, partial volume
effects, and motion, can also have significant consequences
on the performance of the segmentation algorithms. Some
of these methods, such as thresholding methods, region-
growing methods, and clustering methods, were decried.
Thresholding is considered as one of the main techniques
of the medical image segmentation. It depends on separating
pixels into different classes according to their gray levels.
Thresholding approaches segment scalar images by creating
a binary partitioning of the image intensities. The segmenta-
tion is then performed by groping all pixels with the intensity
value greater than the threshold into one class and all other
pixels into another class. The multi-thresholding process is
the process in which more than one threshold values are
determined. Its main restriction is that in its simplest form
it deals only with two classes and it cannot be applied to
multi-channel images [8,9]. In addition, thresholding does
not typically take into consideration the spatial characteris-
tics of an image. Therefore, it is susceptible to noise and
intensity inhomogeneities, which can occur in MRI images.

In region-growing methods, the neighboring pixels are
examined and added to a region class if no edges are detected
in an approach. This process is repeated for each bound-
ary pixel in the region. If there are adjacent regions, the
weak edges are dissolved, and strong edges are left intact
in an approach that is called a region-merging algorithm.
Although, there are several advantages for region-growing
methods over conventional segmentation techniques. Many
disadvantages have appeared; for example, it is very compu-
tationally expensive. It takes both serious computing power
(processing power and memory usage) and a decent amount
of time to implement the algorithms efficiently [10].

Clustering methods can be defined as the process of
assigning a set of observations into subsets (called clusters).
Thus, observations in the same cluster are similar in some
sense. Clustering can be considered as an unsupervised learn-
ing method [11]. Clustering can be done based on different
attributes of an image such as size, color, and texture [12].

In clustering, we can classify either hard clustering or soft
clustering. Hard clustering can be considered as a field in
which a data item can belong to only one cluster, such as
k-means clustering. On the other hand, soft clustering can
be considered as a field in which a data item may belong to
more than one cluster, such as FCM [13]. It is a confusing
task to choose a proper clustering either hard or soft for a
particular image whose properties will determine which one
we will use [13].

In this paper, we focus on clustering techniques for med-
ical image segmentation. We made our experiments by using
the most used four clustering techniques: k-means, FCM,
expectation maximization (EM), and kernel fuzzy C-means
(KFCM_S2). This paper is divided into six sections as fol-
lows. In Sect. 2, we describe some fundamental concepts.
Section 3 presents the current related work of some dif-
ferent medical image segmentation systems. In Sect. 4, we
introduce the proposed system and discuss each stage in
more detail. The experimental results and discussion of these
results on two different benchmark data sets are described in
Sect. 5. Finally, we present the conclusion and the future
work in Sect. 6.

2 Basic Concepts

2.1 Wavelet

There are many types of multi-resolution image decompo-
sition, such as Gaussian pyramids, Laplacian pyramids, and
wavelets. Both the Gaussian and Laplacian representations
need some necessary information to recover the original
(full-resolution) image. These methods usually lead to a
loss of information since the original image cannot be cor-
rectly reconstructed. Contrarily, the wavelet transform gives
a complete image representation and doing decomposition
according to both scale and orientation [14].

For creating a multi-resolution image, a Haar wavelet
transform can be used [15]. The segmented low-resolution
image is easily recovered to full-resolution (original image)
by taking an inverse discrete wavelet transform. These func-
tions are well localized in space and are, therefore, suitable
for spatial domain analysis of signals and images. The con-
tinuous wavelet transform of functions (t) ∈ L2 with respect
to some analyzing wavelet ψ is defined as [14]:

Cψ (b, a) =
∫ ∞

−∞
s (t) ψ (t) dt (1)

where

ψb,a (t) = 1/
√
aψ

(
t − b

a

)
(2)
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The parameters b and a are called shifting and scaling
parameters, respectively. The normalization factor a−1/2 is
included so that ‖ψb,a‖ = ‖ψ‖. Multi-resolution analysis of
a signal s (t) is done by using addition finite-energy function
∅ (t) ∈ L2, associated with ψ that is called a scaling func-
tion. Some properties of the ψ and ∅ are explained in the
following equations [16]:

∫ ∞

−∞
ψ (t) dt = 0,

∫ ∞

−∞
∅ (t) dt = 1 (3)

Consider a discrete signal at a particular scale A0, the
wavelet analysis of this signal gives two another signals (vec-
tors) A1 and D1. The first signal is called an approximation
and generated by the scaling function ∅ (t). It represents the
signal A0 that is averaged over some interval of length equal
to the length of wavelet ψ and scaling function ∅ used in the
analysis. Thus, A1 represent A0 at coarser resolution. The
approximation gives information about slow changes in the
signal because it contains only the low-frequency compo-
nents of the signal. The other signal D1 is called the details
and generated by ψ (t). It represents the details loss of A0 in
going from A0 to A1. The details contain the high frequency
carried by the signal and not represent in A1. It shows the
rapid changes in the signal. Therefore, it can be easily used
to discover the discontinuity points in the signal [17]. By
repeating the analysis starting this time by A1, we obtain a
sequence of approximation Al and details Dl, where l rep-
resents the level of analysis. The wavelet analysis can be
extended from 1-D signal into images, which are considered
as 2-D signals. It is necessary to represent the signal com-
ponents by 2-D wavelet and a 2-D scaling function. Three
different 2-D wavelets and one 2-D approximation function
are constructed as follows [13]:

ψ [1]i, j (x, y) = ∅ (x − i) ψ (y − j) (4)

ψ [2]i, j (x, y) = ψ (x − i) ∅ (y − j) (5)

ψ [3]i, j (x, y) = ψ (x − i) ψ (y − j) (6)

∅i, j (x, y) = ∅ (x − i)∅ (y − j) (7)

The 2-D wavelet analysis of an image gives four outputs
(one approximation and three details): the approximation A,
horizontal details H , vertical details V , and diagonal details
D. The approximation A represents the image at a rough-
ness resolution. It results from averaging in two directions
of the images, x and y directions. The horizontal details H is
obtained by taking averaging in x-directions and differencing
the y-directions. The vertical details V is obtained by aver-
aging in y-directions and differencing the x-directions. The
diagonal details D can be obtained by taking the difference
between two directions. Horizontal edges tend to show up in

H , and vertical edges in while D contains all other details
[18].

2.2 Morphological Pyramid

Image fusion is the operation of merging the relevant infor-
mation from a set of images of the same scene to one image.
Therefore, the result of image fusionwill bemore informative
and complete rather than using a single image. Input images
could be classified into multi-sensor, multimodal, multi-
focal, or multi-temporal images. One of the goals of image
fusion is to reconstruct a single improved image aiming the
human visual perception, object detection, and target recog-
nition [19]. Image fusion demands [20]: first, fused image
should possess all possible relevant information contained
in the source images; second, a fusion process should not
present any artifact or unexpected feature in the fused image.
Image registration can be considered as one of the important
pre-procedures for the fusion process, i.e., the coordinate
transformation of one image with respect to others. Image
fusion algorithms can be classified into different levels: low,
middle, and high; or pixel, feature, and decision levels. As
shown inFig. 1, there are various techniques for image fusion.

On the other hand, pyramid fusion algorithm is consid-
ered as a fusion method in the transform domain. In pyramid
approach, we can obtain the pyramid levels by doing down
sampling of source images that fused at the pixel level based
on fusion rules. An image pyramid consists of a set of
low-pass or band-pass copies of an image; each copy is to
represent pattern information on a different scale. On each
level of fusion, the pyramid would be divided into the half
size of the previous pyramid and the higher levels will focus
on the lower spatial frequencies [19].

2.3 Fuzzy C-Means Clustering (FCM)

FCM is an effective clustering algorithm that is developed in
the 1970s by Dunn [21] and extended later by Bezdek [22]
and Bezdek et al. [23]. Among the fuzzy clustering methods,
FCM algorithm [24,25] is one of the most used image seg-
mentation method because it has efficient characteristics for
ambiguity.

Hard segmentation methods cannot maintain much infor-
mation, such as soft segmentation methods spatially FCM.
It has a serious limitation as does not incorporate any infor-
mation about spatial context, which causes it to be suspect
to noise and imaging artifacts. Fuzzy membership func-
tions are used for assigns pixels to each class in FCM. Let
X = {x1, x2, . . ., xN } denotes an image with N pixels to be
divided into c clusters [17]. The number of clusters is nor-
mally passed as an input parameter. Fuzzy partition of the
given data set is carried out through the minimization of the
objective function for a known number of clusters, subject
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Fig. 1 The categorization of the image fusion techniques [19]

to the constraints that the sum of the membership grades of
data in a cluster is 1. The FCM algorithm is based on the
minimization of the following objective function [25].

J (U, V ) =
c∑

i=1

n∑
k=1

U f
ikd

2
ik (8)

where c is the number of cluster centroids or data subsets;
n is the number of data points; m is the fuzzier value (1 for
hard clustering, and increasing for fuzzy clustering); dik =
‖xk − vi‖2 is the Euclidean distance; xk are the kth data
points;vi is the centroid of the i th cluster. U is the fuzzy
partition matrix and V is the matrix of centroids of clusters.
Uik is the fuzzymembership value of pixel k in cluster i . This
membership value satisfies the following constraints [24]:

0 ≤ Uik ≤ 1, for 1 ≤ i ≤ c, 1 ≤ k ≤ n,

0 <

n∑
k=1

Uik < n, for 1 ≤ i ≤ c,

c∑
i=1

Uik = 1, for 1 ≤ k ≤ n.

vi =
n∑

k=1

(uik)
f xk

/ n∑
k=1

(uik)
f (9)

uik =
⎛
⎝ c∑

j=1

(
dik
d jk

)2/( f −1)
⎞
⎠

−1

(10)

The termination criterion is as follows ‖U (t+1)
ik −U (t)

ik < ε

where ‖.‖ is the Euclidean norm and ε is a small number that
can be set during the initialization process.

3 Related Work

Many researchers had exerted much effort to improve FCM
algorithm performance for image segmentation. For exam-
ple, Mostfa and Tolba [16] proposed an algorithm for
segmenting a medical image by using a wavelet multi-
resolution with EM algorithm, which is known as WMEM
technique. In the first stage, they used Haar transform to
detect spatial correlation between pixels with length 2. The
second stage passed the original image and the two scaled
version images generating form 2D Haar wavelet transform
toEMalgorithm tomake segmentation separately. Then, they
produced three segmented images each of them has weighted
or thresholding value. Each pixel in the image is classified
depending on these three segmented images.

Khalifa et al. [26] developed a system for segmenting
MRI brain image based on wavelet and FCM (WFCM) algo-
rithm. Their algorithm is robust and efficient approach to
segmenting noisy medical images. Their proposed technique
has two main stages: feature extraction and clustering. Fea-
ture extraction process is creating by using multi-level 2D
wavelet decomposition features. Feature extraction from the
wavelet decomposition is supplied to FCM for clustering.
The images that obtain from the previous stage are segmented
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into three classes (WM, GM, and CSF) which are the brain
tissue.

Bandhyopadhyay and Paul [27] proposed an efficient and
fast way for diagnosis of the brain tumor. Their system
consists of multiple phases. The first phase consists of regis-
tration ofmore thanMR images of the brain taken on adjacent
layers of the brain. In the second phase, they make a fusion
between registered images to obtain a high-quality image
for the segmentation. Finally, segmentation is performed by
using improved k-means algorithm with dual-localization
methodology.

Abdel Maksoud et al. [5] developed a medical image seg-
mentation system based on hybrid clustering techniques to
provide an accurate detection of brain tumor with minimal
execution time. The clustering can be doing based on the
integration between k-means and FCM or k-means and par-
ticle swarm optimization. In these systems, the main goal
is to detect the brain tumor accurately in short execution
time. They put into account the accuracy and minimum exe-
cution time in each stage. In the preprocessing stage, they
applied the median filter to enhance the whole image quality
and to remove the skull from the processed image. Both the
processing time and the used amount of memory is reduced
by this stage. In segmentation stage, all advantages of k-
means, FCM, and particle swarm optimization are preserved,
while their main troubles have been solved by the proposed
integration techniques. A clear brain tumor clustering is pre-
sented by applying the thresholding. Finally, the level set
stage is applied to give the contoured tumor area on the orig-
inal image.

Parvathi [28] proposed a new segmentation algorithm for
high-resolution remote sensing images, which can also be
applied to medical and nonmedical images. They used a
biorthogonal wavelet decomposition to describe a remote
sensing image inmultiple resolutions.A suitable resolution is
chosen. The gradient image is estimated (or computed) by the
simple grayscale morphology. To avoid over-segmentation,
they have imposed the selective minima (regional minima of
the image) on the gradient image. Thewatershed transform is
applied, and the segmentation result is projected to a higher
resolution, using the inverse wavelet transform until the full
resolution of the segmented image is obtained.

Arakeri [29] proposed approach provides an efficient seg-
mentation of brain tumor on MR images by using wavelet
and modified FCM clustering. In the first phase, the image
is decomposed by applying wavelet transform and in the
next phase modified FCM algorithm is used to segment the
approximate image in the highest wavelet level. Restrain-
ing noise and reducing the computational complexity of
the process are performed by operating on a low-resolution
image. Then the low-resolution segmented image is projected
on to the full-resolution image by taking inverse wavelet
transform.

Javed et al. [30] proposed a system comprising of two
major phases, which involved a multi-resolution-based tech-
nique for noise removal and k-means technique for segmen-
tation. Uncertainty and ambiguity are primary major issues
of noise corrupted images and can lead to false segmen-
tation. Therefore, multi-resolution-based noise removal is
performedon the input image as a preprocessing step and then
k-means-based technique is applied to the noise-free image
to segment different objects present in image data automati-
cally.

In this paper, the proposed system focus on improving
the accuracy of medical image segmentation. Our system
decreases the noise of MRI brain image, and a good-
segmented image can be obtained without any misclassi-
fication. We present multi-resolution wavelet image fused
by a morphological pyramid with FCM clustering. First, we
use wavelet to utilize the spatial correlation between pixels.
Second, we make a fusion between the original image and
multi-resolution images or scaled version images to deter-
mine the noise pixel. We pass images to FCM to make
segmentation to each of them. Finally, we compare FCM
and KFCM with the proposed method.

4 The Proposed Segmentation System

In this section, we will discuss our proposed MRI brain
tumor segmentation system that is called WMMFCM. The
WMMFCM stand for wavelet multi-resolution (WM), mor-
phological pyramid fusion (M), and fuzzyC-mean clustering
(FCM) segmentation system. The proposed system intro-
duces a new multi-resolution wavelet image fused by a
morphological pyramid with FCM clustering technique. It
is used to enhance the accuracy of the segmentation process.
Soft segmentation methods, such as FCM, can keep much
more information, but it cannot incorporate any information
about spatial context. Therefore, we use discrete wavelet to
solve this drawback of FCM [16,26].

As shown in Fig. 2, the proposed system consists of three
major stages. The first stage is developed to create multi-
resolution or multi-level 2D wavelet decomposition. In the
second stage, we pass the three resulting images to the mor-
phological pyramid to make a fusion between the original
image and the two multi-resolution 2D Haar wavelet level.
We create a fusion between the original image and the first-
level image from DWT and although between the original
image and the second-level 2D Haar wavelet transform. We
get two new images in addition to the original image. In the
last stage, we pass these three images to FCM clustering to
make segmentation as shown in Fig. 5. In the sequent subsec-
tions, we will speak about the stages of our proposed system
in more detail.
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Fig. 2 The block diagram of the proposed WMMFCM System

4.1 Haar Wavelet Transform Stage

Multi-resolution analysis has been successfully used in
image processing specially with image segmentation [31]. In
this stage, we take the skull striped image as an input to 2D
Haar discrete wavelet transform to apply multi-resolution to
get the wavelet decomposition. Haar wavelet is applied to the
image and performs a two-level wavelet transform. We get
two outputs: low pass (approximation component) and high
pass (detailed components). Then, we use the approxima-
tion component by taking inverse discrete wavelet transform
(IDWT) to get the multi-resolution images [16]. The result
of this stage is two multi-resolution images named with L1

as level 1, and L2 as level 2, as shown in Fig. 3.

4.2 Morphological Pyramid Fusion Stage

Morphological Pyramid Fusion works as the follows. First,
considering a pair of input images. Second, the level of fusion
of a pair of the input images of decomposition and recom-
position should be determined. Third, in the decomposition,
the input images are filtered at two levels, known as, open
filtering and closed filtering. Fourth, the pair of images is dec-
imated. Finally, the recomposition of the final fused image is
obtained [32].

In this stage, we use the morphological pyramid to make
a fusion between resulting images. We make fusion between
the original image and the first-level image from 2D DWT
and also between the original image and the second-level
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Fig. 3 The block diagram of the Haar and wavelet transform stage

2D Haar wavelet transform to get two new images in addi-
tion to the original image. In other words, the fusion process
is performed between two pairs of images. The first pair is
the original image (I0) and the first-level image from 2D
DWT (L1). The second pair is the original image (I0) and the

second-level image from 2D DWT (L2), as shown in Fig. 4.
The level of the fusion (decomposition and recomposition)
is decided to be level 1. The images are decimated to half the
size, and the decomposition steps are iterated “Level” number
of times. Both the decomposition part and the recomposition
part are iteratively executed a “level” number of times. A
morphological pyramid is obtained by performing filters to
the image. The filter is usually for noise removal and image
smoothing. It is similar to the effect of a low-pass filter, but
it does not alter shapes and locations of objects in the image.
The final fused image is obtained by making decimatation
process between each of two pairs of images that are manip-
ulated as one of the following, to produce final matrix by
select maximum between pairs of images [32].

(a) Average between (I0 & L1) and (I0 & L2).
(b) Select maximum in between (I0 & L1) and (I0 & L2).
(c) Select minimum between (I0 & L1) and (I0 & L2).

In Haar wavelet transform, there is no need to increase
the decomposition levels number because it may result in
an overlap of neighboring features of the lower band signals.
Hence, inmorphological pyramid there is no need to increase
the decomposition levels number because it does not produce
good results.Although,we select themaximum in the process
of decimated for image fusion to improve the sharpness.

4.3 FCM Stage

In this stage, we use FCMclustering [24] to segment the three
resulting images from the previous stage. After we segment
the three images, we passed the result of FCM clustering to
the four conditions that control the final segmented image as
shown in Fig. 5.

Fig. 4 The block diagram of the morphological pyramid stage
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Fig. 5 The flowchart of the FCM technique

The image I0, its child A1, and grandchild A2 pass through
morphological pyramid fusion. We make a fusion between
I0, L1, and L2. Then, they are passed through FCM algo-
rithm for segmentation, which is used to segment each image
independent from the others. This step gives three segmented
images. In other words, it gives us three classificationmetrics
C0, C1, andC2. These three classificationmetrics reclassifies
each pixel in the image I0. Three points make the classifica-
tion decision in the final segmented image. The three points
are the choice of C that used to compute final segmented
image as following:

1. ifC0 (x, y) = C1
(
x ′, y′) = C2

(
x ′′, y′′) All the three

pixel in C0, C1, C2 belong to same class then C (x, y)
= C0 (x, y)

2. if C1
(
x ′, y′) = C2

(
x ′′, y′′) 	= C0 (x, y) then C (x, y)

= C1
(
x ′, y′)

3. if C0 (x, y) = C1
(
x ′, y′) 	= C2

(
x ′′, y′′) or i f

C0 (x, y) = C2
(
x ′′, y′′) 	= C1

(
x ′, y′) then C (x, y)

= C0 (x, y)

4. if C0 (x, y) 	= C1
(
x ′, y′) 	= C2

(
x ′′, y′′) then

C (x, y) = C0 (x, y) where
(
x ′, y′) is the child, (x ′′, y′′)

is grandchild of (x, y)

5 Experimental Results and Discussion

5.1 Dataset Description

In order to check the performance of our proposed image seg-
mentation approach, the proposed algorithm is implemented
in MATLAB R2011a on a Core(TM) 2 Due 2GHz proces-
sor and 4GB RAM. We used two benchmark datasets. The
first is the Brain Web [33] database (DS1). It contains simu-
lated brain MRI data based on normal and multiple sclerosis
(MS). For both of these models, full three-dimensional data
volumes have been simulated using three sequences [T1-,
T2-, and proton-density- (PD-) weighted] and a variety of
slice thicknesses, noise levels, and levels of intensity non-
uniformity. It is T1 modality, 1-mm slice thickness, 3%
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Gaussian noises (calculated due to the brightest tissue) and
20% intensity non-uniformity (RF). This dataset consists
of 152 images. The second dataset is BRATS [34] data-
base (DS2) from multimodal brain tumor segmentation. The
dataset consists of multi-contrast MRI scans of 30 glioma
patients (both low grade and high grade, and both with and
without resection) along with expert annotations for “active
tumor” and “edema.” For each patient, T1, T2, FLAIR, and
post-GadoliniumT1MRI images are available. This database
has ground-truth images to compare the results of ourmethod
with them. This dataset contains 81 images. These images
are obtained from Brain Web Database at the McConnell
Brain Imaging Centre of the Montreal Neurological Insti-
tute, McGill University.

5.2 Measuring Segmentation Performance

The performance of our proposed system is measured by
using the silhouette width, which measures the degree of
confidence in the clustering assignment of a particular obser-
vation. Good-clustered observations have values near 1, and
weakly clustered observations have values near −1. The sil-
houette width s(i) of the object i can be calculated by [35]:

s (i) = b (i) − a (i)

max {a (i) , b (i)} (11) (11)

where, a(i) is the average distance between the i th data and
all other data in the same cluster, and b(i) is the smallest
average distance between the i th data and all other data of
other clusters [35]. The obtained silhouette accuracy of each
method is listed in Table 6, 7, and 8.

A number of similarity coefficients are used to specify
how well a given segment A matches a reference segment B,
where A and B are sets of segmented pixels. The binary seg-
mentation of the segmented image was compared with the
reference image by calculating the number of correctly clas-
sified and misclassified voxel. The agreement of the binary
segmentation with the reference was indicated by the follow-
ing measures [36]:

1. Similarity index (SI) is a measure for the correctly clas-
sified voxel relative to the total area in both the reference
and the area of the segmented image [36].

SI = 2 (Ref ∩ Seg)

Ref + Seg
× 100 (12)

2. Correctly estimated percentage is a measure the area that
is correctly classified voxel (overlap) relative to the area
of the reference image [36].

PCE = Ref ∩ Seg

Ref
× 100 (13)

To test the effectiveness of the proposed method, we
implemented and tested it by using two well-known brain
datasets [33,34]. We use T1-weighted MRI for brain image
that corrupted by noise. We used BET, which is freely
available in the FMRIB FSL Software Library for skull
stripping free software [37]. We implemented k-means, EM,
FCM, KFCM, and our proposed method to make a compar-
ison between them. The results showed that our proposed
method superior to the other four tested algorithms. We seg-
mented the image to three classes WM, GM, and CSF, as
shown in Table 2. First, we made the skull stripping of the
brain image by using BET. Second, we applied 2D multi-
level to skull stripping image. Third, the fusion process was
applied to images. Finally, different techniques were used
with the proposed method for segmentation of theMRI brain
images.

We can observe that the proposed method is more accu-
rate than other tested techniques. There are two versions
of KFCM: KFCM_S1 and KFCM_S2. We use KFCM_S2
which take median of the neighbors within the window
aroundx j . We use KFCM_S2 because it is more robust to
the noise rather than using KFCM_S1 which take mean of
the neighbors within the window aroundx j . The parameter
for KFCM_S2 α = 2 and σ = 50 since σ is presented as a
dispersion. Tables 1 and 2 describes each step of the proposed
system for the two data sets. From Table 3, we can observe
that the EM takes longer time than KM, but equal in accuracy
as described in Tables 6, 7, and 8. In Table 3, it is noted that
the KFCM takes long time but it is superior to the FCM in
accuracy as shown in Tables 6, 7, and 8. In Tables 4 and 5, we
use different level of noisy image for the two datasets. The
proposed system is a good for dealing with noise as observed
in Table 6. In Tables 6, 7, and 8, the performance is measured
for each used technique.

6 Conclusion

Generally, medical images contain unknown noise. There-
fore, it is hard to achieve acceptable performance for seg-
mentation. Traditional FCM is one of the most used methods
for medical image segmentation. It is not appropriate for
dealing with noisy images because it is an intensity-based
clustering algorithm. Although there were many extensions
developed based on FCM, they cannot overcome the prob-
lem in a satisfiedway. Therefore, an efficientmulti-resolution
MRI brain image segmentation technique is proposed, which
is based on the morphological pyramid and FCM clustering.
First, we used discrete wavelet to solve the drawbacks of
FCM. Second, we used the morphological pyramid to detect
spatially relevant information from the medical images. The
results of cluster techniques are validated by using silhouette
accuracy index, similarity index, and correctly estimated per-
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Table 1 The first two stages of the proposed system by using WMMFCM applied on two benchmark data sets
D

at
a 

Se
t original BET

Multi-resolution Morphological Pyramid

DWTL1                           DWTL2 Fused1                     Fused2                              

D
S1

D
S2

Table 2 The final stages of the proposed system by using WMMFCM applied on two benchmark data sets

WMMFCM

WM GM CSF

D
S1

Truth/normal

D
S1

se
t

D
S2

Table 3 The comparison between KM and EM, FCM, and KFCM_ S2 clustering algorithms

KM Time EM Time FCM Time KFCM_S2 Time

1S
D

1.533303s

1.815886s

4.684700s

7.159113s

10.657680
s

11.47670 
s

11.6542107
s

14.326300s2S
D
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Table 4 Our proposed system
(WMMFCM) for segment with
3% level of Gaussian noise

D
at

as
et

Image 1
3% Noise 
20% bias

Image 1 WMMFCM

White matter               Gray matter             CSF

D
S1

 
D

S2

Table 5 Our proposed system
(WMMFCM) for segment with
5% level of Gaussian noise

D
at

as
et Image 2

5% Noise 20% 
bias

Image 2 WMMFCM

White matter        Gray matter             CSF

D
S1

 
D

S2
 

centage. The proposed method is implemented and tested on
a well-known two brain datasets. We used T1-weighted MRI
for brain image that corrupted with noise. Results showed
that the proposed method superior to KM, EM, FCM, and
KFCM_S2. Image segmented into four classes WM, GM,
CSF, and background.

In future, there are several ways to improve the overall
segmentation performance. Noise is the challenging prob-
lem so that we work on this side to decrease noise or delete

completely from the image. To decrease the noise of MR
images, we will use different modalities or type of medical
image of brain image such as CT andMRI with the proposed
system. First, we usewavelet to get more than one level of the
image. Second, we make a fusion between same levels from
a different type of image. For example, we take the first-level
DWT from MRI with the first-level DWT from CT and then
fused them. Then, we will produce more than one image in
addition to the original image.
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Table 6 The comparison between KM, EM, FCM, KFCM, and our proposed system (WMMFCM) for dataset 1

Clustering techniques
for DS1

Performance measure

SI Silhouette
value

Accuracy
(%)

Time (s) PCE

CSF WM GM CSF WM GM

k-Means 91.87 89.120 90.005 0.9045 90.45 1.533303 90.001 90.612 89.65

EM 91.66 89.162 90.5 0.9050 90.50 4.684700 90.034 90.743 89.721

FCM 94.03 90.943 93.120 0.9567 95.67 10.657680 90.2021 88.654 92.98

KFCM_S2 95.01 90.012 92.03 0.9590 95.90 11.654210 93.87 91.5 94

WMMFCM 97.5 92.5 94 0.9705 97.05 11.83561 97.065 93.632 96

Table 7 The comparison between KM, EM, FCM, KFCM, and our proposed system (WMMFCM) for dataset 2

Clustering techniques
for DS2

Performance measure

SI Silhouette
value

Accuracy
(%)

Time (s) PCE

CSF WM GM CSF WM GM

k-Means 89.513 87.091 89.12 0.88503 88.503 1.815886 90.5 89.46 88.4

EM 89.520 87.067 89.12 0.88503 88.503 7.159113 90.5 89.46 88.04

FCM 94.42 89.23 93.120 0.9248 92.48 11.47670 89.656 90 91.6

KFCM_S2 94.765 89.67 91.05 0.9375 93.75 14.326300 93.5 92.3 93

WMMFCM 96.05 91.74 94.21 0.95853 95.853 13.03145 96.934 94 95.115

Table 8 The comparison
between KM, EM, FCM,
KFCM, and our proposed
system (WMMFCM) for data
set1 with different level of
Gaussian noise

Clustering techniques
for DS1

Performance measure for Image1
3% Noise 20% bias

Performance measure for Image2
5% Noise 20% bias

Silhouette value Accuracy (%) Silhouette value Accuracy (%)

k-Means 0.8476 84.76 0.7823 78.23

EM 0.8490 84.90 0.7823 78.23

FCM 0.8856 88.56 0.83 83

KFCM_S2 0.90 90 0.8756 87.56

WMMFCM 0.9303 93.03 0.915 91.5
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