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Abstract IEEE 802.16e is a broadband wireless access
technology that provides high-speed data transmission whilst
offering Quality of Service (QoS). To preserve the network
QoS, the IEEE 802.16e Medium Access Control (MAC)
layer of IEEE 802.16e classifies and categorizes data into dif-
ferent service types according to the requirements of the con-
nections QoS. However, intra-class bandwidth assignment
within the same service class in the IEEE 802.16e bandwidth
request and granting process is a challenging issue because all
the service flows have the same QoS parameters. Thus, QoS
parameters could not be considered as factors in resource dis-
tribution. This paper proposes a new bandwidth assignment
policy for the real-time polling service (rtPS) class for IEEE
802.16e networks, with the aim of resolving the intra-class
issue during the bandwidth request and granting process. The
proposed solution conforms to the IEEE 802.16 standard and
it could easily be integrated into a QoS control module of
the MAC common layer at a base station (BS). Extensive
simulations were carried out using the Qualnet network sim-

K. Wee (B)
Faculty of Information Science and Technology,
Multimedia University, Jalan Ayer Keroh Lama, Bukit Beruang,
75450 Melaka, Malaysia
e-mail: wee.kuok.kwee@mmu.edu.my

R. Mardeni · S. W. Tan
Faculty of Engineering, Multimedia University, Persiaran
Multimedia, 63100 Cyberjaya Selangor, Malaysia
e-mail: mardeni.roslee@mmu.edu.my

S. W. Tan
e-mail: swtan@mmu.edu.my

S. W. Lee
Faculty of Engineering and Science, Universiti Tunku Abdul Rahman,
Kuala Lumpur Campus, Jalan Genting Kelang, 53300 Kuala Lumpur,
Malaysia
e-mail: leeszewei@utar.edu.my

ulator on performance metrics like end-to-end delay, jitter
and throughput. The results showed that the proposed solu-
tion improves the end-to-end delay and jitter for rtPS traffic
compared with strict priority + first-come first-served policy,
which is typically used by many other researchers.

Keywords Broadband wireless access networks ·
Bandwidth control · IEEE 802.16 · Quality of service

1 Introduction

The IEEE 802.16 standard is classified as a wireless standard
for Metropolitan Area Networks. It is designed for back-
haul or last miles wireless broadband access. IEEE 802.16
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Table 1 QoS requirements

QoS UGS rtPS nrtPS BE

Minimum reserved traffic rate • • •
Maximum sustained traffic rate • • • •
Maximum latency • •
Tolerated jitter •

provides an alternative network access to end users where
some other broadband access methods are not available or are
too expensive to be deployed. In addition to its high-speed
data rate, the Quality of Service (QoS) provisioning in IEEE
802.16 networks has satisfied a variety of contemporary user
application requirements, such as: voice over IP (VoIP), video
conferencing, video on demand, online gaming, web 2.0 ser-
vices, cloud computing, e-payment and online banking.

To support diverse multimedia applications over the net-
work, four types of service class have been defined for fixed
wireless access by the IEEE 802.16 standard [1], which are:
unsolicited grant service (UGS), real-time polling service
(rtPS), non-real-time polling service (nrtPS), and best effort
(BE) service. UGS supports real-time flows that transport
fixed-size data packets on a periodic basis, such as T1/E1 and
VoIP. rtPS meets the flow’s real-time needs by transporting
variable size data packets on a periodic basis, such as Mov-
ing Picture Experts Group video. Non-real-time applications,
such as File Transfer Protocol, are categorized as nrtPS traf-
fic, for traffic that requires variable size, bandwidth-intensive
file transfer. Lastly, traffic with no stringent QoS require-
ments is grouped under BE, for instance, web applications
and email. The QoS requirements for each service class are
defined in Table 1.

Based on the QoS information of the service classes,
schedulers at both the base station (BS) and subscriber sta-
tion (SS) determine the amount of resources to be assigned
for every active flow. However, the IEEE 802.16 standard
states that both the downlink (DL) and uplink (UL) sched-
uler implementations are left to the vendors. Scheduling in
the DL direction and at the SS is less complex because infor-
mation about the status of the queue is locally available [2].
In contrast, it is much more challenging to schedule the UL
traffic, where the BS has to allocate the available bandwidth
based on requests to cater for the needs of each SS or con-
nection. Much research has been undertaken on scheduling
techniques with various network scenarios and combinations
of service classes. However, the study of resource distribution
within the same service class has not been widely discussed.

In this study, we propose a scheduling algorithm to address
this fundamental issue by defining the mechanism for band-
width allocation operations performed at the BS. The algo-
rithm involved focuses on the UL direction, which is more
complex and non-deterministic. The proposed algorithm is

capable of improving the end-to-end delay and jitter with
minimal information from the SS. Generally, the contribu-
tions of this work can be summarized as below:

1. Less attention in studying the bandwidth request and
granting process that focuses on handling greedy band-
width requests among the same service class. For exam-
ple, some greedy rtPS flows are capable of occupying all
the available bandwidth and thus, causing high latency
to other rtPS flows. This threatens the individual service
flow QoS provisioning. In addition to analyzing this prob-
lem, this work proposes a preventive solution to counter
and regulate it.

2. Bandwidth allocations are not distributed fairly among
flows within the same service class. At the BS, accumu-
lated bandwidth requests from SSs are kept in a queue
and they are naturally served according to the first-come
first-served (FCFS) basis. Thus, bandwidth requests at the
back of the queue may encounter starvation if the avail-
able bandwidth is fully given to a bandwidth request at the
front of the queue, even though its request may be criti-
cal. To overcome this challenge, we propose a scheduling
algorithm to redistribute the bandwidth resources propor-
tionately.

The rest of this paper is organized as follows. Section 2
presents some related research works. Section 3 covers QoS
in IEEE 802.16 with three subsections on the overview of the
MAC common sublayer specifications in the standard, the
challenges faced in designing an efficient bandwidth control
at the BS, and our proposed scheduling algorithm (TBA),
respectively. Simulation experiments and results observed
are discussed in Sects. 4, and 5 concludes the study.

2 Related Research Works

Many research contributions on the design and analysis of
the IEEE 802.16 system have been done. Among these con-
tributions, an adaptive queue-aware UL bandwidth alloca-
tion and rate control mechanism in an SS for polling service
in IEEE 802.16 broadband wireless networks has been pro-
posed [3]. It assumes fixed bandwidth allocations for each
SS and eliminates the bandwidth request on a per connection
basis. The paper focuses on the scheduling at the SS only.
In contrast with that idea was a study on dynamic band-
width allocation for both the UL and DL [4]. Deficit round
robin (DRR) as the DL scheduler at the BS and weighted
round robin (WRR) as the UL scheduler at the SS were pro-
posed by Cicconetti et al. [4]. However, DRR and WRR are
unable to be applied because there is no means by which to
distinguish the difference between the traffic from the same
service class. A bandwidth request mechanism was studied
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[5,6]. In [5], a minimum constant amount of contention slots
is reserved in each UL sub-frame. It also proposes a static
allocation of periodic unicast polls of each connection equal
to the Service Data Units inter-arrival time for rtPS traffic,
while for the nrtPS connections, the unicast polls happen
every 500 ms. Region-Full and Region-Focused (contention
based) bandwidth requests were studied by factoring in the
impacts of access parameters, available bandwidth and sub-
channelization [6]. The authors found that the bandwidth
efficiency of Region-Focused is 60 % higher than that of
Region-Full when sub-channelization is inactive.

Chen et al. [7] proposed two layers of scheduling archi-
tecture. The first layer consists of deficit Fair Priority Queue,
which inherits the deficit weighted round robin (DWRR)
proposed by Shreedhar and Varghese [8]. The second layer
ties rtPS connections with the earliest deadline first (EDF),
nrtPS connections with weighted fair queuing (WFQ), and
BE connections with round robin. Meanwhile, in [9], the
rtPS/extended real-time polling service (ertPS) traffic is char-
acterized by three parameters: the sustained traffic, maximum
burstiness of the source, and the maximum delay/latency.
Connection admission is only open when the maximum
latency constraint can be honored for every packet it gen-
erates.

To extend Proportional Fairness scheduling to real-time
traffic, an Adaptive Proportional Fairness scheduling was
introduced [10]. The scheduling scheme is based on a Grant
per Type-of-Service basis, meaning that the delay constraints
for each queue are different for UGS, rtPS, and nrtPS. This
scheduler is also integrated with a time-slot allocation mod-
ule with preference metrics. Each queue is tracked by its
exponential moving average and referred to a preference met-
ric. The queue with the maximum preference metric will be
selected for transmission. When the capacity of the current
slot is larger than the data in the served queue, data in the BE
queue that belong to the same SS, can be transmitted using
the remaining capacity. Once all the PSs in the current frame
are exhausted, the remaining queues that have not yet been
processed must be served later [10].

A QoS-based bandwidth allocation scheme to enforce
QoS provisioning in IEEE 802.16 networks was proposed
[11]. It consists of two tiers of scheduling: intra-class
scheduling in tier-1 and inter-class scheduling in tier-2. UGS,
rtPS/ertPS, nrtPS, and BE are scheduled by EDF, WFQ, RR
and FIFO, respectively. Dynamic bandwidth allocation in
tier-2 adjusts the resource allocation based on traffic behav-
ior (traffic arrival rate) and network conditions (network fair-
ness and utilization). Meanwhile, Bai et al. [12] studied the
UL bandwidth request generation module at the SS and the
resource management module at the BS. The construction
of bandwidth request for each service class consists of guar-
anteed and non-guaranteed requests. All requests are cate-
gorized into three service classes instead of on a per con-

nection basis. At the BS site, bandwidth allocation is based
on a strict policy + FCFS scheduler where requests from
rtPS will be served, follows by nrtPS and BE if there are
available resources. Although the author has considered the
physical condition of the network when assigning the band-
width, the problem of bandwidth starvation within the same
service class still persists and remains unresolved.

3 QoS in IEEE 802.16

3.1 IEEE 802.16 MAC Layer

As described in the standard [1,13], the PHY-layer may oper-
ate within the 2–11 GHz band in IEEE 802.16; it is designed
to use only one common MAC layer. The MAC layer of
IEEE 802.16 consists of three sublayers: the convergence
sublayer (CS), the common part sublayer (CPS), and the
security sublayer. CS performs the transforming or map-
ping of packets received through the service access point.

Table 2 UL request scheduling rules

UL request/grant UGS rtPS nrtPS BE

PiggyBack request • • •
Bandwidth stealing • • •
Polling • • •
Contention based • •

Fig. 1 Bandwidth request serving different classes at the BS
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Fig. 2 Architecture of the TBA
scheduling technique

The security sublayer provides assurance in data privacy,
authentication, or confidentiality. It also resides at the BS to
protect against unauthorized access across the IEEE 802.16
network. In other contexts, CPS is a core functionality of
system access, bandwidth allocation, and connection main-
tenance and establishment.

In point-to-multipoint (PMP) mode, the BS resides at the
center with a sectorized antenna that is capable of handling
simultaneously multiple independent sectors. The BS has full
control in the bandwidth resource management, connection
maintenance or establishment, and other functionalities that
are handled by its CPS layer. DL is the data flow transmission
from the BS to all of its SSs, while UL refers to the flows from
the SSs to the BS. During the DL period, the BS broadcasts
a protocol data unit (PDU) to all SSs within the PMP, while
each SS is listening to that portion of the DL sub-frame. The
SS checks the connection identifiers (CIDs) in the received
PDUs and retains only those PDUs addressed to them [13].
On the other hand, the SS shares the UL to the BS on a
demand basis. Depending on the class of service utilized, the
SS may be issued continuing rights to transmit, or the right to
transmit may be granted by the BS after receipt of a request
from the user [13].

The UL process to grant the rights for the SS to trans-
mit is more complex than for the DL. All SSs with active
service flows will have to request bandwidth from the BS
before any data can be transmitted. The BS will then collect
all the bandwidth requests and decide on the allocation of
bandwidth to each service flow for the next cycle. However,
UL request/grant scheduling is performed by the BS in PMP
to provide bandwidth for UL transmissions or opportunities
to request bandwidth. The mechanisms applied for different
service classes are listed in Table 2, except for UGS where
bandwidth is granted without any request.

Table 3 CIDs and QoS parameters

Subscriber station CID

RTPS (uplink)

SS 1 201 202

SS 2 203 204

SS 3 205 206

SS 4 207 208

SS 5 209 210

SS 6 211 212

SS 7 213 214

SS 8 215 216

SS 9 217 218

SS 10 219 220

Incoming traffic load (Mbps) 0.8 1.2

Maximum sustained rate (Mbps) 1.0

Minimum reserved rate (Mbps) 0.5

Maximum latency (ms) 5

Table 4 IEEE 802.16 system profile

Channel bandwidth 20 MHz

Sampling factor 8/7

FFT size 2,048

Cyclic prefix 1/8

Fame duration 10 ms

Downlink to uplink ratio 1:1

Modulation scheme 16 QAM, 64 QAM

UCD/DCD broadcast interval 5 s

TTG/RTG 10 µs

Transmission scheme TDD
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Fig. 3 Total end-to-end
throughput

3.2 Challenges for an Efficient Centralized Bandwidth
Control Design

The efficiency of a centralized bandwidth control can become
enhanced if greater information exchange occurs between
the BS and all of its SSs in PMP mode. The more man-
agement information is exchanged, the more precise is the
resource management at the BS. However, this is not practi-
cal in communication networks, because the frequent system
information exchange will consume bandwidth and subse-
quently reduce network throughput. Therefore, we maintain
the minimum management data exchange, as defined in the
standard, without burdening the network. With just mini-
mum existing management data, the BS has to decide on the
assignment of resources, particularly of bandwidth for the
UL.

The SS will demand UL bandwidth through the four
scheduling rules, as stated in Table 2. The request for band-
width will be sent to the BS for processing. All the bandwidth
requests are stored in a FIFO queue once received by the
BS. Although many scheduling algorithms have been pro-
posed to handle the different service classes (rtPS, nrtPS,
and BE), there has been little study on the handling of band-
width requests with the same priority in a service class. Our
focus is on the bandwidth allocation scheme for service flows
within the same service class. We observed and understood
the importance of the BS being able to manage the band-
width allocation within the same service class, instead of
inter-class in the bandwidth request and granting process.
Intra-class bandwidth assignment or bandwidth allocation
within the same service class is a challenging issue com-
pared with inter-class scheduling, where the service class
QoS parameters are taken as one of the factors in decision
making. However, for intra-class, all the service flows will
have the same QoS parameters once they are mapped to

a service class in IEEE 802.16. Thus, the QoS parameters
could not be considered as the only factors for an intra-class
scheduling. Proposals like WRR, DRR, DWRR, EDF, and
WFQ [4,7,8] and other time-based scheduling algorithms
[9,10] are not suitable to be used in the bandwidth request
and granting process, because there is no difference in the
QoS requirement (same QoS parameter for the same service
class in the bandwidth request and granting process) and time
information (bandwidth request message only contains CID
and bandwidth request amount). However, it has been pro-
posed that a bandwidth request module at the SS partition
the bandwidth request into a bandwidth guaranteed part and
non-bandwidth guaranteed part [12]. The authors claim that
this approach will assist the BS in bandwidth management
and that it shows better performance, but it is only for inter-
class. The problems of handling the bandwidth within the
same service class remain. The BS still faces the need to
decide how allocated bandwidth for a service class is to be
distributed among the traffic flows within the service class.

Bandwidth requests in IEEE 802.16 are handled on an
FCFS basis for the same service class [12,14–16]. This gives
rise to the issue of all the available bandwidth being assigned
to one or two greedy service flows within the same service
class. As a result, other service flows suffer bandwidth star-
vation due to their low position in the bandwidth request
queue. In fact, some service flows might not be in critical
condition but they get bandwidth allocated just because their
bandwidth requests are queued ahead of others. The second
issue concerns bandwidth in a cycle, being assigned to some
service flows whilst other service flows get none. This occur-
rence will result in high latency and jitter for those service
flows not allocated any bandwidth. Hence, we suggest that a
portion of the bandwidth could be shared with other service
flows. Doing this will relieve bandwidth starvation of other
SSs in the network. Bandwidth starvation may not be critical
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Fig. 4 a Total end-to-end
throughput for SS 5 with
16-QAM. b Total end-to-end
throughput for SS 8 with
64-QAM

to non-real-time traffic, for example, nrtPS and BE, but it is
critical for the rtPS service class, which is very sensitive to
delay. Some level of bandwidth sharing and fair redistribu-
tion can potentially reduce the latency and jitter.

3.3 Proposed Two-level Bandwidth Allocation Scheduler
(TBA)

In an IEEE 802.16e network, all bandwidth requests (rtPS,
nrtPS, and BE) are kept in a FIFO queue categorized by its
own service class. Bandwidth requests with higher prece-
dence are processed first, followed by those of lower prece-
dence. The BS processes the bandwidth demands from rtPS,
followed by those of the nrtPS and BE, as illustrated in Fig. 1.

This strict policy implementation is to ensure that bandwidth
priority is given to the upper service class. Within a service
class, bandwidth requests are queued on an FCFS basis after
being received by the BS.

In this paper, we propose a framework with two levels of
scheduling. Initially, bandwidth requests are collected from
UL burst of each SS. The requests will then be processed by
a level-1 scheduler. After the level-1 scheduling, the allo-
cated bandwidth and requests information of each SS is
passed to a level-2 scheduler. The level-2 scheduler consists
of three major sub-modules: the Reserved BW Computa-
tion sub-module (RBWC), the Total Sharing BW (TSBW)
sub-module, and the Final BW Computation sub-module
(FBWC), as shown in Fig. 2. The RBWC is used to compute
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Fig. 5 Total average
end-to-end delay

the temporary reserved bandwidth of all connections, while
the TSBW computes the shared bandwidth for each con-
nection after the deduction of its temporary reserved band-
width. The FBWC redistributes the shared bandwidth to all
active connections with the condition that the newly allo-
cated bandwidth for an SS does not exceed its total band-
width request. More details of the process are discussed in the
following.

3.3.1 Level-1 Scheduler

The level-1 scheduler is intended to protect the precedence
of the types of service classes in the IEEE 802.16 standard.
Bandwidth demands from a service class are kept in a queue
and served on an FCFS basis in level-1. At this level, the BS
allocates the available bandwidth based only on the position
of the request in the queue. Bandwidth is given to the service
flow as demanded, but only if the request does not exceed
the remaining available bandwidth. This process continues
until all the available bandwidth has been allocated. The total
allocated bandwidth for the i th SS is recorded and presented
as InitBWi . The algorithm of level-1 scheduler is depicted in
Algorithm 1.

3.3.2 Level-2 Scheduler

The level-2 scheduler consists of three sub-modules: the
RBWC sub-module, the TSBW sub-module, and the FBWC
sub-module. The scheduler will first invoke the RBWC sub-
module, followed by the TSBW sub-module, and finally
the FBWC sub-module. The level-2 scheduler is intended
to redistribute the bandwidth assignment for each SS that
had been carried out by level-1. The degree of redistribution
depends upon several criteria. These criteria are discussed in
a later section. The level-2 scheduler is presented later, but
descriptions of each module are presented in the following
paragraph.

Reserved BW Computation Sub-Module (RBWC) The RBWC
sub-module is used to determine the amount of bandwidth to
be shared by individual service flows. The shared bandwidth
depends upon the total bandwidth demand, weight, and the
difference between initBWi that is obtained from level-1 and
the SS’s total bandwidth demand.

After completion of level-1 scheduling, the total band-
width demand of an i th SS, Di , and the total allocated band-
width for each SS are passed to the RBWC sub-module
in level-2. RBWC will compute the minimum amount of
reserved bandwidth, which depends upon three variables
(Difi , ωi and Di ), as in (1). Difi is proposed as one of the
variables (difference between initBWi and total bandwidth
demand) because the ratio of the bandwidth demand to the
initial bandwidth allocation of an SS is known. This gives
us information on the sufficiency/insufficiency of the band-
width allocation. We define that sufficiency occurs when the
bandwidth demand is less than double of the bandwidth allo-
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Fig. 6 a Total average
end-to-end delay for SS 5 with
16-QAM. b Total average
end-to-end delay for SS 10 with
64-QAM

cated. The reserved bandwidth of the i th SS is computed as
follows:

Reserved BWi = Max

⎧
⎨

⎩

(
Di fi
wi

)
+ (wi × Di )

(wi + 1)
, 0

⎫
⎬

⎭
(1)

where ωi is the weight, ranged from 1 to 5, and Difi denotes
the difference between InitBWi and Di . The value ωi is inde-
pendent for each SS and changes in every cycle. This ωi starts
from 1 and keeps increasing by 1 in every cycle providing that
there is at least one active bandwidth request received by the
BS. In general, more bandwidth is to be reserved if the value
of ωi is smaller. ωi is a component to safeguard against over

allocation. However, the scheduler also takes into considera-
tion any SS that is in critical condition, where the bandwidth
demand is more than double the bandwidth granted. In this
circumstance, it indicates that this SS needs a lot of band-
width and hence, its reserved BW remains unchanged as its
InitBWi .

3.3.2.1 Total Sharing BW sub-module (TSBW) After the
minimum reserved bandwidth for all the active SSs is com-
puted, the BS scheduler will compute the bandwidth that can
be shared. The TSBW sub-module will calculate the dif-
ference between the total allocated bandwidth for the SS
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Fig. 7 Total average
end-to-end jitter

(initBW from level-1) and the amount of reserved band-
width (Reserved BW). The TSBW sub-module is a simple
functional unit in which the amount of shared bandwidth
is accumulated. It is stored in a variable, named TSBW, as
described in (2). From (2), the total amount of sharing band-
width is identified. The value of TSBW is then passed to the
FBWC sub-module for the next process.

TSBW =
n∑

i=1

(I ni t BWi − Reserved BWi ) (2)

3.3.2.2 Final BW Computation sub-module (FBWC) With
Total Sharing BW received from TSBW, the shared band-
width is divided amongst each SS according to its number
of active service flows. At this point, we do not consider
the queue positions of the bandwidth requests, nor the ratio
between bandwidth demand and allocation. The amount of
extra bandwidth an SS will gain is highly dependent upon the
number of active bandwidth demands in that cycle. The more
bandwidth requests queued by an SS, the more ExtraBW it
will get. In other words, bandwidth is distributed to each SS
based on the percentage it occupies in the total number of
bandwidth requests received at the BS. Equation (3) illus-
trates the amount of extra bandwidth of an i th SS by consid-
ering its number of bandwidth requests. The final bandwidth
allocated to the i th SS after completion of TBA scheduling
is depicted in Eq. (4).

ExtraBWi =
∑n

i=1 (I ni t BWi − Reserved BWi )
∑

BW Request

×
∑

BW Requesti (3)

NewBWi = Reserved BWi + ExtraBWi (4)

4 Simulation Experiments

4.1 Simulation Model

In this section, we verify the effectiveness and performance
of our proposed scheme using the Qualnet simulation soft-
ware [17]. The network performance is tested for throughput,
latency and jitter, which are the important performance mea-
surements for real-time traffic. We take the assumptions that:

1. Only rtPS traffic exists. No other traffic is included in this
experiment because the focus of the proposed scheduler
is to evaluate its effectiveness for the same service class
or intra-class. Moreover, the TBA scheme is designed to
improve the latency of real-time service flows.

2. There is no service flow departure during the simulation
time.

A simulation experiment was carried out using the Qualnet
advanced wireless module. The simulation consists of one
BS and ten SSs, each with two rtPS items of UL traffic. The
incoming traffic is modeled with reference to [12]. For each
SS, there are two rtPS items of traffic with a network load of
1.2 and 0.8 Mpbs, respectively as in [12]. The CIDs and QoS
parameter settings of each connection are listed in Table 3.

To simulate wireless transmission with different reliabil-
ity and efficiency, two UL burst profiles, 16-QAM and 64-
QAM are applied in this simulation. SS 5 and SS 6 run in
16-QAM modulation while the rest operated in 64-QAM.
This configuration is to reflect a common network environ-
ment where different modulation schemes are adopted at one
BS. Moreover, the management packet is always transmit-
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Fig. 8 a Total average
end-to-end jitter for SS 5 with
16-QAM. b Total average
end-to-end jitter for SS 3 with
64-QAM

ted by Quadrature Phase Shift Keying for the best reliability
throughout the simulation. The simulation scenario is a typ-
ical PMP IEEE 802.16e network. The settings of the IEEE
802.16e system are as depicted in Table 4.

4.2 Simulation Results and Discussions

The total end-to-end throughput, end-to-end latency, and jit-
ter are compared between our proposed TBA scheduling and
a strict policy + FCFS scheduler used in [12,14–16]. We also
analyze the measurements for some connections for both the
16-QAM and 64-QAM modulation schemes. Each simula-

tion experiment runs for between 10 and 90 s, and the results
observed are discussed in the following.

With TBA scheduling, there is no trace showing constant
improvement in end-to-end throughput over the simulation
time, as illustrated in Fig. 3. Both schedulers showed that
their throughputs fluctuated between 15.4 and 15.6 Mbps
with a difference of only 0.2–0.6 % for simulation times of
20 s and above. A significant improvement in TBA schedul-
ing throughput is found for a simulation time of 10 s. It depicts
a 2.3 % throughput increment over the strict policy + FCFS
scheduler. From our observation, this happens because of
two reasons: first, the redistribution of bandwidth in TBA
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scheduling has assigned some bandwidth (in PS) from an SS
with a poorer network connection (16-QAM) to an SS with a
better connection at 64-QAM. This observation is supported
by Fig. 4a, in which we observed that our proposed TBA
scheme produced lower throughput than the strict policy +
FCFS scheduler did, in connections CID 209 and 210 of SS
5 (16-QAM). Meanwhile, from Fig. 4b, the connection with
CID 216 (SS 8, 64-QAM) associated with the TBA sched-
uler showed 183.933 kbps higher throughput compared with
the strict policy + FCFS scheduler for the simulation time of
10 s. Secondly, the network is not too congested and most
of the connections are not experiencing bandwidth starvation
during the first 10 s. Hence, the TBA has more room to redis-
tribute the bandwidth among the active connections. Overall,
TBA does not contribute a lot in the end-to-end throughput,
because it just re-assigns bandwidth fairly to prevent starva-
tion for a particular connection.

Latency is a significant measurement in real-time traffic
to deliver a quality presentation via a network. The latency
performance of the TBA scheme is presented in Fig. 5. With
the TBA scheduler, lower latency is achieved throughout the
simulation time. The TBA scheduler has an average 1.3 s of
improvement in total end-to-end delay for 90 s of simulation
time. The TBA scheduler has a significant difference of 4.2 s
or 19.76 % lower latency than the strict policy + FCFS sched-
uler for the simulation time of 10 s. This improvement can
be attributed to the same reasons as discussed above. How-
ever, the advantage of the TBA dropped from 1.5 to 0.47 s
across the simulation time from 20 to 90 s. In other words, it
shows an approximate 4.5–1 % improvement. On individual
connection performance, from Fig. 6a, b, the TBA approach
does have better readings than the strict policy + FCFS sched-
uler, both for the 16-QAM and 64-QAM modulation scheme.
Overall, the TBA has successfully deferred the occurrence of
high latency in an IEEE 802.16 network.

Jitter is the instantaneous difference between the desired
presentation times and the actual presentation times of a
streamed multimedia object. Although the IEEE 802.16 stan-
dard [13] does not consider jitter as a QoS parameter for rtPS
traffic, we decided to use it as one of the performance met-
rics, because live or streaming video which stringent in delay
and jitter is always mapped to rtPS service class in an IEEE
802.16 network. Therefore, we should not eliminate the per-
formance of jitter for rtPS. As in the outcome of the end-
to-end delay, we observed an improvement in the average
jitter using the TBA approach, as shown in Fig. 7. The TBA
enhanced the jitter performance by 676 µs or 0.67 % on aver-
age, for a 90-s simulation time. The TBA approach recorded
consistently lower jitter between 700 and 850 µs starting at
50 s. Therefore, we speculate that the improvement of aver-
age jitter would be within 700–850 µs (0.65–0.83 %), even
if the simulation time were extended. SS 5 (sample of 16-
QAM), Fig. 8a shows that the jitter may not always be better

when using the TBA approach, especially in the duration of
10–20 s. This is probably because of by large-scale redistrib-
ution of shared bandwidth in the beginning of the simulation
time when most connections are not starved. However, for
SS 3 (sample of 64-QAM) exhibits a better result in jitter
regardless of the traffic load in Fig. 8b.

5 Conclusion

In this paper, we addressed the challenges in the design of
a centralized bandwidth control; specifically the difficulties
in handling bandwidth requests from the same service class
in the bandwidth request and granting process. We then pro-
posed a new bandwidth control design, named TBA, which
is able to resolve the starvation issue within the rtPS service
class. Our TBA approach not only maintains the priority hier-
archy of service classes, but also assists in the fair allocation
of bandwidth for intra-class requests. Both average end-to-
end delay and jitter, which are important to rtPS service flow,
have been successfully improved with the implementation of
TBA. The simulation results also verified the expected per-
formance and we conclude that redistribution of bandwidth
based on our TBA approach could lead to better network
performance for real-time traffic.
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