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Abstract The lack of infrastructure and central authority (CA) makes MANET security a very challenging
mission. Fast and lightweight security solutions are required because of the mobility feature and resources
limitation of such network. Most recent work uses the identity-based encryption as a basic solution for
MANET security. However, the continuing usage of the bilinear pairing operations is costly and not suitable
for such environment. In this paper, we present DIDRSA, a new decentralized identity-based RSA authenti-
cation scheme for MANET. The number of bilinear pairing operations is reduced to (1 + ¢) operations. The
public keys are secured to provide a safe method for using RSA cryptography speeding techniques. We prove
that our scheme is secure against RSA attacks involved when using such speeding techniques. The scheme
performance has been tested using simulation scenarios under different routing protocols. We also highlight
the usage of this scheme for AODV routing protocol security as a future work.
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1 Introduction

Nowadays, mobile ad hoc network (MANET) has attracted many researchers due to its capabilities to be
installed on fly and without infrastructure requirements. These features make such networks suitable to be
used in many fields (military applications, business indoor applications, civilian outdoor applications, emer-
gency and wireless imaging applications [1]).

Implementing security in such networks is not as easy as in the networks with infrastructure because of
the mobility nature and the lack of infrastructure. The distributed authentication scheme has been deployed in
[2-5] where the authority is distributed on many nodes (servers) using threshold cryptography (TC). Other
works implemented RSA in MANET using threshold cryptography [6]. However, it is proved that using
RSA-based TC is unsuitable for the limited resources of the devices in MANET due to the high storage and
computational requirements [7].

The cluster-based authentication scheme has been proposed in [8] where a manager node (cluster head)
controls each group of nodes (cluster). However, this scheme is exposed to the single point of failure since all
the cluster nodes depend on one CH node. To increase the availability of the service, George et al. [9] proposed
a hierarchical certificate authority scheme. However, this scheme requires a lot of control messages and thus,
it is not suitable for MANET. Weimerskirch and Thonet [10] proposed a trust-based authentication scheme
to evaluate the nodes using friends’ recommendations and references. However, this scheme does not provide
data privacy as long as messages go through the shared wireless medium and can be seen by all the nodes in
the range. An Ad Hoc Trust (ATF) framework has been proposed to support Ad Hoc Distributed OCSP for
Trust (ADOPT) scheme and improve its performance and efficiency [11]. To create a trust chains between
nodes, a trust reference chain has been proposed in [12] where each element of the chain is the trust value of
a route hop.

Datta et al. [13] proposed an autonomous gossiping algorithm to propagate selective information. Selective
data are efficiently disseminated in the network using an epidemic mechanism and without the need for routing
information.

Most of the works mentioned above use the public key cryptography (PKC) as cryptography scheme. How-
ever, keys and certificates management is one of the difficulties faced when using the PKC [14]. Identity-based
encryptions (IBE) had been proposed as an alternative to the PKC. The idea is to use the identity information
(such as email address) as public key. As a result, there is no need for certificates implementation and then
this provides lightweight implementation for MANET.!

The different MANET IBE-based schemes can be listed briefly as following:

e Polynomial interpolation-based IBE [16]: in this scheme, the master private key is generated cooperatively
by the PKC nodes using threshold cryptography. Each PKG node participates in the private key generation
of the other nodes using its master private key share.

e Bilinear pairing-based IBE [17]: this scheme uses the bilinear pairing techniques. The service master key
is used to generate the nodes private keys where the Bilinear Diffie—Hellman Problem (BDHP) problem
is intractable.

e Identity-based threshold decryption scheme (IDTHDBM) [18]: this scheme uses bilinear pairings and
threshold cryptography concepts. It enables a group of nodes to cooperate with each other to decrypt an
encrypted message. At least r nodes from this group should be available to decrypt the message. To decrease
the number of pairing calculations, Kiltz and Galindo [19] proposed an identity-based key encapsulation
mechanism (IB-KEM) based on data-encapsulation mechanism (DEM).

e Trivariate polynomial-based IBE scheme [20]: this scheme is fully self-managed by the nodes. The decryp-
tion threshold (") is chosen by the sender at the time of encrypting.

However, these schemes require a lot of bilinear pairing operations. Such operations are considered costly for
the limited resources of MANET devices. Furthermore, such schemes require a lot of control messages which
cause overhead in the network.

In this paper, we present DIDRSA, a new lightweight authentication scheme for MANET. The public keys
are secured using pairing techniques. The purpose of securing the public keys is to apply the RSA speed-
ing techniques without making the system vulnerable to RSA attacks [21]. The bilinear pairing operations are
reduced to (f + 1) operations. This improves the computation cost. The enhanced RSA cryptography operations
are used for data authentication. This makes the scheme more lightweight. This paper is organized as follows.

I Refer to our paper [15] for a survey of authentication schemes in MANET.
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Table 1 Notation

G,Gy, Gy, Gt Cyclic groups of order g

e Bilinear pairing, i.e.: G; x G; — G2
P The generator of G

tLn Threshold cryptography parameters
e RSA public exponent

d RSA private exponent

N The modulus of RSA

p.q Two large primes

C The ciphertext

M The plaintext

H. Hy, H3 Hashing functions

1 The message length

Py, Public parameter for node A.P;, =da - P
Qip, Identity key of node A

MIPS One million instructions per second

Section 2 describes some preliminaries and notations. Section 3 presents our new scheme and evaluates it
via simulation. Section 4 discusses the expected future work of the proposed scheme. Finally, this paper is
concluded in Sect. 5.

2 Preliminaries

In this section, we first define the notation to be used in the rest of this paper. We then define some preliminaries
about bilinear pairings.

2.1 Notation

Table 1 lists some important notations to be used in this paper. The meaning of these notations will be further
mentioned where they appear for the first time.

2.2 Preliminaries Definitions
2.2.1 Bilinear Pairings

Let G be an additive group of order g, G, a multiplicative group of the same order.
The map e : G; x G; — G, is called a bilinear pairing [22], if (and only if) it satisfies the following
properties:

e Bilinearity: e(aP,bQ) = e(P, Q)% forall P, Q € Gy,a,b € Z,.

e Non-degeneratity. Each element of G is appended to an element S from G, such that: s # I Dg, (the
identity element in G»).

e Computability: VP, Q € Gy, e(P, Q) can be computed efficiently.

2.2.2 Bilinear Diffie—Hellman Problem (BDHP)
Let G be an additive group of prime order ¢, G, a multiplicative group of the same order, P the generator of

Gi1,and e : G1 x G1 — G a bilinear pairing on (G, G»). Bilinear Diffie—Hellman Problem is defined as
following: given P, aP,bP,cP,fora,b,c € Z} compute e(P, P)eb¢ ¢ G,

2.2.3 Discrete Logarithm Problem (DLP)

Let G be a group of order g, P the generator of G, y € G, find an integer x € Z, such that P* = y.
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2.2.4 Computational Diffie—Hellman Problem (CDH)

Let G be a group of order g, P the generator of G. Given P*4, P*# (where x4, xgp € Z,), compute prAXB,

3 Decentralized Identity-Based RSA Authentication Scheme

This section presents DIDRSA, a new decentralized identity-based RSA authentication scheme that combines
the PKC and IBE features in one scheme. We adopt using RSA since it is one of the strongest PKC schemes.
We also adopt using small public key exponent e and small secret CRT exponent d (such that ¢ > N9468) in
order to speed up the cryptography operations.
CRT represents the equation m = C¢ as following:
m = (ml, m2)
ml = CSmod(p — 1)

—1
m2 = C;[mod (q—>
2

This is called the modular representation of m and it is computed much faster than computing [ as: m =
C?%mod n [23].

Shorter exponents make the cryptography operations much faster and more lightweight and suitable to be
implemented by MANET limited resource nodes. However, it makes the scheme vulnerable to many RSA
attacks. Fortunately, such attacks require the knowledge of the public key information. As a result, we propose
to secure the public keys in order to prevent such attacks. The identity key can be used by any node directly
to secure the public keys without the need for certificates. We assume that the Computational Diffie-Helman
problem (CDH) is hard. The proposed protocol is described in the following sections:

3.1 Nodes Initialization

In this phase, node keys are generated as follows:

1. Theidentity key can be generated by any node using the hash functionas: Q |/ D= H | 1(I D|[time—expire)

2. Each node chooses a prime number e from (0.1).
3. Each node runs RSA key generation algorithm to generate a private key using small CRT secret exponent
d modulus N.

3.2 The Bootstrapping Phase

The bootstrapper chooses two additive groups G, G2 and a multiplicative group G of the same prime order
q, defines asymmetric pairing of type 2 [24]: ¢ : G2 x G; — Gt and chooses a random generator P from
G1. The message space M = (0.1)!, where [ is the message length, the cipher space is G, x (0.1)%. Tt chooses
three cryptography hash functions:

H;: (0, )* - G]
Hy: G% — (0,1)
Hy: (0, D* — (0, 1)
and defines two mapping functions Fi, F
Fi:Z,— (0, )"
F:0,D)"—> Z,
Then it publics the system parameters:
(P,G1,G2,Gr.q. e, 1, Hi, Hy, H3F1 F3)

Finally, it chooses n nodes as DIDRSAg servers according to some features determined in the pre-configuration
phase.
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3.3 The Authentication Process

Suppose that a node A needs to communicate with a node B. If it already has its public key (if they commu-
nicated before) then it uses it directly to verify B messages. Otherwise, it should ask DIDRSA¢ nodes for the
public key of node A. The algorithm works as following:

1. A sends a request Req-pub to any coalition of t DIDRSA; nodes, the request includes the identity of the
requested node I D, and the value Py, = da - P. Where d4 is the private exponent of A.

2. When DIDRSA,; receives the request, it checks if / Dp is registered in its trusted list. If yes, it retrieves A
public key and signcrypts it as following:

¢ = Fi(ep) ® H2(g1p;)
where

8I1D; = é\(QIDA’ PdA ’ QIDi)di

Then DIDRSA sends (U, C, W, Y) tonode A. Where U = Py, W =ep- P, Y = Np ® H3(ep), Np
is the modulus of RSA cryptography for B.
3. Node A gets the public key of B by decrypting the ciphertext as follows:

e = F>(C® Hx(é(da - Qip,, Pa; - Q1))

Then it computes Np = Y @ Hz{ep}. Finally, itchecksif W = ep - P, if not, it rejects DIDRSA; response.
4. Upon receiving ¢ valid responses, node A registers node B public key in its trusted list.

3.4 Correctness

We provide the correctness of the proposed scheme using bilinear pairing properties as follows:

e(Q1pys Pay - O1p)"
=28(Qipy.da- P Qip)"
=é(da- Qip,s P - Qrp,)%
=e(da- Qip,-di - P-Qrp;)
=é(da- Qip,. Pa: - QIp;)

3.5 Security Analysis

In this section, we focus on RSA attacks involved when using short public and private exponents. We differ-
entiate between two types of such attacks:

e Type 1 attacks: such attacks aim to get the private exponent of any node. They include Brute-force
attack [25], common modulus attacks [26], Wiener attack [27], Boneh attack [28], May attack [29], timing
attack [30], random faults attack [31] and partial key exposure attack [32].

All type 1 attacks require the knowledge of the public key in addition to other parameters. For example, the
partial key exposure attack requires the calculation of d’ which represents an approximation (almost the half)
of d and computed as d'" = [k(N + 1)/e. As a result, our scheme is secure against type 1 attacks.

e Type 2 attacks: such attacks aim to recover a message M encrypted by any node. They include low pub-
lic exponent attack [33], Hastad’s broadcast attack [34], Franklin—Reiter-related message attack [35] and
Coppersmith’s short pad attack [36].

Most type 2 attacks require the knowledge of the public key except for the timing attacks and Hastad’s
broadcast attack. Timing attacks can be defended by adding delay so that the signing process will take fixed
amount of time [30]. While Hastad’s broadcast attack can be defended using different public exponents for
each node in the network.
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Table 2 Approximate time for factoring the modulus without the knowledge of e

Number Number Time (MIPS) Modulus value

of digits of bits

34 112 1.398 (min) 2000336999557143748666175116362331

50 166 3.818 (h) 67446226657731121816160970852484034396059245676261

55 182 15.52 (h) 7754714625452413658101666462631056234613335613636956159

60 199 2.364 (days) 549651848716851476171519309520512180240631684479399905831127

71 253 1.12 (months) 1994424351100371064568804190875031043203415005407005240915454473
5870689

106 352 258.77 (years) 8987519406550215703753149415623952312887748246322638454671128134
6211928232237

02645452672771994322611107223

3.5.1 Defense Against Factoring Attacks

Let us say that the attacker could get the modulus N of one of the nodes somehow. Can he use this information
to recover the message without the knowledge of the public exponent e?

In fact, the attacker can factor the modulus N into two prime factors (p, ¢). However, the requirement
of such attack is different from RSA standard attacks requirement where the public exponent is available for
the attacker. The most famous factoring algorithm known for factoring large integers is the quadratic sieve
(QS) [37]. The QS was the fastest known factoring algorithm until the discovery of the number field sieve
algorithm [38]. However, for factoring a number less than 110 digits, QS is still faster than the number field
sieve. QS requires asymptotic running time

O(e 1 =0(1)sqrt(log(n)-log(log(n))))'

We calculated the approximate running time required to factor the modulus with different sizes. This time
is measured in MIPS which means one million instructions per second. MIPS year represents the number of
instructions processed for 1 year using MIPS scale. We also use MIPS minute, hour and day to represent the
number of instructions processed in 1 m, h and day, respectively, using MIPS scale. The prime numbers have
been generated in MAPLE 13 (Table 2). It can be seen that using modulus of size 182 bits for RSA is safe in
our scheme by assuming that MANET application life is not longer than 15 continuous hours. However, in
some cases when MANET application life is longer than this time, RSA keys should be revocated and updated
each 15 h to ensure that the attacker will not be able to factor the modulus during MANET running life. As a
result, using such RSA modulus size provides fast and secure cryptography operations for MANET.

3.6 New DIDRSA Nodes Participation

In MANET, there is always possibility for some DIDRSA¢ nodes to be unavailable for some reasons (battery
life expired, getting out of range,...). To increase the fault tolerance, DIDRSA scheme gives the possibility
for the other nodes to join the DIDRSA service. When any node joins the network, it requests to be one of
the DIDRSA nodes. It sends the request to # DIDRSA; nodes. If the new node is qualified to act as DIDRSA
using side channel (such as phone call, physical contact,..., etc): the following conditions are required for each
DIDRSA,; to check:

e The requester node should be registered at least in # DIDRSA nodes as a trusted node.
e It should have an extra memory to enable the other nodes to be registered by this node.
e The battery life of this node should be long-lasting enough to serve the other nodes.

If the previous conditions are fulfilled, the following steps are taken:

1. The new DIDRSA,, node broadcasts a status message DIDRSAgt indicating that it is now an DIDRSA
node.

2. Eachnode X receiving the message sends a service check request DIDRSAcpk to the existing DIDRSAG.
The request includes the identity of DIDRSAy; and the value Py,
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3. When the request is received by DIDRSAy, it checks if DIDRSAy, is registered as DIDRSA node. If yes,
it signcrypts DIDRSA,, public key as

¢ = Fi(ew) ® H2(gID;)

where

gip, = é(Q1p,, Pa, - Q1p)"

Then DIDRSA; sends (U, C, W, Y) to X. Where U = Py, W = e, - P,Y = Ny, ® H3(ey).
Then it sends the signcrypted message to the requester node.
4. Node x gets and verifies the public key as follows:

ey = F2(C @ Hy(e(dx - Qipy, Pa; - Q1p;)))

Then it computes Ny, = Y @ Hz(ey,) and tests that W = e, - P. If not, it rejects the DIDRSA; response.
5. Upon receiving ¢ valid responses, node X registers DIDRSAy, as a trusted DIDRSA node.

4 Efficiency and Performance Evaluation
4.1 Efficiency
4.1.1 Computation Efficiency

The pairing operations are expensive comparing with the modular exponentiation and scalar multiplication
operations. However, our scheme requires pairing operations only for transferring the public keys. After that,
RSA modular exponentiation operations with short exponents are used for data authentication. The other
pairing-based IBE schemes [18-20] require pairing operations for every data message authentication. The
comparison between the existing schemes and DIDRSA scheme according to the number of pairing, modular
exponentiation and scalar multiplication operations required to authenticate 20 messages in one-to one node
scenario is shown in Table 3. It shows that our scheme requires less pairing operations than the other schemes.

4.1.2 Memory Efficiency

MANET nodes are usually some kinds of mobile phone, wireless handset or PDA,..., etc. Memory in such
devices is not only limited but also requires energy to store or retrieve data. As a result, an efficient usage of
memory is required for such devices.

1. RSA memory requirements: Memory specifications are determined by the type of node. DIDRSA servers
should have enough memory to store the public keys of the trusted nodes. According to our scheme RSA
key sizes, 1 kB free memory is enough to store 3,000 nodes public keys. The non-DIDRSA server node
store only the public keys of nodes that it communicates often with them. Fifty byte free memory is enough
to store the public keys of 100 nodes. The largest amount of memory RSA consumes is that required to
perform the modular exponentiation operations. We adopt using Montgomery Reduction to reduce this
memory consumption. Montgomery Reduction allows calculating the modular arithmetic with only two
modular reductions instead of repeatedly multiplying the base by itself b times (where b is the exponent),
each time reducing the result modulo the modulus N. The detail of this technique can be found in [39].

Table 3 Comparison of die pairing-based IBE schemes

Operation DIDRSA BAEK [18] Daza [20] IB-KEM [19]
Pairing operations 141 20(n + 13) 20n +13+1t —1t") 44

Modular exponentiation 21 202 + 1) 202+t +1t(t+1)/2) 0

Scalar multiplication 3(141) 20((t — n 4+ 3) 20(t — Dn + 3) 204n +3t+7)
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Table 4 Simulation parameters

Parameter

Value

Binning mode
Binning degree

SPATIAL-HIER
5

Start time 30s
Resolution time 30s
Random seed 0

Bitrate for CBR traffic 2,048 bit
Cbr packet size 1,024 bit
Send rate 1.0

mac protocol MAC-802-11
Frequency 2.4 GHz
Band width 11Mb/s
Transmission strength 15.0 dBm
Antenna gain 1.0dB
Radio reception sensitivity —91 dBm
Radio reception threshold —81 dBm
Ambient noise 0.0
Threshold signal-to-noise ratio 10.0
Number of channels 6

Default channel 1
Radio-mode channel switch 2

2. Pairing cryptography memory requirement: The pairing cryptography operations are more expensive than
RSA operations in terms of memory consumptions. However, these operations are not used as often as
RSA operations in our scheme. Ate pairing has been chosen instead of Tate pairing since it reduces the
loop in Miller algorithm to the half [24]. Four kilo byte free memory is enough to run pairing cryptography
operations [40]. Since the DIDRSA nodes are going to run such operations more than the normal nodes,
we allocate more free memory for such nodes (at least 4 kB RAM extra for each).

4.2 Performance Evaluation

In this section, we implement the proposed DIDRSA scheme using simulation approach. Our main goal is to
make the authentication processes faster and to reduce the communication overhead. Therefore, we focus on
measuring the time taken by the primitive cryptography operations, the packet overhead and the success ratio.
We randomly choose different network sizes with different parameters (n, t).

4.2.1 Simulation Setup

We have implemented DIDRSA using JIST/SWANS, a java-based MANET simulation [41] on an Intel Pen-
tium Dual Desktop (1.86 GHz processor, 1.99 GHz RAM). All the paring primitives are built using Secure
SMS library [42]. The RSA primitive operations are built using RSA-CRT library. RSA key sizes are chosen
such that (¢ = 50, N = 200). ¢ > NO4%6,

The Elliptic curves used here are

MNT4E : y> = x> —3x +b
The quadratic twist is
MNT4 (F3) : y? =x"® = 3.V2X' —b.V3
The pairing fields’ size is 176 bit. The x coordinator is fixed to —1, while y coordinator is passed to the pairing
functions. The master secret key is used randomly with 176 bit length. The nodes are moving in a 700 * 600 m?
square.

The initial placements of nodes are set randomly. We compare the scheme performance under three routing
protocols : AODV, GPSR, and DSR. The other simulation parameters are shown in Table 4.
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Fig. 1 The total time of running the simulation

Table 5 Time of primitive operator is for DIDRSA

Operation Time (ms)
Public key encryption time 2.901486
Public key decryption time 50.99112
Scalar multiplication time in G| 17

Pairing time 36

Public key Signcryption Time
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Fig. 2 The time of public key signcryption operations

4.2.2 Time Cost

We calculated the time taken by sending 400 messages using random transmitters and receivers with different
parameters (n, t) (network size), Fig. 1. For fixed network size, the larger the threshold ¢, the more is the
time required to finish the process because more neighbors are required to participate in the security process.
Furthermore, the larger the network size, the more is the time needed since more number of hops between the
sources and destinations is required (Table 5).

We also calculated the time taken by the public key signcryption/verification operations (Figs. 2, 3) and
the data encryption/decryption operations (Figs. 4, 5).

Furthermore, Table 6 shows that our scheme operations are faster than the existing RSA operations.

4.2.3 Success Ratio

The success ratio refers to the number of messages that have been secured and received successfully. It is
calculated as:

Success ratio = MsgRvc/MsgSent

where MsgSent is the number of messages that have been encrypted/signed and sent successfully. MsgRcv is
the number of messages that have been received and decrypted/verified successfully. Figure 6 shows that the
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Fig. 3 The time of public key verification operations
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Fig. 4 The time of data encryption operations
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Fig. 5 The time of data decryption operations
Table 6 Comparision between DIDRSA and normal RSA primitive operations
Operation DIDRSA Time (ms) Normal RSA Time (ms)
RSA key generation 2.437181 1589.450335
RSA encryption/verification 0.065371 5.341461
RSA decryption/signing 0.029054 0.080736

success ratio is much better when using AODV protocol. That makes our scheme more compatible with this
protocol than the other routing protocols (GPSR and DSR) (Fig. 6).
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Fig. 6 The success ratio for 400 secured data messages
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Fig. 7 The overhead caused by the security messages

4.2.4 Packet Overhead

In this paper, we are not measuring the overhead caused by the routing protocol messages. We focus on the
overhead caused by the security messages which includes:

e Signcryption messages.
e The secured data messages.

The overhead is more in the starting time of running the simulations. In this duration, the nodes run signcryption
operations to determine the trusted and untrusted nodes. Then, nodes send signcryption messages just when a
new node joins the network or in the process of revoking some public keys from the network. On other hand,
the overhead caused by the signcryption messages results when a transmitter wants to communicate with a
destination for the first time. The total overhead caused by the signcryption messages can be calculated as:

pksMsg = numTrans x numRec x DIDRSAg
where numTrans is the number of transmitters, numRec is the number of receivers, and DIDRSAj is the number

of DIDRSA servers.

The packet overhead is less when using our scheme with GPSR comparing to the other two routing protocols
(DSR and AODV), Fig. 7.

4.3 Different Scenarios Evaluation

We have also evaluated our scheme in three different scenarios: Faculty, University and city scenarios. In all
these scenarios, 5 nodes send 400 messages to other 5 nodes. The senders and receivers are chosen randomly.




2190 Arab J Sci Eng (2012) 37:2179-2192

Table 7 Faculty scenario: 200 nodes, [ x [ km

Parameter Value
Data encryption/verification (ms) 0.060902
Data decryption/signing time (ms) 0.023187
Success ratio 0.975845
Total time (s) 480
Packet overhead 1027
Public key signcryption time (ms) 3.719188
public key verification time (ms) 50.08011

Table 8 University scenario: 500 nodes, 2 x 2 km

Parameter Value
Data encryption/verification time (ms) 0.058666
Data decryption/signing time (ms) 0.021511
Success ratio 0.9846626
Total time (s) 1594
Packet overhead 965
Public key sigiicryption time (ms) 4.087391
public key verification time (ms) 51.753784

Table 9 City scenario: 1,000 nodes, 5 x 5 km

Parameter Value

Data encryption/verification time fins) 0.07487
Data decryption/signing time (ms) 0.02179
Success ratio 0.8C290324
Total time (s) 2651

Packet overhead 754

Public key signcryption time (ms) 2.643G321
Public key verification time (ms) 51.564655

4.3.1 Case Study, Faculty Scenario

Two hundred persons each carrying a PDA are moving in 1 x 1 km in faculty building. The nodes are moving
in a speed ranges from 2 to 5 km/h. The initial placement of nodes is random. The threshold cryptography is
set to 6. The results are shown in Table 7.

4.3.2 Case Study, University Scenario

Five hundred persons each carrying a PDA are moving in 2 x 2 km in university area. The nodes are moving
in a speed ranging from 4 to 8 (min speed, max speed) km/h. The nodes are initially placed in a grid form. The
threshold cryptography is set to 6, Table 8.

4.3.3 Case Study, City scenario

Thousand nodes are moving in 5 x 5 km in city area in a speed ranging from 5 to 20 km/h. The initial placement
of nodes is random. The threshold cryptography used here is 3. The results show that the success ratio is less
in the city scenario than the faculty and university scenario, because of the loss in some security messages
when the nodes are far from each others. Furthermore, the packet overhead is less in the city scenario because
of using less threshold cryptography (¢ = 3). On the other hand, the simulation requires more time when the
number of nodes is more (Table 9).

5 Conclusion and Future Work

Authentication and data privacy are challenging issues in MANET. This paper presented DIDRSA, a secure and
lightweight authentication and encryption scheme for MANET. Public keys are secured for better performance.

@ Springer
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Identity keys are used to secure the public keys. DIDRSA provides a safe way to use RSA speeding techniques
effectively. Our scheme requires less computational power and memory comparing with the existing schemes.
In addition, we give guidelines for choosing the RSA parameters in such a way that makes it secure and fast
in the same time. The performance of our scheme is proved using simulation approach.
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