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Abstract. Molecular dynamics (MD) simulations
have been utilized to study peptide ion conformer
establishment during the electrospray process.
An explicit water model is used for nanodroplets
containing a model peptide and hydronium ions.
Simulations are conducted at 300 K for two differ-
ent peptide ion charge configurations and for
droplets containing varying numbers of hydroni-
um ions. For all conditions, modeling has been
performed until production of the gas-phase ions

and the resultant conformers have been compared to proposed gas-phase structures. The latter species were
obtained from previous studies in which in silico candidate structures were filtered according to ion mobility and
hydrogen-deuterium exchange (HDX) reactivity matches. Results from the present study present three key
findings namely (1) the evidence from ion production modeling supports previous structure refinement studies
based on mobility and HDX reactivity matching, (2) the modeling of the electrospray process is significantly
improved by utilizing initial droplets existing below but close to the calculated Rayleigh limit, and (3) peptide ions
in the nanodroplets sample significantly different conformers than those in the bulk solution due to altered
physicochemical properties of the solvent.
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Introduction

The advent of soft ionization techniques such as matrix-
assisted laser desorption ionization (MALDI) and

electrospray ionization (ESI) not only brought a Nobel Prize
to the field of mass spectrometry (MS) but also introduced
possibilities for protein structure characterization [1–3]. The
relatively early combination of ESI with collision-induced

dissociation (CID) facilitated the determination of the
primary structures of peptides and proteins [4–6]. The
fundamental relationship between the higher-order struc-
tures of proteins and their biological functions provided a
strong impetus for development of structural characteriza-
tion techniques using MS [7]. With this came the consid-
eration for the analysis of protein behavior in transitioning
from the solution phase to the gas phase and ultimately
vacuum environment of the mass spectrometer.

Early work using protein solutions at biologically rel-
evant pH and employing mild mass spectrometer interface
conditions illustrated that protein complexes remained as
intact ions suggesting the preservation of quaternary struc-
ture during their transformation to the gas phase [8–11].
Later, ion mobility spectrometry-mass spectrometry (IMS-
MS) provided insight into the degree of higher-order
structure of biomolecular ions [12–15]. For some species,
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the ions did not exhibit Bequilibrated^ gas-phase struc-
tures; rather, they were suggested to resemble higher-
energy, solution-phase-like conformations [13, 16, 17].
Such observations helped to introduce the concept of
native MS [18–23] and supported the idea that a signifi-
cant portion of non-covalent, intramolecular interactions
governing solution-phase structures could be preserved
during the electrospray process [13, 24].

The process of ion formation by ESI has been studied
extensively over the years. Such work included the de-
termination of ion movement in solution [25, 26], subse-
quent formation of the Taylor cone [27], and the emission
of a fine jet of parent droplets [25, 26]. Further, as the
droplets move toward the mass spectrometer inlet, the
droplets shrink due to solvent evaporation and the excess
like charge on the surface overcomes the surface tension
resulting in droplet fission [26, 28]. The maximum num-
ber of net charges (Zr) that can be tolerated by the
droplet before a fission event is determined by the Ray-
leigh limit (Eq. (1)) which is proportional to the
temperature-dependent surface tension value of the sol-
vent [29]. Ultimately, the repeated Bshrinkage/fission^
cycles guide the late-stage progeny droplets to the final
steps of the ESI process resulting in the release of the dry
analyte ion [26, 28].

zr ¼ 8π
e
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ε0γr3
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Despite the extensive application of ESI for protein
structure studies, the exact mechanism involved in the
formation of anhydrous ions at the final stage of the
ESI process is somewhat controversial. Two early pro-
posed mechanisms—Dole’s charge residue model (CRM)
[30] and the ion evaporation model (IEM) [31]—are
normally used to explain the underlying process. CRM
presents the scenario where evaporation and shrinkage of
the droplets result in those having a similar size to the
carried protein, and then, evaporation continues to com-
plete dryness of the analyte ion [30, 32, 33]. In contrast,
the IEM describes the ejection of a small analyte ion
directly into the gas-phase environment from the surface
of a droplet. Indeed, it is proposed that the IEM governs
the release of charge carrier ions such as Na+ and H3O

+

present on the surface of the droplet during the shrinkage/
fission stages; this reduces electrostatic repulsion by di-
rect removal of an ion [31, 34–37]. These small charge
carriers can leave the droplet in the form of small ion-
solvent clusters [34, 35, 37–39]. Konermann et al. pro-
posed a third mechanism—the chain ejection model
(CEM)—which describes the release of an unfolded pro-
tein or polymer [37]. According to the CEM, the expo-
sure of hydrophobic surfaces—which would be hidden
inside the protein core in a folded configuration—to the
non-polar, gas-phase environment upon the ESI process,

results in the ejection of the extended analyte from the
surface of the droplet [37].

Molecular dynamics (MD) simulations have been widely
used to obtain insight into the behavior of the solvent, charge
carrier species, as well as the protein inside an ESI droplet [35,
37, 40]. In the work described here, extensive MD simulations
are employed to examine gas-phase structure establishment by
monitoring the fate of the model peptide (acetyl-
PAAAAKAAAAKAAAAKAAAAK) during the late stages
of the ESI process and extending to complete dryness and even
further sampling of the ions’ dynamics in the gas phase. Fur-
thermore, these ESI-generated peptide ion conformations are
compared (quantitatively and qualitatively) with in silico struc-
tures that have been selected based on matches to ion collision
cross sections (CCS) and deuterium uptake behavior (part 1
and part 2 installments of this work) [41, 42]. A goal is to cross
validate the structure determination obtained using gas- and
solution-phase modelings.

Experimental
Solution-Phase Representative Structures

The non-polarizable all-atom Amber ff14SB [43] force field
was employed to generate the initial structure of the model
peptide (acetyl-PAAAAKAAAAKAAAAKAAAAK) in a
fully helical configuration. All the lysine residues as well
as the C-terminal carboxylic acid group were assigned for-
mal charge and neutral values representing those expected
in water at pH 7. The peptide was solvated in a truncated
octahedral water box using the rigid three-point TIP3P
water model [44]. The system was neutralized by addition
of three Cl− ions and energy minimized. Using the periodic
boundary conditions, the structure was subjected to equili-
bration for 5 ns at isothermal-isobaric (NPT) ensemble with
an average target pressure of 1 atm. The temperature was
regulated by a Langevin thermostat [45, 46] with a collision
frequency of 1 ps−1. Bond lengths containing the hydrogen
atoms were constrained using the SHAKE algorithm [47].
The particle mesh Ewald (PME) method [48] and a cutoff
value of 12 Å were employed to handle the long-range
electrostatic interactions. A subsequent 0.5-μs production
MD resulted in a trajectory which was sampled for further
analyses. The Amber 16 [49] molecular dynamics package
and the GPU-accelerated pmemd implementation were
employed to perform the MD simulations.

After removal of counterions and water molecules, the
cpptraj module [50] was employed to perform dihedral
cluster analysis with a mask on the dihedral angles pass-
ing through 10 central amino acid residues (K(6) to
K(16)). The closest structures to the mathematically gen-
erated centroids were subjected to a secondary structure
analysis using the STRIDE [51] algorithm. This provided
four major structure types which were selected as the
solution-representative conformations.
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ESI Process Simulation: Droplet Generation

The fully helical conformer from the selected closest-to-
the-centroid structures was modified in order to generate
gas-phase [M + 3H]3+ peptide ions with charge state ar-
rangements of K(6)-K(11)-K(21) and K(6)-K(16)-K(21).
The secondary structure elements and dihedral angle
values were preserved. The empirical force field parame-
ters for the C-terminal lysine residue terminating the
peptide with a carboxylic acid group were calculated
using the R.E.D. server [52–57]. Briefly, two different
ACE-capped initial structures of this residue were subject-
ed to geometry optimization at HF/6-31G(d) theory level
followed by molecular electrostatic potential (MEP) com-
putation and charge fitting steps. The peptide ion was
solvated in an octahedral TIP3P water box [44]. The
system was carved (in-house script) into a spherical drop-
let with a 2.5-nm distance from the center of mass of the
peptide as the droplet radius.

The force field parameters for hydronium ion (H3O
+)

were generated by modifying the Baaden [58] parameters
for this ion to be compatible with Amber 16 [49]. Using
the surface tension value of 52.3 mJ m−2 [59] for TIP3P
water model at 300 K representing the experimental ef-
fective temperature, the Rayleigh limit was determined as
a maximum of 13 charges which leads to an upper limit
value of 10 H3O

+ ions for the droplet. Therefore, droplets
with 0, 1, 4, and 10 H30

+ ions located at random initial
positions inside the droplets were generated. The number
of water molecules ranged from 1814 to 1840 molecules.

ESI Process Simulation: Droplet Shrinkage

After extensive minimization steps, the relaxed droplet was
equilibrated at 300 K for 50 ps and subsequently subjected to
a desolvation method similar to the algorithm introduced by
Konermann et al. [40] described as Bthe trajectory stitching.^
To regulate the temperature during the process and prevent
evaporative cooling, every 150 ps, the simulation was stopped
and new, initial random velocities from a Maxwellian distribu-
tion at 300 K were assigned. Evaporated molecules present at
distances larger than 6.5 nm from the center of mass of the
droplet were removed to decrease the computational cost. The
simulation then restarted, and this cycle continued until all
H3O

+ ions were ejected from the system and all water mole-
cules evaporated. This leads to an overall simulation time
ranging from 600 to 950 ns.

The simulations were performed in vacuum using the GPU-
accelerated pmemd implementation in Amber 16 [49]. No long-
range cutoff values for handling the electrostatics and van der
Waals interactions were considered. The temperature during
each 150-ps run was maintained at 300 K using Langevin
dynamics [45, 46] with a collision frequency of 1 ps−1. Four
replicas were generated for each system leading to an overall 32
runs (two different charge arrangements for peptides in droplets
with overall charges of + 3, + 4, + 7, and + 13).

The evaporation of the last, single water molecules at a
close distance to, and interacting with, charged lysine
residues in the final stages of the evaporation process
was computationally extensive. Additionally, these last
remaining water molecules act as adducts and do not alter
the conformation of the peptide ions [35, 60, 61]. There-
fore, in the final stages of the simulation, the last nine
remaining water molecules were eliminated manually in
three out of four repetitions for the charge arrangements
of K(6)-K(11)-K(21) and K(6)-K(16)-K(21). Calculation
of backbone-only RMSD values on protein structure dur-
ing the shrinkage simulations—obtained for the other
replica (complete evaporation to dryness)—validates this
methodology by showing a steady-state dynamics for the
RMSD plot in the final stages of evaporation as shown in
Fig. 1.

Post-ESI Gas-Phase Structures

After complete desolvation, the remaining peptide ions
were subjected to production MD simulations at 300 K
for 5 ns with no cutoffs for the long-range interactions.
The pairwise backbone-only RMSD calculations were
performed between all structures sampled from these 32
Bpost-ESI^ trajectories and the 300 trajectories containing
the gas-phase candidate structures (with matching charge
state arrangements) obtained for the first implementation
of this work [41] using an in-house script and the cpptraj
[50] module implemented in Amber 16 [49]. Briefly, in
order to obtain these 300 trajectories, 4000 cycles of
simulated annealing (SA) were performed on peptides
with K(6)-K(11)-K(21) and K(6)-K(16)-K(21) charge ar-
rangements. The pool of thermodynamically stable as well
as higher-energy Bannealed^ structures were heated to
300 K, equilibrated, and subjected to production MD
simulation at the same temperature. k-means cluster anal-
ysis using the kclust module in the MMTSB [62] toolset
was performed on the resulting trajectories. CCS calcula-
tions on the closest structure to the obtained centroids
provided a series of trajectories with matching CCS
values to experimental values. These 300 trajectories will
be referred to as Bthe reference trajectories.^ For more
detail, see the first implementation of this method [41].

Peptide Ions in Infinite Radius Droplet

To achieve a comparison between the behavior of the
peptide ions in a nano-scale droplet and bulk solution of
the same solvent, the two different charge arrangements of
the [M + 3H]3+ fully helical peptide ions used in the ESI
simulations were hydrated in a truncated octahedral water
box of TIP3P [44] without the presence of any counterions.
These systems were energy minimized. Using the periodic
boundary conditions, the relaxed systems were subjected to
a NVT ensemble heating simulation to obtain a final tem-
perature of 300 K using a Langevin thermostat with vary-
ing collision frequencies ranging from 1.0 to 0.1 ns−1 over
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the course of the simulation. This was followed by an
equilibration step for 1 ns with a cutoff value of 15 Å for
long-range interactions at NPT conditions. The production
MD simulations were further performed by continuing the
equilibration conditions for 100 ns. The generated

trajectories will be referred to as Binfinite radius^ trajecto-
ries here in order to be distinguished from the neutralized
Bbulk^ solution simulations. After removal of all the water
molecules, secondary structure analysis using the STRIDE
[51] algorithm was performed on the dry peptide ions.
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Figure 1. Backbone-only RMSD values of peptide ions during the ESI process relative to the initial fully helical pre-equilibrated
structures. The cpptrajmodule [50] was used to obtain these values. (a) Data for the K(6)-K(11)-K(21) charge arrangement. (b) Data
obtained from the K(6)-K(16)-K(21) charge arrangement. Each color represents a droplet with a distinguishing total charge value at
t = 0 of the simulation. The simulations were performed to complete dryness
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Results and Discussion
The Fate of the Water Droplet

The droplet geometry is a factor that must be considered
in order to validate the application of the sphere-specific
Rayleigh equation (Eq. (1)) over the course of the evap-
oration process. To evaluate the droplet geometry, three
I1/I3, I1/I2, and I2/I3 ratios were introduced through cal-
culating the principal moments of inertia (MOI) [I1, I2,

and I3 (I1 > I2 > I3)] for the droplet during the ESI simu-
lation. The MOI ratios of 1 correspond to a perfect
spherical geometry. Only water molecules were consid-
ered as the shape-defining species.

Figure 2 shows the I1/I3 ratios of the droplets in a series of
evaporation-to-dryness simulations. The results show a steady
trend at a value of 1 with slight variation from 1 for the first
several hundred nanoseconds of the simulations. In addition to
slight distortion in the droplet geometry, these initial variations
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Figure 2. The I1/I3 ratios of the droplets during the evaporation to dryness. Each color represents a particular charge state value for
the initial droplet. (a, b) The MOI ratio for droplets containing K(6)-K(11)-K(21) and K(6)-K(16)-K(21) charge arrangements,
respectively
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also correspond to the frames sampled from the trajectory
before applying the 6.5-nm removal cutoff at the end of each
150-ps cycle. That is, water molecules that diffuse ≤ 6.5 nm
from the center of mass of the droplet during the 150 ps were
considered in theMOI calculations. As shown in Figs. 2 and S1
(Supporting Information section), during the last stages of
evaporation, the I1/I3 ratios exhibit a significant variation from
a value of 1.

Visualizing the droplets at such late stages as well as
monitoring the number of remaining water molecules
(Fig. S1 in the Supporting Information section) reveals
the presence of a very limited number of water molecules
on the surface of the droplets. In such cases, the remaining
system was not considered as a droplet and the Rayleigh
equation was not applied. However, because the ejection of
all H3O

+ ions occurs at much earlier stages, the system
asymmetry did not introduce any error in Rayleigh limit
monitoring.

Therefore, due to the values obtained for MOI ratios, the
droplet is considered spherical in the beginning of the simula-
tions as required for further analysis. It is worth mentioning
that, as the number of H3O

+ ions increases, the droplet evapo-
ration occurs at considerably higher rates (Fig. S1 in the
Supporting Information section).

The Fate of the Hydronium Ion(s)

The majority of the ESI-representative MD simulations start
from initial droplets having the maximum number of charges

allowed as determined by the Rayleigh limit (+ 13 in this
work); however, studies on water droplets carrying a variety
of cations and anions (Na+, NH4

+, Cl−, etc.) suggest that the
utilization of the calculated Rayleigh limit in obtaining this
upper value for droplets with diameters on the nanometer scale
leads to an overestimation in the number of tolerable charges
[38, 63]. This effect is profound for droplets carrying predom-
inantly cations [38]. Previous studies also showed that the
surface tension value of the simulated water models is depen-
dent on the size of the droplet [64]. Therefore, in this work, the
initial droplets were generated to exhibit a variety of total
charge state values equal to (+ 13) and below the Rayleigh
limit (+ 3, + 4, + 7).

Droplet geometry is related to the Rayleigh limit via the
droplet radius. To calculate the radius of the droplet, the dif-
ferences in maximum and minimum Cartesian coordinates of
the water molecules in the spherical droplet were determined as
ΔX, ΔY, and ΔZ values for each sampled frame during the ESI
simulations. Due to small asymmetries observed for the droplet
in the initial few hundred nanoseconds of the simulation (see
Figs. 2 and S1 in the Supporting Information section), the
minimum ΔX, ΔY, or ΔZ value for each frame was considered
as the effective diameter yielding the effective radius (Reff) of
the droplet. The Rayleigh equation was solved to obtain the
minimum allowed radius (Rmin) value for a particular droplet
charge state (+ 13 to + 3). This is the threshold for a droplet as
any radius value below such will require a decrease in the
maximum allowed charge state value by direct ejection of the
charge carrier species.
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Figure 3. The effective radius of the droplets for ESI-representative trajectories obtained for the K(6)-K(11)-K(21) charge arrange-
ment and the four separate droplet charge states of + 3, + 4, + 7, and + 13 (0, 1, 4, and 10 hydronium ions). The blue vertical lines
represent the minimumRayleigh radius (Rmin), while the brown vertical lines show the effective radius at which ejection of hydronium
ions takes place. The Rmin value and the related effective radius at the actual ejection points are shown with the same point style

1670 S. G. Kondalaji et al.: Peptide Ion Structure Determination



The Reff values at which the ejection of the H3O
+ ions

occurred were extracted from the ESI-representative trajec-
tories. Comparison between the Reff and Rmin value of the
same charge state (+ 13 to + 3) revealed that the ejection of
the charge carrier cations happens before the Reff shrinks to
the corresponding Rmin values (i.e., before the calculated
Rayleigh limit) in every case. These results are illustrated
in Figs. 3 and S2 in the Supporting Information section for
both peptide charge arrangements and droplets of + 3 to +
13 charge states. For droplets generated at the calculated
Rayleigh limit (10 H3O

+ and total charge of + 13), the
initial ejection of the charge carriers occurs at the very
beginning of the simulations quite possibly due to the
exceeding of the apparent Rayleigh limit corresponding
to the water model, droplet size, and the size-dependent
surface tension values. Small fluctuations in the general
decreasing trend of the droplet radius values arise from the
time points during the simulations where the cutoff value
of 6.5 nm has not yet been applied.

Overall, the generation of an ESI-representative simulation
may require an initial droplet with a radius much larger than
Rmin for a particular charge state. This strategy will increase the
computational time but may be overcome by starting the sim-
ulation for the nanodroplet with a total charge state value below
the calculated Rayleigh limit. Droplet evaporation then takes
place, and ion ejection occurs at the apparent Rayleigh limit (or
below) corresponding to the simulation parameters. This be-
havior is observed for the droplets of + 7 and + 4 charge states
shown in Figs. 3 and S2 (Supporting Information section); the
ejection of the first hydronium ion takes place after 200 and >
500 ns, respectively.

A radial distribution analysis of hydronium ions with re-
spect to the center of mass of the droplet throughout the
trajectories (Supplementary Fig. S3) shows that they prefer to
locate near the surface of the droplets where the electrostatic
repulsion between such same-polarity ions—that is competing
with the hydration free energy—is at a minimum. The presence
of these ions would disrupt the hydrogen bond network of the
solvent at the surface. This effect can be dramatic for ions such
as Na+ which are not capable of forming hydrogen bonds with
water molecules. Therefore, one major benefit of initiating ESI-
representative simulations at lower charge state values is that
there will be less interruption in such hydrogen bond networks,
and consequently, the surface tension values would be higher
(closer to values computed for the water models). The presence
of a counterion such as Cl− inside the droplet can also affect the
location of the hydronium ions through a Bshielding^ effect,
again bringing the surface tension values close to those of water
models [35].

Figure 4 shows snapshots of an ESI-representative trajecto-
ry obtained from the droplet containing four H3O

+ ions and
peptide ions with charge arrangement of K(6)-K(16)-K(21). As
the simulation proceeds, the water molecules evaporate from
the surface of the droplet leading to a decrease in overall droplet
size (see Figs. 3 and S2 in the Supporting Information section).
At a specific radius, the repulsion between the charge carriers
overcomes the surface tension value of the molecules at the
surface of the droplet. The droplet then deforms and generates a
cone-shaped tail directing the H3O

+ ion toward the vacuum
environment. The H3O

+ eventually leaves the droplet bound to
a cluster of water molecules as observed in a variety of other
simulations that investigate the ESI process [35, 37, 40].

t = 0 t = 15 ns t = 90 ns

t = 150 ns t = 196.2 ns t = 240 ns

sn5.263=t sn024=t sn045=t sn3.716=t

Figure 4. Diagram illustrating snapshots of an ESI-representative trajectory with four H3O
+ ions at the beginning of the simulation.

The hydronium ions are shown by red balls. The peptide secondary structure is represented in gray. The yellow arrows show the
direction of trajectory sampling. Blue dots represent the water molecules
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The Fate of the Peptide Ion

Radial distribution analysis of the peptide relative to the
center of mass of all the solvent molecules in the droplet
reveals that it moves toward the surface of the droplet as
the simulation proceeds. As shown in Fig. 4, the peptide
exposes its hydrophobic alanine residues to the non-polar
vacuum environment while solvating the highly polar,
charged lysine residues in the droplet core. This is also in
agreement with previous studies monitoring the behavior
of small unfolded peptides in a nanodroplet [37]. As the
numbers of H3O

+ species in the initial droplet increase, the
translocation of the peptide to the surface of the droplet
occurs in the early simulation stages. Thus, the repulsion
between the triply charged peptide ions and the hydronium
ions appears to have an influence in locating the peptide at
the surface of the droplet and, as discussed below, could
lead to conformational homogeneity in the gas phase.

MD simulations of the model peptide of appropriate charge
at pH = 7 showed that it sampled a series peptide structure
ensembles revealing rapid dynamics between fully helical,
partially helical, and random structures. Although the
nanodroplet lacks the exact same properties as the bulk solution
(e.g., surface tension values), it is large enough to allow struc-
tural fluctuations for the peptide ions. Such dynamics are the
origin of the deviations observed in the RMSD plots in Fig. 1.
Therefore, the initial peptide structures used in the ESI-
representative simulations were fully helical as the most abun-
dant structure observed for the peptide in bulk solution (see
Supplementary Fig. S4). Because of the rapid fluctuations
observed in the bulk solution simulations, it is necessary to
perform the ESI-representative simulations at higher numbers
of repetition in order to capture as much of the variation as
possible for the final structures. Limited somewhat by compu-
tation power here, 32 replicates were generated to sample these
structures.

The division of replicates into four different charge carrier
numbers (0, 1, 4, and 10) was utilized to investigate the effect
of such numbers of these ions on the behavior of the droplet as
well as the peptide ion structure. The high electrostatic repul-
sion among these ions for droplets exhibiting the calculated
Rayleigh limit at the beginning of the simulation (10 H3O

+ and
a total of + 13 charge state for the droplet) can direct the peptide
ion toward a point in conformational space where the structure
is trapped. The generation of nanodroplets with lower initial
charge state values (+ 7, + 4, + 3 with 4, 1, and 0 H3O

+ ions,
respectively) reduces the early Coulomb repulsion between
charge species causing less disturbance in droplet properties;
this permits greater peptide structural fluctuation.

The behavior of the peptide in the nanodroplet was further
investigated by comparison of the peptide structure in the
droplet with the results obtained from a trajectory representing
an infinite radius droplet. To achieve this, the [M + 3H+]3+

peptide ions with two separate charge arrangements similar to
those in the nanodroplets were solvated and subjected to dy-
namics. This infinite radius trajectory can provide a better

understanding of the effect of the vacuum environment sur-
rounding the nanodroplet in the ESI-representative simulations.

Secondary structure analysis using the STRIDE [51] algo-
rithm was performed to achieve more insight into structural
details of the peptide ions. These calculations were performed
separately on four sections of the peptide ions including amino
acid residues P(1) to K(6), A(7) to K(11), A(12) to K(16), and
A(17) to K(21). The acetyl cap is ignored for such calculations.
These analyses were applied on seven trajectories including
infinite radius trajectories, post-ESI gas-phase production tra-
jectories, and five radius-scanning trajectories containing sam-
pled frames extending to the point at which the droplet radius
evolves from 25 to 20, 20 to 15, 15 to 10, 10 to 5, and, finally,
5 Å to dryness.

The helicity (HR) for a structure was calculated for each
peptide section. HR values were employed to generate a
population-averaged helicity (HR(PA)) value according to Eq. (2):

HR PAð Þ ¼
∑
N

n¼1
HR � n

N
ð2Þ

where N represents the total number of frames in the trajectory
and n is the number of frames exhibiting a particular HR value.
TheHR(PA) results are shown in Fig. 5 as well as Figs. S5 to S11
(Supporting Information section) for two charge arrangements of
K(6)-K(11)-K(21) and K(6)-K(16)-K(21) and four different
droplets of + 3, + 4, + 7, and + 13 charge state. The RMSD
relative to fully helical structures for corresponding infinite
radius trajectory and ESI-representative simulations (2.5 nm to
dryness) are also illustrated.

The ESI-representative trajectories in Figs. 5 and S5 to S11
as well as the RMSD plots in Fig. 1 reveal that the peptide
undergoes structural fluctuations inside the nanodroplet. This
behavior is in agreement with infinite radius trajectories where
the peptide is surrounded by a large network of water mole-
cules. Therefore, the selection of the initial 2.5-nm radius for
the droplet was large enough to allow random walk along the
peptide conformational space. However, as the number of
water molecules decreases near the end of the simulations,
the structure becomes kinetically trapped with significantly
restricted fluctuation (steady-state regions in the RMSD plots).
System entropic effects as well as solution-phase interactions
between the water and the peptide that assist the random walks
along the potential energy surface (PES) are absent in the
vacuum environment. If the energy barriers between the mul-
tiple solution-phase structures of such a peptide ion become
sufficiently high to overcome in the gas phase, it is possible that
kinetically trapped conformers exhibit structural characteristics
at the dryness stages that are not significantly altered in the
post-ESI gas-phase production simulations.

Figure S8 in the Supporting Information section is an ex-
ample of structure preservation behavior where the same sec-
ondary structures for all four sections of the peptide are ob-
served in the droplet with radius of < 5 Å as well as the dry
peptide in post-ESI production simulations. Again, this kinetic
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trapping behavior necessitates the replicate simulation for the
ESI process in the study of biomolecular structure establish-
ment. This conclusion does not undermine the requirement of
further post-ESI simulation as cases may occur where the
energy barriers are sufficiently low such that the peptide can
exhibit changes in elements of secondary structure that are
captured by further dynamics in vacuo. Such behavior is ob-
served in Figs. S5, S9, and S10 (Supporting Information sec-
tion) where the helicity values in post-ESI production MD
simulations are different than those calculated for the last stages
(< 5 Å droplet radius) of the ESI-representative simulations.

The stability of the helical structure for the model peptide is
dependent on two effects: the extent of intramolecular hydro-
gen bonding and charge-induced helix disruption and stabili-
zation. In the solution-phase environment, the constant com-
petition between the formation of hydrogen bonds between the
water molecules and the peptide can disrupt the hydrogen
bonds within the helical structure of the peptide. This compe-
tition does not exist in the solvent-free vacuum environment.
Therefore, as the number of surrounding water molecules
decreases to produce a dry peptide, due to this lack of compet-
ing forces, the extent and duration of the hydrogen bonds

within the helix may increase. In contrast, as the number of
water molecules surrounding the peptide decreases, the
shielding effect of the media decreases. Thus, in each segment
of the helix, the repulsive interaction between the helix dipole
and the positively charged lysine residues located N-terminal to
some segments increases [65]. Therefore, as evaporation in the
ESI-representative simulations occurs, HR(PA) values can ini-
tially increase—from an increase in the intramolecular hydro-
gen bond extent—followed by a decrease in this value due to
disruption induced by charged residues (Fig. S10—residues 7
to 11—in the Supporting Information section).

In addition to the phenomena discussed above, the Coulomb
repulsion arising from the presence of two charged residues
before and after the peptide segments will disrupt the helical
structure [65]. In the case of the model peptide here, the
propensity of the proline residue located at the N-terminus to
initiate a helical structure can act as another factor governing
the secondary structure of the peptide [66]. Toward the C-
terminus of the peptide, the proline’s helix initiation effect
decreases. Figure S11 in the Supporting Information section
is an example of such behavior. The HR(PA) factor constantly
decreases from the first section (residues 1–6) toward the last
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Figure 5. The top panel presents the HR(PA) results. The plots related to droplet radius (Reff) values of 25 to < 5 Å are obtained from
the ESI-representative simulations carrying zeroH30

+ ions. The bottom panels represent the RMSD values for the ESI-representative
trajectory with a + 3 total charge state (zero H30

+ ions) (black, top) and infinite radius trajectory (red, bottom). All results are calculated
for the K(6)-K(11)-K(21) charge arrangement simulations
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segment at the C-terminal end (residues 17 to 21). Figures S5
and S9 in the Supporting Information section show an example
of the effect of such opposing forces on the resultant secondary
structure using a comparison of the HR(PA) parameter for two
different charge arrangements in trajectories of the same total
droplet charge state (+ 4 with one H3O

+ ion at the beginning of
the simulations). Although the two peptides exhibit similar
trends in their HR(PA) values for the first, second, and last
segments of the primary sequence, the third segments (residues
12 to 16) exhibit a different behavior. The decrease inHR(PA) is
more dramatic in Fig. S5 for residues 12 to 16 in comparison
with the same plot in Fig. S9. The presence of a charged lysine
residue (K(11)) located N-terminal to the third segment dis-
rupts helix formation in the third segment while this effect is
not observed until the last segment for the peptide with the
K(6)-K(16)-K(21) charge arrangement (Fig. S9).

Reference vs Post-ESI Trajectory Comparison

By applying the experimental CCS values as the first
filtering dimension, 300 structures—originating from two
different simulated annealing algorithms—were selected as
Bcandidate^ structures for triply charged peptide ions [42].
Deuterium uptake values were employed as a second cri-
terion to provide 13 Bconformer types^ as the best gas-
phase representative species among these 300 candidate
structures of the model peptide. As noted above, one of
the aims of this study is to make a comparison between the
ESI-generated structures and these 13 conformer types in
order to validate the methodology applied in filtering CCS-
HDX results. To achieve this, a backbone-only pairwise
RMSD calculation between all the frames containing the
300 reference trajectories and the post-ESI production

simulations of the same peptide charge arrangements was
performed (32 × 5000 ESI-generated frames with 300 ×
5000 candidate-containing frames). The most similar struc-
tures (lowest RMSD value) from the 32 ESI-representative
replicate trajectories to the candidate configurations were
obtained. These data were compared with the 13 CCS/
HDX-filtered conformer types. None of the peptide ions
from the droplets of + 3 charge state (eight replicates)
matched these 13 conformers. The droplets with + 13
charge states (eight replicates) had four matching struc-
tures. The ESI-representative simulations exhibiting sys-
tems with + 4 or + 7 charge states (16 replicates) each
provided three structural matches. This result is consistent
with the idea that the ESI-representative simulations re-
quire an initial droplet with equal or near the Rayleigh
limit charge states using the presence of additional charge
carrier species such as H3O

+. Overall, 10 out of 32 repli-
cates representing the ESI process were able to provide 7
out of the 13 conformer types obtained through CCS/HDX
filtering. Figure 6 illustrates two examples of these
matching structures with their relative RMSD values.

This significant agreement between the results obtained
from two different methods—the CCS/HDX filtering algo-
rithm and the ESI-representative simulations—helps vali-
date the methodology applied in the former analysis and
provides an opportunity to replace the extensive, computa-
tionally expensive ESI simulations with the CCS/HDX fil-
tering algorithm. The possibility of achieving high sampling
rates through conformational space sampling techniques
such as simulated annealing (4000 annealed structures here)
[41, 42] empowers this method in providing insight into the
gas-phase structures of the model peptide observed with
drift tube IMS-MS measurements.

RMSD = 1.439 ÅRMSD = 2.035 Å

Figure 6. Gas-phase conformer types obtained from CCS/HDXmethod (right) and ESI-representative simulations (left) with lowest
relative RMSD values. Both configurations on the left are originated from two different nanodroplets with total charge of + 13
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Conclusions
MD simulations can be employed to provide insight into the
ion conformer establishment behavior resulting from the ESI
process. In this work, several replicates of in silico
nanodroplets that simulate the progeny droplets at the last
stages of the ESI process were generated and subjected to
extensive MD simulations to provide anhydrous peptide ions.
Certain elements of the droplet behavior including droplet
radius, ejection of charge carries such as H3O

+ via the ion
evaporation model, limitations of the Rayleigh limit in nano-
scale droplet simulations, as well as the effects of the number of
charge carriers were investigated. It is proposed here that the
ESI-representative simulations are required to start the analysis
with a number of charge carriers that is below but close to the
calculated Rayleigh limit for the water mode for a specific
droplet radius and simulation temperature. Additionally, it
can be argued that initiating simulations with a very limited
number of charge carriers is not representative of the ESI
process due to the higher concentration of these species in the
final stages of ESI. That said, the studies were performed here
to test whether or not such conformational flexibility would be
required of the modeling to provide a greater number of can-
didate structures for matching with the gas-phase structures
which was unknown initially. In the end, these results provide
added support for the accuracy of the ESI modeling.

Extensive secondary structure analyses of the model peptide
in systems with varying numbers of surrounding solvent mol-
ecules were performed. Two effects including the extent and
duration of intramolecular hydrogen bonding and charge-
induced helix disruption and stabilization were largely able to
explain the observed differences in elements of secondary
structure. Notably, deviation from the trend expected for such
systems can result from resulting energetic barriers leading to
kinetically trapped conformers. In addition to these phenome-
na, because of its propensity to initiate helical structure, the
effect of the proline residue on the overall peptide structure was
observed to diminish in C-terminal segments.

Finally, comparison between the ESI-generated structures
and the conformations obtained through CCS calculations and
deuterium uptake levels provided a series of structures with a
high degree of similarity. These results support the methodol-
ogy applied in part 1 and part 2 installments of this work and
serve to validate the developed algorithms in CCS determina-
tions and HDX scoring. That is, for some systems, the exten-
sive, computationally expensive ESI-representative simula-
tions may be replaced with CCS and HDX measurements for
filtering the candidate structures from extensive conformation-
al space sampling to obtain the best gas-phase representative
structures [67–69]. The latter method lacks some uncertainties
associated with ESI simulations such as obtaining an accurate
surface tension value for the water model at a specific droplet
radius to determine the appropriate number of charge carrier
species. That said, many biomolecular ions are not accessible to
IMS-HDX-MS/MS analysis, and it should be noted that there is
a growing need for improving the ESI simulations as they

provide valuable insight into the mechanism of the ESI process
and the establishment of gas-phase ion structure.
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