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Abstract. Trapped ion mobility spectrometry (TIMS) is a relatively new gas-phase
separation method that has been coupled to quadrupole orthogonal acceleration
time-of-flight mass spectrometry. The TIMS analyzer is a segmented rf ion guide
wherein ions are mobility-analyzed using an electric field that holds ions stationary
against a moving gas, unlike conventional drift tube ion mobility spectrometry where
the gas is stationary. Ions are initially trapped, and subsequently eluted from the TIMS
analyzer over time according to their mobility (K). Though TIMS has achieved a high
level of performance (R>250) in a small device (G5 cm) using modest operating
potentials (G300 V), a proper theory has yet to be produced. Here, we develop a
quantitative theory for TIMS via mathematical derivation and simulations. A one-

dimensional analytical model, used to predict the transit time and theoretical resolving power, is described.
Theoretical trends are in agreement with experimental measurements performed as a function of K, pressure,
and the axial electric field scan rate. The linear dependence of the transit time with 1/K provides a fundamental
basis for determination of reduced mobility or collision cross section values by calibration. The quantitative
description of TIMS provides an operational understanding of the analyzer, outlines the current performance
capabilities, and provides insight into future avenues for improvement.
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Introduction

I onmobility spectrometry (IMS) involves the separation and
characterization of gas-phase ions based upon their trans-

port properties through a buffer gas in the presence of an
electric field. Conventional IMS technology emerged from
early drift tube IMS experiments wherein a constant axial
electric field, E, forces ions through a gas at a drift velocity,
vd, given by [1, 2]

vd ¼ K E ð1Þ

where K is the ion mobility coefficient. Whereas drift tube
IMS pushes ions through a stationary gas, another early IMS
approach by Zeleny held ions of a particular mobility stationary
against a counter-current of gas flow [3]; unfortunately, after an
initial set of experiments, this approach was essentially aban-
doned for decades. In recent years, however, an analogous

approach was employed by Huang and Ivory for liquid phase
ion mobility experiments (viz., capillary electrophoresis) in a
technique termed “electric field gradient focusing” (EFGF) [4].
EFGF employs an electric field that holds ions stationary
against a moving fluid. The electric field strength varies as a
function of position along the separation axis creating a corre-
lation between an ion’s mobility coefficient and its equilibrium
position along the length of the capillary. The work of Huang
and Ivory represents the liquid phase equivalent of trapped IMS
(TIMS) and inspired the theory presented below.

Similarly, Loboda demonstrated gas-phase IMS in a seg-
mented quadrupole ion guide using a counter-flow of gas and
an axial electric field that was progressively increased to induce
mobility-dependent elution from the analyzer [5]. Though the
segmented quadrupole approach displayed superior analytical
figures-of-merit compared with drift tube IMS of comparable
geometric length, resolving power (R≤40) was ultimately lim-
ited by the low operational pressure (~50 mTorr) and corre-
sponding low axial electric fields.

Meanwhile, hybridization of low pressure (~0.5 to 10 Torr)
drift tube IMS with mass spectrometry (MS) has proven to be
valuable for a number of chemical [6–10], physical [11–15],
and biological [16–31] applications. However, radial diffusion
of the ion swarm during transit through the drift tube presents a
significant limitation, since the diffusion coefficient is
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inversely proportional to pressure. Several approaches have
been employed to overcome this principal limitation including
reducing the drift gas temperature [32–34], radial confinement
of the ion swarm during IMS separation [35–38], and imple-
mentation of ion funnels [39–46]. Interestingly, during devel-
opment of the electrodynamic ion funnel for MS applications,
Smith et al. noted that unwanted background species of high K
could be removed from the ion beam by applying an adjustable
potential to the conductance limiting aperture at the exit of the
device [47]. In an analogous experiment, Baykut et al. showed
that the voltage required to attenuate an ion signal could be
directly correlated to K [48].

Recently introduced by Park et al., TIMS technology builds
upon the aforementioned experimental approaches, yielding a
versatile device with several attractive features including (1)
the ability to operate in either MS or IM-MS mode with high
ion transmission, (2) a relatively long but adjustable separation
timescale (~10 ms to 1 s), (3) a compact design enabling
efficient integration with MS, (4) the flexibility to adjust the
duty cycle and resolving power in accordance with a particular
analytical challenge, (5) the ability to determine reduced mo-
bility or collision cross section values by straightforward cali-
bration [49, 50], and (6) R that can exceed 250 [50], providing
high IM-MS peak capacity and the ability to separate species
having small differences in K.

In TIMS experiments, ions are initially trapped using
radially-confining rf voltages and an axial electric field that
counteracts the drag force exerted from a flow of gas [49, 51–
53]. Ions are subsequently eluted from the analyzer as the
magnitude of the axial electric field is progressively decreased.
Though several promising analytical figures-of-merit have
been demonstrated, the gas-phase ion dynamics have only been
qualitatively described [49]. In the present work, TIMS funda-
mentals are comprehensively discussed by comparison of ex-
perimental data and simulations to a first-principles analytical
model. The quantitative description clarifies the relationship
between ion characteristics, instrument properties, and user-
defined experimental parameters on the separation perfor-
mance, and also provides a fundamental basis for current and
future TIMS technology development.

Experimental
Instrumentation

A schematic representation of the TIMS device, its operation,
and the coordinate system referred to herein is shown in
Figure 1a and b. For IM-MS experiments, the TIMS funnel was
incorporated into the first vacuum stage of a prototype maXis
ESI-QqTOF (Bruker Daltonics, Billerica, MA, USA) mass
spectrometer. As depicted in Figure 1a, the TIMS analyzer is
comprised of a set of electrodes that form three regions: the
entrance funnel, TIMS tunnel, and exit funnel. Note that in the
entrance and exit funnel regions, the electrodes are spaced apart
from one another to allow gas to flow freely between the plates;
however, in the tunnel region, the gaps between adjacent plates

are eliminated such that gas is forced to flow through the
tunnel. Both gas and ions are introduced to the TIMS funnel
through the capillary. During operation, ions are deflected
into the entrance funnel, whereas the gas may be pumped
through a port opposite the capillary exit. Alternatively, all
or part of the gas can be forced to flow through the TIMS
tunnel where it is subsequently pumped away through a
secondary port in the exit funnel region. In this work, the
entrance and exit funnel regions are pumped using a Roots-type
multistage dry vacuum pump (1670 L/min, Ebara, EV-SA20-2;
Tokyo, Japan).

Each of the plates comprising the TIMS analyzer is seg-
mented into quadrants to allow the application of independent
potentials to each quadrant [54, 55]. An rf voltage (850 kHz,
230 Vp-p) is applied to the quadrants of each of the plates to
generate a radially confining pseudopotential. The rf potentials
are applied such that a dipole field is produced in the entrance
and exit funnels, whereas a quadrupole field is produced in the
tunnel. The dipole field in the entrance and exit funnels is ideal
for capturing and focusing ions into the tunnel and exit aperture
(2 mm diameter), respectively, whereas the quadrupole field in
the tunnel is ideal for radially confining ions near the tunnel
axis during TIMS analysis (see Figure 1c). Division of the
funnel plates into quadrants allows for a smooth transition from
a dipole to a quadrupole and back to a dipole field as ions
progress from the entrance funnel, into the tunnel, and through
the exit funnel, respectively. Importantly, the radially confining
rf quadrupole field in the TIMS tunnel has essentially no axial
component and, therefore, does not interfere with the IMS
measurement.

To create an axial electric field gradient (EFG), DC poten-
tials are superimposed on each of the funnel and tunnel plates.
The DC potentials in the tunnel and the accompanying EFG
profile are set via a resistor divider. The resistor divider is
comprised of a series of resistors positioned between adjacent
plates along the length of the tunnel. The value of a given
resistor is chosen so as to set the relative magnitude of the EFG
at the position of its corresponding plates. Thus, the resistor
values vary linearly with position in the region corresponding
to the rising edge and have a single higher value in the region
corresponding to the plateau (see Figure 1a and b). The profile
of the EFG is set by the resistors, whereas potentials applied at
either end of the resistor chain set the polarity and magnitude of
the profile. Typically, a fixed DC potential is applied at the exit
end of tunnel, whereas a scanned voltage is applied at the
entrance of the tunnel to perform the TIMS analysis. It is,
therefore, the magnitude and the rate of change of the entrance
potential that is of principle interest when adjusting the mobil-
ity range, resolving power, and analysis speed. Because the
overall “shape” of the EFG profile is fixed, the field strength on
the plateau of the EFG, Ep, is proportional to the potential
applied across the tunnel. That is, scanning the potential at
the entrance of the tunnel in a linear manner scans the field
strength at the plateau in a linear manner.

In the entrance and exit funnels, the DC electric field simply
pushes ions downstream. However, in the TIMS tunnel, the DC
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electric field may be operated in either polarity. To transmit
ions without mobility analysis, the DC field is adjusted to
simply push ions towards the exit. During TIMS analysis, the
EFG in combination with flowing gas is used to trap, analyze,
and elute the ions in accordance with their mobilities. Impor-
tantly, the DC axial field has essentially no radial component in
the analytically important volume of the TIMS tunnel.

Sample Preparation

To verify the theory presented below, low concentration ESI
tuning mix (Agilent Technology, Santa Clara, Ca, USA) was
directly infused at ~180 μL/h using an electrospray ionization
source. Nitrogen nebulizer gas was provided inside the sealed
ionization chamber at a flow rate of 4 L/min.

Ion Trajectory Simulations

A SIMION (ver. 8.0; Ringoes, NJ, USA) model was construct-
ed using the collision_hs1.lua user program to study ion dy-
namics inside the TIMS tunnel. The simulated tunnel was
comprised of 100 individual electrodes (25 axial segments
partitioned into four quadrants). Alternating voltages are ap-
plied to the electrodes to generate a quadrupolar radial field

while an axial EFG profile was superimposed on the axial
segments.

Theory
General Principles of Operation

A condensed list of key terms and variables relevant to the
discussion of TIMS theory is contained in Table 1. TIMS has
parallels to drift tube IMS (separation based on dragging ions
through a gas with a DC electric field), the aforementioned IMS
experiments by Ivory, Smith, Baykut, and Loboda (utilization
of gas flow and electrodynamic axial fields), as well as numer-
ous IMS approaches that radially confine the ion swarm during
separation. As demonstrated in Figure 1c, the superimposed rf
voltages inhibit radial diffusion and Coulomb expansion en-
suring high ion transmission. Though ion confinement is de-
pendent on the magnitude of the pseudopotential for each m/z
species [56], radial motion is independent of the time of elution
and the separation performance is not significantly affected.
We, therefore, restrict the subsequent discussion to the axial
dimension.

As shown in Figure 1b, TIMS analysis begins by accumu-
lating ions for a fixed period of time. During accumulation, the
deflection plate is set to a repulsive potential that directs ions

Figure 1. Schematic representation of TIMS components and general principles of operation. (a) Diagram of the TIMS tunnel
including the orthogonal capillary ion inlet, deflection plate, entrance funnel, tunnel, and exit funnel. (b) Experimental analysis
sequence shown, including plots of electric field strength, with respect to axial position. (c) SIMION simulations of the tunnel
demonstrating the position-dependent trapping of select ESI tuning mix ions (left panel). Ions enter on the left side and their
trajectories can be traced to their equilibrium position where they are trapped along the rising edge of the EFG profile. In the right
panel, ion trajectories are viewed down the axis of the tunnel. A gas velocity of 90m/s at P = 4.00mbar and an EFG profile yielding Ep

= 50 V·cm–1 are assumed. Ions are confined radially by a 200 Vp-p rf voltage (850 kHz) that is superimposed on the quadrupolar lens
elements
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into the entrance funnel. Ions pass through the entrance funnel,
enter the analyzer, and traverse the EFG profile until ultimately
residing at an equilibrium position along the EFG rising edge
where the net force acting upon the ions is zero. Gas is directed
through the tunnel by restricting flow through the port across
from the capillary exit. Restricting the gas flow at this port
increases the pressure across and the gas velocity through the
tunnel. Ions reach their equilibrium position in the tunnel when
the drift velocity of the ions through the gas is equal and
opposite to the velocity of the buffer gas, vg,

vd þ vg ¼ 0 ð2Þ

Since vd scales linearly with K by Equation 1, ions of lower
K are trapped at positions further up the repulsive rising edge of
the EFG profile (where the magnitude of E is larger) such that
Equation 2 is satisfied. Conversely, ions of higher K are con-
fined to positions near the entrance of the tunnel as demon-
strated in Figure 1c. In the second analysis step, additional ions
are prevented from entering the entrance funnel/tunnel regions
by pulsing the potential of the deflector lens to an attractive
potential. Ions coming from the capillary exit collide with the
deflection plate and are thereby neutralized. During this time,
ions residing inside the tunnel are trapped for a user-defined
time period. Typically, the trap time is on the order of a fewms;
however, trap times up to a few s may be employed for kinetic
studies [50, 57]. In the third step, the magnitude of the EFG
profile is decreased from an initial value, E0, at a user-defined
rate such that ions of progressively higher K elute from the
analyzer. The conceptual understanding of TIMS is greatly
enhanced by deriving a quantitative theory that clarifies the
relationship of separation performance with instrument prop-
erties and user-defined variables.

Time of Elution

In three dimensions, the flux of ions in a fluid medium under
the influence of a concentration gradient, ∇c(r,z,t)), gas flow,
vg, and electric field, E(r,z,t), at a given time, t, is described by
the Nernst-Plank equation [4]

∂
∂t

c r; z; tð Þ þ ∇• −D•∇c r; z; tð Þ þ vg−K E r; z; tð Þ� �
•c r; z; tð Þ� � ¼ 0

ð3Þ

Based upon the Knudsen number (Kn, the ratio of the
mean free path to the dimensions of the analyzer), TIMS
operates within the continuous flow regime (KnG0.01)
such that individual ion-neutral collisional dynamics can
be treated with macroscopic fluid properties including dif-
fusion, D ∙∇ c(r,z, t), and convection, (vg−K E(r,z, t)) ∙c(r,z,
t). Because the master equation (Equation 3) is difficult, if
not impossible, to solve, our one-dimensional analytical
solution relies upon breaking the experiment down into
three steps: (1) the time of elution (i.e., the time from the
start of the EFG scan to the time when ions begin to
traverse the plateau), (2) the transit time across the pla-
teau, and (3) the transit time across the falling edge (see
Figure 1b). The relationships most relevant to the major
outcomes are presented here, whereas comprehensive der-
ivation of all expressions can be found in the Supporting
Information.

As shown in Figure 1c, during the accumulation and trap-
ping steps, ions are dispersed according to their mobility along
the rising edge of the EFG when,

Ep>vg=K ð4Þ

where Ep is the magnitude of the EFG plateau. During the
elution step, the EFG profile is scanned such that Ep is pro-
gressively decreased according to,

Ep tð Þ ¼ E0−β t ð5Þ

where β is the time-dependent rate of change of the electric
field on the plateau. At present, only linear scan functions have
been employed, though nonlinear functions are also possible.
The time at which ions begin to traverse the plateau (time of
elution, te) is given by

te ¼ E0 − Ee

β
ð6Þ

where Ee is the electric field strength on the plateau at the
time of elution. At the time of elution, the axial forces acting
upon the ions are equivalent (as described by Equation 2) such
that

Ee ¼ vg=K ð7Þ

Table 1. List of Key Terms and Variables

EFG electric field gradient; the complete EFG profile includes the rising
edge, plateau, and falling edge

Ep strength of the position-independent electric field on the EFG plateau
E0 strength of the electric field on the EFG plateau during the

accumulation and trap steps and at the beginning of the elution
step

Ee strength of the electric field on the EFG plateau at the time of ion
elution

Lr axial length of the EFG rising edge
Lp axial length of the EFG plateau
Lf axial length of the EFG falling edge
te time of ion elution; time elapsed from the start of the EFG scan (t0) to

the time the ion begins to travel across the plateau
tf time elapsed during ion transit across the EFG falling edge
tp time elapsed during ion transit across the EFG plateau
tt total time elapsed from the start of the EFG scan to the time when

ions traverse the EFG falling edge and exit the analyzer
vg velocity of the buffer gas through the tunnel
Vt instantaneous voltage across the tunnel when ions of a given K are

detected
Ve elution voltage; instantaneous voltage across the tunnel at the time

of ion elution
β rate at which the strength of the field on the EFG plateau (Ep) is

scanned
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Substituting Equation 7 into Equation 6 yields,

te ¼ E0 − vg=K

β
ð8Þ

The time required for ions to traverse the plateau, tp, is given
by

tp ¼
ffiffiffiffiffiffiffiffiffi
2 Lp
K β

s
ð9Þ

where Lp is the length of the plateau. Moreover, the time
required for ions to traverse the falling edge, tf, is given by

t f ¼ ln
vgffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2 K β Lp
p

 !
•

Lf

vg−
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 K β Lp

p ð10Þ

where Lf is the length of the falling edge. The total transit
time is given by summation of Equations 8, 9, and 10,

tt ¼ te þ tp þ t f ð11Þ

tt ¼ E0 − vg=K

β
þ

ffiffiffiffiffiffiffiffiffi
2 Lp
K β

s

þ ln
vgffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2 K β Lp
p

 !
∙

Lf

vg−
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 K β Lp

p ð12Þ

Notice, the first term in Equation 12 is proportional to 1/K,
whereas the second term and third terms contain nonlinear
dependence on K. As demonstrated below, the contribution of
the first term is dominant.

Resolving Power

All analytical separations are characterized by their ability to
differentiate two closely spaced signals. In IMS, resolving
power (R) has emerged as the customary performance charac-
teristic

R ¼ K

ΔK
ð13Þ

which may alternatively be written as

R ¼
K•

dt

dK

� �
FWHMt

ð14Þ

where FWHMt is the temporal width of the ion distri-
bution. In the case of TIMS, because te+ tp >> tf the transit

time across the falling edge of the EFG is neglected and
Equation 12 becomes

tt ≈
E0 − vg=K

β
þ

ffiffiffiffiffiffiffiffiffi
2 Lp
K β

s
ð15Þ

where the derivative function with respect to K is

dtt
dK

¼ vg
β K2 −

ffiffiffiffiffiffi
Lp
β

s
•

1ffiffiffi
2

p
K3=2

ð16Þ

The temporal width of the ion distribution is given by

FWHMt ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
16 ln2 kb T K

q
•

Lr
2 vg

þ
ffiffiffiffiffiffiffiffiffi
2 Lp
K β

s !vuut
K β

ffiffiffiffiffiffiffiffiffi
2 Lp
K β

r ð17Þ

where Lr is the length of the rising edge. Substituting
Equations 16 and 17 into 14 yields the theoretical resolving
power at the analyzer exit

R ¼
K β

ffiffiffiffiffiffiffiffiffi
2 Lp
K β

r
K

vg
β K2 −

ffiffiffiffiffiffi
Lp
β

s
∙

1ffiffiffi
2

p
K3=2

 !
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
16 ln2 kb T K

q
∙

Lr
2 vg

þ
ffiffiffiffiffiffiffiffiffi
2 Lp
K β

s !vuut
ð18Þ

which reduces to

R ¼ vg tp − Lp
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
16 ln2 kb T K

q
•

Lr
2 vg

þ tp

� �s ð19Þ

via simplification and substitution of Equation 9. Under the
condition that vg tp >>Lp+Lr, Equation 19 simplifies to

R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q vgtp Ee

16 ln2 kb T

r
ð20Þ

by substitution of Equation 7. In so far as the product vg tp
represents the Lagrangian path length, Equation 20 reduces
further to the familiar resolving power expression for drift tube
IMS [58],

R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

q L E

16 ln2 kb T

r
ð21Þ

where the product LE represents the applied potential. Note
that this approximation is valid even for small values of tp.
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Because vg is on the order of 150 m/s (see Discussion below),
ion transit times across the plateau of 5 to 10 ms result in
effective path lengths of roughly 75 to 150 cm, representing
15- to 30-times the physical length of the tunnel (4.6 cm),
respectively. It is noteworthy that Equation 20 indicates that
the majority of the analytically useful work is done on the ions
as they traverse the plateau (work = force • distance = q Ep • vg
tp). The utility of Equation 20 is realized by substituting Equa-
tions 7 and 9 such that the dependence of key experimental
variables on the resolving power is revealed,

R ¼ vg•

ffiffiffiffiffiffiffiffiffiffi
2 Lp
β

4

s
•

1ffiffiffiffiffiffi
K34

p •

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q

16 ln2 kb T

r
ð22Þ

Equation 22 shows that resolving power in TIMS is directly
proportional to vg and Lp

1/4, and is inversely proportional to β1/4

and K3/4. Qualitatively, these relationships can be understood
by considering the effect of a particular variable on the work
done on the ions as they traverse the plateau. For example,
increasing vg extends the effective path length and increases the
work done on the ions. DecreasingK requires an increase in the
electric field strength at which the ions elute (Equation 7),
thereby increasing the force on the ions and therefore the work
done on them. Increasing Lp or decreasing β results in an
increase in the transit time across the plateau (Equation 9),
again leading to an increase in the effective path length and
the work done on the ions. Moreover, the dependence of R on q
and T in Equation 22 is identical to Equation 21; however,
unlike Equation 21, Equation 22 contains K, meaning that the
resolving power in TIMS is analyte dependent.

Results and Discussion
Time of Elution

Theoretical trends predicted from the expressions derived
above were validated by extensive comparison with experi-
mental measurements. ESI tuning mix ions were selected for
these experiments because the sample contains a distribution of
ions with known K0 values in nitrogen that adopt a single
conformation (or narrow distribution of conformations) in the
gas phase [49]. The total transit time of ions through the TIMS
analyzer was experimentally determined by subtraction of the
m/z-dependent post-TIMS flight time (~2 to 5 ms) from the
measured arrival time of ions at the TOF detector. Figure 2a
and b contain plots of K0 as a function of the instantaneous
voltage across the analyzer when ions are detected (Vt) at two
different pressure settings. Though the total transit time de-
scribed by Equation 12 contains both linear and nonlinear
dependence on K, Figure 2c and d demonstrate that the mag-
nitude of the nonlinear terms is rather small, as tt decreases
linearly with 1/K0 as predicted by Equation 8. That is, the
magnitude of tp and tf in Equation [12] is considerably smaller
than te, as te≈tt (see Figure 2e and f). Note that the dependence
of tt on K0 in TIMS is opposite to drift tube IMS, wherein the

transit time increases (rather than decreases) linearly with 1/K.
The collective results shown in Figure 2 provide justification
for calibration of the TIMS analyzer for K0 or collision cross-
section values since the transit time and Vt are linearly related
through a constant β value.

Detailed inspection of the data reveals that in all cases,
experimental transit times predicted by the analytical model
fall between theoretical predictions for tt and te. Evaluation of
ions with high K0 values (1.01 cm2 V–1 s–1) at β = 6920 V
m–1 s–1 yields agreement of the experimental and theoretical tt
values within 1% error for all pressures investigated. However,
the percent difference increases slightly for ions of lower K0

and for the experimental conditions involving higher pressure.
For example, experimental and theoretical tt values for ions of
K0 = 0.573 cm2 V–1 s–1 differ by 4% at P = 2.9 mbar and up to
13% at P = 3.1 mbar (Figure 2 e and f) because the magnitude
of tt is comparatively small (≤60 ms for all values of β at
3.1 mbar). Differences between experimental and theoretical
transit times are likely attributed to effects from gas dynamics
that are not comprehensively accounted for in the present
model. That is, though vg is treated as a constant herein, gas
expansion near the exit of the tunnel would induce a decrease in
both P and T, and result in a concomitant increase in vg. Such
an outcome would result in an increase in K; however, the term
(P · vg / T), which is proportional to the mass flow through the
tunnel, would remain constant such that the net drag force on
the ions also remains constant. Therefore, it is unlikely that
changes in vg are responsible for the small differences in
experimental and theoretical tt values, but rather that the current
methodology used to determine vg slightly underestimate its
magnitude. Based upon an extrapolated Ee value for ions of a
particular mobility and the entrance funnel pressure, the gas
velocities determined by solving by Equation 7 were ~160 and
180 m/s, for Pent = 2.9 and 3.1 mbar, respectively. These
values, representing roughly one-half the speed of sound, are
reasonable considering the geometry of the analyzer and the
pumping speed. However, we note that very small differences
in the magnitude of vg (~1 m/s) shift the theoretical value for tt
by a few ms, making ions with relatively short tt values (i.e.,
ions having low K0 values) more susceptible to extrapolation
error. Though the present level of theory and experimental
methodology are reasonably adequate at predicting the transit
time, future computational fluid dynamics for determination of
vg values may improve the overall accuracy.

Resolving Power

Figure 3 shows a comparison of theoretically and experimen-
tally measured resolving power values as a function of the EFG
scan rate at two different pressures. Experimental measure-
ments are in excellent qualitative agreement with theoretical

predictions in that R scales linearly with
ffiffiffiffiffiffiffiffi
1=β4

p
as predicted by

Equation 22. In each case, the correlation coefficients for the
line of best fit were R2≥0.99. It is noteworthy that the depen-

dence of R on
ffiffiffiffiffiffiffiffi
1=β4

p
is consistent with observations in the
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literature [5]. As one might expect for a hybrid IM-MS plat-
form, experimental values are lower than the theoretical pre-
dictions by roughly 15% to 30%—an effect that is attributable
to several factors including (1) curvature of the axial electric

field at the edges of the plateau leading to a smaller effective
path length, (2) radial asymmetry in the gas flow through the
tunnel, and (3) peak broadening of the ion swarm en route to
the TOF detector. Figure 3 and the TIMS distribution shown in

Figure 2. Parameters governing the transit time of ions in a TIMS experiment shown at two experimental pressure settings. For all
plots, solid lines represent theoretical trends from Equation 12, experimental values are shown with representative symbols, and
dashed lines represent best-fit linear regression functions of the experimental data. In (a) and (b), K0 is plotted against 1/Vt, whereas
in (c) and (d) tt is plotted against 1/K0 for constant β = 6920 V m–1 s–1. In (e) and (f), tt is plotted against 1/β for each species (● K0 =
1.01, ♦ 0.828, ■ 0.713, ▲ 0.633, and X 0.573 cm2 V–1 s–1). Note that the dotted line represents te, shown for comparison
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Figure 3. Resolving power trends as a function of β shown at two experimental pressure settings. For all plots, solid lines represent
theoretical trends from Equation 19, experimental values are shownwith representative symbols, and dashed lines represent best-fit

linear regression functions of the experimental data. R is plotted against
ffiffiffiffiffiffiffiffi
1=β4

p
yielding a linear relationship for theoretical (a) and

(b), and experimental (c) and (d) data for each ion species (see Figure 2 caption for legend)

Figure 4. (a) Experimental separation of ESI tuningmix ionsm/z 622 to 1822 at 3.1mbar and constant β = 6920 Vm–1 s–1. Measured
Vt values were converted toK0 values using the expression listed in Figure 2 (b). (b) Resolving power as a function ofK0: the solid line
represents the theoretical trend from Equation 19, experimental values are shown with open circles, and the dashed line represents
the best-fit linear regression function of the experimental data
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Figure 4a also indicate that contrary to drift tube IMS,
resolving power in TIMS is analyte dependent since R

increases for ions of lower K. To confirm the
ffiffiffiffiffiffiffiffiffiffiffi
1=K34

p
dependence predicted by Equation 22, experimental data
was plotted as a function of K0 for constant β (see Figure 4b).
Experimental and theoretical trends are in agreement
(R2 = 0.989) and similar results were also observed at other
pressure settings and values of β.

Thus far, experimental measurements have validated
the dependence of β and K on the resolving power. The
effect of varying the plateau length, Lp, was not exper-
imentally verified here, but may be included in future
work. Trends related to ion charge state and buffer gas
temperature were also not investigated, but their depen-
dence is predicted to be identical to that of drift tube
IMS instruments [1]. Though detailed effects related to
vg were not investigated formally, the results presented
here collectively demonstrate that superior resolving
power is attained for experimental conditions involving
higher pressure in the entrance funnel. This result is due
to an increase in the magnitude of vg and subsequent
increase in Ee as well as a decrease in K. The previously
discussed results shown in Figure 3 suggest that resolv-
ing power can be maximized for ions of low K0 by
increasing the pressure and minimizing β. To experimen-
tally validate these concepts, a leak valve was installed
in the entrance funnel chamber to add additional N2 gas,
such that the pressure in the entrance funnel was in-
creased to 3.6 mbar. Next, β was minimized by (1)
adjusting the magnitude of the EFG, such that only
K0 = 0.633 and 0.573 cm2 V–1 s–1 were trapped and
eluted from the analyzer, and (2) maximizing the scan
time. The mobiligram, shown in Figure 5, demonstrates that
under these conditions, resolving power exceeding 220 is
attained for singly charged ions. Based upon Equation 22 and
the collective experimental results discussed herein, this work
has demonstrated high performance capabilities currently

offered by TIMS, and identified key variables for future design
improvement.

Conclusions
A one-dimensional analytical model for TIMS has been
derived and experimentally validated. The model pro-
vides quantitative predictions for ion transit times and
resolving power based on fundamental variables such as
the ion mobility coefficient, EFG scan rate, and gas
velocity. The linear dependence of the transit time with
1/K provides a fundamental basis for calibration of TIMS
for either reduced mobility or collision cross-section
values. The resolving power equation for TIMS reduces
to a form identical to that used in drift tube IMS.
Equation 20 indicates that the vast majority of the ana-
lytically meaningful work is done on the ions as they
traverse the EFG plateau. The experimentally measured
dependence of resolving power on the ion’s mobility and
the EFG scan rate was in excellent agreement with
theory. According to theory, TIMS resolving power is
linearly dependent on gas velocity, vg, (Equation 22),
offering a straightforward path for further improvement
of TIMS performance.
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