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ABSTRACT

The improvements and validation of several parameterization schemes in the second version of the Beijing Climate
Center Atmosphere–Vegetation Interaction Model (BCC_AVIM2.0) are introduced in this study. The main updates
include a replacement of the water-only lake module by the common land model lake module (CoLM-lake) with a
more realistic  snow–ice–water–soil  framework,  a  parameterization scheme for  rice paddies added in the vegetation
module, renewed parameterizations of snow cover fraction and snow surface albedo to accommodate the varied snow
aging effect during different stages of a snow season, a revised parameterization to calculate the threshold temperat-
ure to initiate freeze (thaw) of soil water (ice) rather than being fixed at 0°C in BCC_AVIM1.0, a prognostic pheno-
logy scheme for vegetation growth instead of empirically prescribed dates for leaf onset/fall, and a renewed scheme
to  depict  solar  radiation  transfer  through  the  vegetation  canopy.  The  above  updates  have  been  implemented  in
BCC_AVIM2.0 to serve as the land component of the BCC Climate System Model (BCC_CSM). Preliminary results
of BCC_AVIM in the ongoing Land Surface, Snow, and Soil Moisture Model Intercomparison Project (LS3MIP) of
the Coupled Model Intercomparison Project Phase 6 (CMIP6) show that the overall performance of BCC_AVIM2.0
is better than that of BCC_AVIM1.0 in the simulation of surface energy budgets at the seasonal timescale. Compar-
ing the simulations of annual global land average before and after the updates in BCC_AVIM2.0 reveals that the bias
of net  surface radiation is  reduced from −12.0 to −11.7 W m−2 and the root  mean square error  (RMSE) is  reduced
from 20.6 to 19.0 W m−2; the bias and RMSE of latent heat flux are reduced from 2.3 to −0.1 W m−2 and from 15.4 to
14.3 W m−2, respectively; the bias of sensible heat flux is increased from 2.5 to 5.1 W m−2 but the RMSE is reduced
from 18.4 to 17.0 W m−2.
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1.    Introduction

A  land  surface  model  (LSM)  is  an  important  tool  to
simulate the variations of earth surface conditions and to
investigate the physical processes involved in land–atmo-
sphere  interactions.  A  variety  of  LSMs  has  been  de-
veloped in the past  decades,  depicting various processes

of  land  surface  evaporation,  snow  cover,  soil  water
freeze/thaw,  vegetation  growth,  terrestrial  carbon  cycle,
and so on (Sellers et al., 1996; Sun et al., 1999; Dai et al.,
2003; Xue  et  al.,  2003; Li  et  al.,  2010; Bonan  et  al.,
2011; Lawrence  et  al.,  2011; Luo  et  al.,  2017).  En-
deavors  have  been  made  at  the  Beijing  Climate  Center
(BCC),  China  Meteorological  Administration  in  recent
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years to develop a climate system model (CSM) with an
integrated  LSM  to  simulate  the  physical  as  well  as
biogeophysical processes of land surfaces.

The first  version of  the BCC Atmosphere–Vegetation
Interaction  Model  (BCC_AVIM1.0)  was  based  on  the
AVIM developed by Ji (1995) and Ji et al. (2008), which
included  three  sub-modules  simulating  biogeophysical,
ecophysiological,  and  soil  carbon–nitrogen  dynamical
processes,  and  a  modified  biogeophysical  framework
with  10  soil  layers  and  up  to  5  snow layers  [almost  the
same  as  that  in  the  NCAR  Community  Land  Model
(CLM; Oleson et al., 2004)]. In BCC_AVIM1.0, the ter-
restrial  carbon  cycle  was  realized  via  a  series  of  bio-
chemical and physiological processes related to the pho-
tosynthesis  and  respiration  of  vegetation.  There  was  a
seasonally varying allocation of carbohydrates to leaves,
stems, and roots as a function of the prognostic leaf area
index  (LAI).  Carbon  loss  due  to  turnover  and  mortality
of vegetation tissues and carbon dioxide release into the
atmosphere from soil  respiration was also taken into ac-
count.  Plant  litter  on  the  ground  surface  and  in  the  soil
was  theoretically  divided  into  eight  terrestrial  carbon
pools  according  to  the  timescale  of  carbon  decomposi-
tion  of  each  pool  and  the  transfers  between  different
pools based on the works of Parton et al. (1988) and Cao
and Woodward (1998). BCC_AVIM1.0 has served as the
land  component  of  the  BCC  Climate  System  Model
(BCC_CSM) and performed well in both operational sea-
sonal  climate  prediction  (Wu  et  al.,  2014)  and  experi-
ments  of  the  Coupled  Model  Intercomparison  Project
Phase  5  (CMIP5; Arora  et  al.,  2013; Su  et  al.,  2013;
Todd-Brown  et  al.,  2013; Wu  et  al.,  2013; Bao  et  al.,
2014; Friedlingstein et al., 2014).

Like  other  current  LSMs,  BCC_AVIM1.0  has  many
deficiencies  in  its  physical  and  biogeophysical  paramet-
erizations  and  consequent  biases  in  its  simulations.  For
example,  BCC_AVIM1.0  underestimated  the  snow  co-
ver fraction of the Eurasian continent in winter (Xia and
Wang,  2015).  It  produced earlier  start  and end dates  for
thaw (freeze)  of  soil  ice  (liquid  water)  over  the  Tibetan
Plateau  compared  with  the  observations  due  to  the  un-
realistic threshold temperature (i.e., 0°C) to initiate thaw
(freeze)  of  soil  ice  (water)  (Xia  et  al.,  2011).  Moreover,
BCC_AVIM1.0 produced overestimation of land surface
albedo (Zhou et al., 2018) and delayed vegetation pheno-
logy during the growing season. The aforementioned and
other deficiencies of BCC_AVIM1.0 has motivated us to
improve  the  parameterization  schemes  of  relevant  land
surface processes.

After completion of the CMIP5 experiments, attempts
were  made  to  improve  the  parameterization  schemes  in

BCC_AVIM1.0  related  to  snow  cover,  soil  freeze/thaw
processes,  rice  paddies,  lakes  with  real  depths  in  a
snow–ice–water–soil  framework,  solar  radiation  transfer
through  vegetation  canopies,  and  a  prognostic  pheno-
logy  based  on  the  carbon  budget  of  a  plant  functional
type  (PFT).  The  above  updates  were  implemented  in
BCC_AVIM2.0 and coupled to BCC_CSM2.0 for use in
the  ongoing  CMIP6 project.  This  work  gives  a  brief  in-
troduction  to  BCC_AVIM2.0  and  its  preliminary  per-
formance  in  the  Land  Surface,  Snow  and  Soil  Moisture
Model  Intercomparison Project  (LS3MIP; van den Hurk
et al., 2016).

The  remainder  of  this  paper  is  organized  as  follows.
Section  2  describes  the  data  and  method  that  we  have
employed to evaluate BCC_AVIM. The updates of para-
meterizations  in  BCC_AVIM2.0  are  presented  in  Sec-
tion  3.  Section  4  displays  the  performance  of  BCC_
AVIM2.0  in  LS3MIP.  Finally,  conclusions  are  given  in
Section 5.

2.    Data and methods to evaluate BCC_AVIM

The observation datasets used in this study to validate
the simulations of BCC_AVIM include: (1) site observa-
tions at Col de Porte, France (Morin et al., 2012), (2) site
observations  in  Shouxian  County  of  Anhui  Province,
China,  (3)  surface water  temperature of  the Great  Lakes
in North America on the daily analysis (on an approxim-
ately  1-km  horizontal  resolution)  from  NOAA  satellite
observations  for  1995–2006  (ftp://coastwatch.glerl.noaa.
gov/glsea),  (4)  LAI  data  derived  from  the  Advanced
Very  High  Resolution  Radiometer  (AVHRR)  covering
1982 to 2010 (Myneni et al., 1997), (5) surface turbulent
heat and carbon fluxes from the Global Biosphere–Atmo-
sphere  Flux  (GBAF)  dataset  (upscaled  from FLUXNET
and satellite  observations)  spanning  1982  to  2008  (Jung
et al., 2009, 2011), (6) above ground biomass from pan-
tropical  biomass  (Avitabile  et  al.,  2016)  and  the  global
biomass carbon dataset covering 1990 to 2010 (Saatchi et
al.,  2011),  and (7)  the surface radiation budget  from the
Cloud and Earth Radiant Energy System (CERES) from
2000 to 2010 (Kato et al., 2013).

In  addition  to  the  above  observation  datasets,  the  at-
mospheric forcing data at  a  specific site  or  at  the global
scale used to drive the LSM are also needed to evaluate
the model simulations. The atmospheric forcing to drive
BCC_AVIM2.0 in this study for the Great  Lakes region
and the entire globe is the Princeton global forcing data-
set (Sheffield et al., 2006), which was developed for land
surface  and  other  terrestrial  models,  and  for  analyzing
changes  in  near-surface  climate.  The  dataset  was  based
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on 6-hourly surface climate data from the NCEP–NCAR
reanalysis and was corrected for biases at  diurnal,  daily,
and monthly timescales by using a variety of observation
datasets.  The  data  used  in  this  study  are  on  a  1-degree
spatial  resolution and a 3-h time step,  and cover  the pe-
riod  from  1948  to  2014.  The  Princeton  global  forcing
dataset  is  among  several  options  of  atmospheric  forcing
for the ongoing LS3MIP of CMIP6.

BCC_AVIM2.0 was run offline at  a  crop field site  in
Shouxian  County  of  Anhui  Province,  China  for  evalu-
ation of  surface heat  fluxes  over  rice  paddies,  in  Col  de
Porte,  France for  evaluation of  snow albedo,  around the
Great  Lakes  region  of  North  America  for  evaluation  of
lake  surface  temperature,  and  over  the  globe  for  evalu-
ation of vegetation phenology.

In addition to the traditional validation of a LSM at a
specific  site,  benchmarking  has  been  widely  used  to  as-
sess  the  ability  of  climate  models  to  capture  the  spatial
and  temporal  variability  of  observations  during  the  his-
torical period. For the carbon cycle and terrestrial ecosys-
tems,  the  design  and  development  of  an  open-source
community  platform has  been  an  important  goal  as  part
of  the  International  Land  Model  Benchmarking  (IL-
AMB)  project.  The  ILAMB  package  was  designed  and
developed  as  a  diagnostic  system  that  enables  users  to
specify  the  models,  benchmarks,  and  scoring  metrics
used to tailor the large amount of results to specific mo-
del  intercomparison  projects.  The  ILAMB  scoring  sys-
tem used information from three different aspects of cli-
mate, including the climate mean spatial pattern, the sea-
sonal cycle, and the amplitude of interannual variability.
A stable version of the ILAMB package was released in
2015 during the American Geophysical Union fall meet-
ing (Mu et  al.,  2016; Mu and ILAMB team, 2019).  The
ILAMB  package  was  used  to  evaluate  the  preliminary
performance of BCC_AVIM2.0 in simulating global land
surface energy budgets and their seasonal evolutions.

3.    Updates of parameterization schemes in
BCC_AVIM2.0

3.1    The lake with variable depth in a snow–ice–water–
soil framework

As  a  specific  nonvegetated  underlying  water  body,  a
lake has been explicitly described in most LSMs to simu-
late  thermal  transfer  within  the  water  body  and  energy
exchange between the lake surface and the overlying at-
mosphere,  and  related  biogeochemical  effects  (Subin  et
al.,  2012). With the increase of model horizontal resolu-
tion,  the  lake  cover  percentage  in  a  model  grid  cell  be-

comes  larger  and  the  climate  impacts  of  lakes  become
more prominent, and more complicated and realistic pro-
cesses  describing  the  lake–atmosphere  interactions  need
to be considered.

The  lake  module  in  BCC_AVIM1.0  is  similar  to  that
of NCAR CLM. It has 10 prescribed layers of water and
a fixed depth of 50 m (Oleson et al.,  2004); snow cover
accumulation  over  the  lake  surface  is  much  simplified
and  the  soil  beneath  the  lake  water  body  is  not  con-
sidered.  In  BCC_AVIM2.0,  we  implemented  the  lake
module  of  the  Common Land  Model  (CoLM)  of Dai  et
al.  (2003)  on  the  basis  of  previous  works  (Zeng  et  al.,
2002; Subin et al., 2012). The main physical processes in
the  CoLM-lake  module  include  the  freeze/thaw  at  the
surface  of  a  lake  body,  snow  accumulation  over  the
frozen  surface,  eddy  diffusion,  heat  exchange  between
the  atmosphere  and  the  lake  surface,  and  heat  exchange
between the bottom water and the underlying soil layer.

In the CoLM-lake module, the lake surface roughness
lengths for momentum (z0m),  heat (z0h),  and water vapor
(z0q) under unfrozen conditions are parameterized as fol-
lows (Dai et al., 2018):

z0m =max(
0.1v
u∗

, C
u∗2

g
) ⩾ 10−5m, (1)

z0h = z0m exp
{
− 0.4

0.713

(
4
√

R0−3.2
)}
⩾ 10−5m, (2)

z0q = z0m exp
{
− 0.4

0.66

(
4
√

R0−4.2
)}
⩾ 10−5m, (3)

u∗

R0 =max
(

z0mu∗

v
, 0.1

)where  is the surface friction velocity (m s−1), g = 9.8 m
s−2 is  the  acceleration  of  gravity,  and v is  the  kinematic

viscosity. In Eqs. (2) and (3),  is the
near-surface  atmospheric  roughness  Reynolds  number.
The kinematic viscosity v is calculated as:

v = v0

(
Tg

T0

)1.5 P0

Pref
, (4)

in  which v0 =  1.51  ×  10−5 m2 s−1, T0 =  293.15  K, P0 =
1.013  ×  105 Pa,  and Pref is  the  air  pressure  at  the  atmo-
spheric  reference  height.  The  effective  Charnock coeffi-
cient C in Eq. (1) is calculated as:

C =Cmin+ (Cmax−Cmin)exp[−min(A,B)] , (5)

A =
(F ·g

u2

)1/3
/ fc, (6)

B = ε

√
d ·g
u

, (7)
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ε

where  the  maximum  and  minimum  values  of C are  as-
sumed to be Cmax = 0.11 and Cmin = 0.01, respectively; A
and B represent restrictions from the wind-driving-waves
length scale (F) and the lake depth (d), respectively; u (m
s−1) is near surface atmospheric wind; and F depends on
lake depth, which is assumed to be a constant of 100 for
lakes shallower than 4 m and a constant 25 times the lake
depth  for  those  deeper  than  4  m.  The  constant fc =  22;
and  is set to 1 for the time being and is adjustable based
on the availability of data. More technical details can be
found in the studies about CoLM-lake (Dai et  al.,  2018;
Huang et al., 2019).

Offline  simulations  were  conducted  to  compare  the
CoLM-lake  of  real  depths  in  BCC_AVIM2.0  with  the
original water-only lake module of a fixed depth of 50 m
in  BCC_AVIM1.0. Figure  1 displays  lake  surface  tem-
peratures over the Great Lakes region in North America.
Satellite  observations  show  that  the  main  body  surface
temperatures  of  the  five  lakes  in  January  are  above 0°C
(Fig.  1a).  The  surface  temperature  of  the  northernmost
Lake  Superior  ranges  from 2  to  3°C;  Lake  Michigan  to
the  south  is  relatively  warmer,  with  surface  temperature
between 3 and 4°C; the surface temperature in the cent-
ral part of Lake Huron and most of Lake Ontario is above
3°C; and the surface temperature of the southernmost yet
shallowest Lake Erie is colder than 3°C. It is common to
the five lakes that the central part of each lake is warmer
than its  outer  parts  in  January,  the  margins  of  each lake
freeze  in  winter,  and  the  coverage  of  the  frozen  surface
experiences  interannual  variability.  In  the  simulation  of
BCC_AVIM1.0 (Fig. 1b), the surface temperatures of all
five lakes are underestimated by as much as 6–8°C, e.g.,
Lake Superior, parts of Lake Michigan, and Lake Huron
to the north of 44°N are colder than −6°C; temperatures
increase  southward  of  44°N,  yet  the  southern  ends  of
Lake Michigan and Lake Erie are still colder than 2°C. In
contrast,  the  surface  temperature  simulated  by  CoLM-
lake  in  BCC_AVIM2.0  is  much  closer  to  the  observa-
tions  in  both  magnitude  and  spatial  pattern,  especially
over  Lake  Ontario  and  the  southern  part  of  Lake
Michigan  (Fig.  1c).  Lake  Huron  is  approximately  1°C
colder  than  the  observations  but  the  northernmost  Lake
Superior  and  the  southernmost  Lake  Erie  are  approxim-
ately  2–3°C  colder  than  the  observations.  The  overall
simulation  of  BCC_AVIM2.0  in  January  is  statistically
much better than that of BCC_AVIM1.0, with the spatial
correlation  coefficient  between  simulated  and  observed
surface  temperatures  over  the  Great  Lakes  region  being
0.21  for  BCC_AVIM1.0  and  0.65  for  BCC_AVIM2.0,
and  the  root  mean  square  error  (RMSE)  remarkably  re-
duced  from  10.3°C  for  BCC_AVIM1.0  to  1.8°C  for

BCC_AVIM2.0.  The  January  cold  bias  in  BCC_
AVIM1.0 is possibly due to the quick freezing of surface
water  without  considering  the  insulation  of  snow cover,
and  the  alleviation  of  this  cold  bias  in  the  lake  surface
temperature  simulation  of  BCC_AVIM2.0  is  partly  due
to the larger heat capacity of the entire water–soil system
of CoLM-lake in BCC_AVIM2.0 than that from the wa-
ter-only lake module in BCC_AVIM1.0.

The remarkable feature in observed lake surface tem-
perature in July is the gradient distribution either within a
specific  lake  or  among  different  lakes  (Fig.  2a).  The
northernmost Lake Superior is the coldest and the south-
ernmost  Lake  Erie  is  the  warmest.  The  northern  part  of
Lake  Superior  is  as  cold  as  9°C,  and  the  southwestern
part of the lake body becomes increasingly warmer as it
becomes  shallower.  The  surface  temperature  of  Lake
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Fig. 1.   January mean lake surface temperature over the Great Lakes
region in North America derived from (a) AVHRR/NOAA satellite ob-
servation averaged for  1995–2006,  (b)  simulation of  BCC_AVIM1.0,
and  (c)  simulation  of  CoLM-Lake  with  real  lake  depths  in
BCC_AVIM2.0.
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Michigan  increases  from  approximately  17°C  in  the
northern  part  to  above  21°C  in  the  southern  end.  The
north  central  region  of  Lake  Huron  is  approximately
14°C,  and  the  southern  end  of  Lake  Huron  and  most  of
Lake Ontario are approximately 19°C, almost as warm as
their  counterpart  of  Lake  Michigan  located  in  the  same
latitudinal  belt.  The  latitudinal  gradient  in  surface  tem-
perature of Lake Erie is also obvious, ranging from 20°C
in the northeastern part to 23°C in the southwestern end.
Compared  with  the  aforementioned  observations,  BCC_
AVIM1.0  produces  uniformly  colder  surface  temperat-
ures in the five lakes, except for the northern part of Lake
Superior;  the  cold  bias  is  approximately  6°C  (16°C  vs.
10°C) in northern Lake Michigan and approximately 9°C
(20°C vs. 11°C) in southern Lake Michigan; and the cold
bias in the BCC_AVIM1.0 simulation can be as large as
12°C  (23°C  vs.  11°C)  in  southern  Lake  Eire  (Fig.  2b).
The  performance  of  BCC_AVIM2.0  (Fig.  2c)  is  much
better  than  that  of  BCC_AVIM1.0.  The  overall  spatial
distribution of  lake surface temperature is  similar  to  ob-

servations but the magnitude is generally higher and the
warm  biases  are  larger  at  higher  latitudes.  The  surface
temperature  of  northern  Lake  Superior  is  approximately
8°C higher than that in the observations; the warm bias is
approximately  6°C  in  northern  Lake  Huron;  and  the
warm  bias  reduces  to  approximately  3°C  in  southern
Lake  Michigan.  The  summertime  cold  bias  of  surface
temperature  in  BCC_AVIM1.0  simulation  is  associated
with the strong heat diffusion from surface to deeper wa-
ter  layers;  in  contrast,  the  warm bias  in  BCC_AVIM2.0
is due to the relatively weak heat diffusion between ver-
tical layers in the CoLM-lake module of BCC_AVIM2.0.
Statistically,  CoLM-lake  in  BCC_AVIM2.0  performs
better  than  the  lake  module  in  BCC_AVIM1.0  in  July,
with  the  spatial  correlation  coefficient  between  the  ob-
served  lake  surface  temperature  and  that  simulated  by
BCC_AVIM1.0  over  the  Great  Lakes  region  being  0.61
and  that  by  BCC_AVIM2.0  being  0.75,  and  the  RMSE
reduced  from  7.4°C  for  BCC_AVIM1.0  to  6.4°C  for
BCC_AVIM2.0.

3.2    Rice paddies

The interactions between agricultural land and overly-
ing  atmosphere  play  an  important  role,  especially  in
paddy  rice  fields  in  eastern  and  southeastern  parts  of
Asia,  where  surface  latent  heat  flux  (LHFX)  values  are
relatively large. Using only one PFT to represent crop in
BCC_AVIM1.0  undoubtedly  underestimates  surface
evaporation  over  rice  paddies  where  the  ground  is
covered  by  water.  A  new  scheme  for  rice  paddy  fields
was developed in BCC_AVIM2.0 to incorporate the ad-
dition of surface water above soil, which is distinct from
dry  farmland;  the  energy  flux  stored  in  surface  water  is
important  to  the  energy  balance  and  affects  climate  via
heat  and  water  fluxes  at  the  canopy  and  water  surface.
The  essential  difference  in  the  calculation  of  LHFX
between  this  study  and  the  original  crop  scheme  in
BCC_AVIM1.0 lies in that there is no limit in the evap-
oration from a rice paddy assumed to be a water body in
BCC_AVIM2.0.  The  evaporation  from  rice  paddies  in
BCC_AVIM2.0  comprises  two  parts: Ev from  the  rice
canopy and Ew from the ground water body; and they are
calculated as:

Ev = −ρatm

(
qs−qTv

sat

)
rtotal

, (8)

Ew = −ρatm
(qs−qw)

raw
, (9)

where ρatm is the density of air (kg m−3); qs is the specific
humidity  of  canopy  air  at  the  zero-plane  displacement
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Fig. 2.   As in Fig. 1, but for July.
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qTv
satheight (kg kg−1);  is the saturation water vapor speci-

fic  humidity  at  the  vegetation  temperature Tv; qw is  the
specific  humidity  at  the  ground water  surface  (kg  kg−1);
rtotal is  the  total  resistance  to  water  vapor  transfer  from
the  canopy  to  the  canopy  air,  which  includes  contribu-
tions from the leaf boundary layer and leaf stomatal res-
istance;  and raw is  the aerodynamic resistance (s  m−1)  to
water vapor transfer between the ground water body and
the  canopy  air.  In  addition  to  the  aforementioned  modi-
fication to ground surface evaporation, rice phenology is
empirically prescribed according to planting dates to sim-
ulate two growing seasons of rice in central China rather
than one growing season for crop in BCC_AVIM1.0. On
the  other  hand,  the  technical  details  about  the  surface
sensible  heat  flux  (SHFX)  over  rice  paddies  are  quite
similar to those over vegetated surfaces in CLM (Oleson
et al., 2004).

Figure  3 shows  the  seasonal  evolution  of  daily  mean
SHFX and  LHFX at  a  field  station  in  Shouxian  County
of Anhui Province, China. In the observation, SHFX re-
mains below 30 W m−2 almost year-round, except in June
when it  increases  to  above 60 W m−2.  Surface  LHFX is
dominant during most of the year and is more than 30 W
m−2 from  March  to  November;  two  peaks  of  more  than
130 W m−2 appear in Mayand July corresponding to the
double  growing  seasons  of  rice  in  the  midlatitudes  of
China.  It  is  observed  that  the  new  scheme  (Rice)  in
BCC_AVIM2.0 has simulated the seasonal  variations of
SHFX  and  LHFX  more  accurately  than  the  old  scheme
(Crop) in BCC_AVIM1.0,  both in magnitude and in the
temporal  evolution.  Two  peaks  of  LHFX  simulated  by
the Rice scheme in May and July are associated with the
growing  seasons  of  rice  and  the  consequent  strong
evapotranspiration; the dip in LHFX in June and the peak
in SHFX around that period correspond to the harvest of
rice and subsequent restricted evapotranspiration. Quant-
itatively, the RMSEs of SHFX simulation using the Crop
and  Rice  schemes  are  45.95  and  19.09  W  m−2 respect-
ively, and the RMSE of corresponding LHFX simulation
is  remarkably  reduced  from 46.10  to  16.83  W m−2.  The
improvements  in  the  Rice  scheme  are  due  to  increased
evaporation from the water surface over rice paddies and
the  two  growing  seasons  compared  with  relatively  less
evaporation over dry farmland and only one growing sea-
son in the old Crop scheme.

3.3    Snow cover fraction

Snow cover fraction (SCF) is the percentage of a mo-
del grid cell covered by snow. SCF is usually parameter-
ized  by  the  roughness  length  of  the  land  surface  and
snow depth or snow water equivalence. SCF is generally

underestimated in some LSMs in winter (Li et al., 2009;
Xia  and  Wang,  2015),  and  the  negative  bias  of  SCF
could  be  partly  alleviated  by  using  improved  schemes
(Niu and Yang, 2007). Meanwhile, SCF is overestimated
in the regions with fluctuating topography such as south-
ern  Europe  and  in  the  areas  around  the  Tibetan  Plateau
and the Mongolian Plateau (Li et al.,  2009). An obvious
defect in the previous SCF schemes is that the soil rough-
ness length is assumed to be a global constant,  although
it should be location dependent (Yang et al., 1997). Con-
sidering the heterogeneous land surface and inhomogen-
eous  precipitation,  LSMs  should  take  into  account  the
subgrid variability of topography in a model grid cell  to
decrease  the  magnitude  of  SCF  (Roesch  et  al.,  2001).
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Fig. 3.   Temporal evolution of (a) sensible heat flux (SHFX) and (b)
latent heat flux (LHFX). Black circles: observations; blue curve: crop
scheme in BCC_AVIM1.0; red curve: rice scheme in BCC_AVIM2.0.
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The SCF in BCC_AVIM2.0 is parameterized as:

Fsno = tanh
(

hsno

2.5z0

)
.

(
hsno

hsno+ε+0.0002σz

)a

, (10)

where hsno is  the  snow  depth  (m); z0 is  the  roughness
length of bare soil; σz (m) is the spatial variability of sub-
grid  topography  (i.e.,  the  standard  deviation  of  topo-
graphic  height  from the  regional  mean)  in  a  grid  cell  of
an  LSM; ε is  a  minute  constant  (10−5)  to  avoid  division
by zero for totally flat and snow-free grid boxes; and the
power exponent a is an adjustable constant smaller than 1
according to the spatial resolution of the model grid cell.

3.4    Snow aging and snow surface albedo

In  current  empirical  parameterizations  for  snow  sur-
face  albedo  (SA),  snow  surface  temperature  is  con-
sidered  as  an  important  and  sometimes  even  the  only
dominant  factor,  and the  distinct  characteristics  of  snow
aging at different stages of a snow season are neglected.
However, analysis of observation data indicates that it is
necessary  to  consider  the  different  reduction  rates  of
snow albedo in the accumulating and melting stages of a
snow season. Snow albedo decreases more rapidly in the
melting period than in the previous accumulating period
(Aoki et al., 2003; Chen et al., 2014). Snow albedo in the
melting  stage  of  a  snow  season  might  be  overestimated
by  previous  schemes  using  a  set  of  unified  parameters
throughout the entire snow season, which partly explains
why the  melting  rate  is  weakened and the  final  ablation
of the snow cover is delayed in BCC_AVIM1.0. The dif-
fuse albedos of snow at different spectral bands are para-
meterized  as  those  in  Biosphere–Atmosphere  Transfer
Scheme (BATS; Dickinson et al., 1993):

αdiff,vis = (1.0−Cvis ·Fage)αdiff,vis0, (11)

αdiff,nir = (1.0−Cnir ·Fage)αdiff,nir0, (12)

where αdiff,vis and αdiff,nir are the diffuse albedos of snow
at visible and near infrared wave bands, respectively; Cvis
and Cnir are empirical constants that depict the albedo re-
duction with time; Fage is a snow aging parameter related
to snow surface temperature  and impurities;  and αdiff,vis0
and αdiff,nir0 are the albedos of freshly fallen snow at vis-
ible  and  near  infrared  bands,  respectively.  The  direct
beam albedo of snow is the sum of the above diffuse al-
bedo  and  the  correction  associated  with  solar  zenith
angle (Dickinson et al., 1993; Oleson et al., 2004).

In  BCC_AVIM1.0, Cvis and Cnir are  assumed  to  be
constant  (0.2 and 0.5 respectively)  throughout  the entire
snow season, which weakens the snow aging effect dur-
ing  the  melting  stage  and  therefore  overestimates  snow

albedo  at  that  time.  To  better  represent  the  reduction  of
snow  albedo  with  elapsed  time  after  a  snowfall  event,
two  sets  of Cvis and Cnir are  used  before  and  after  mid
March to simply mimic the different  snow aging effects
for  the  accumulating  and  melting  stages  of  a  snow  sea-
son  in  the  Northern  Hemisphere  (NH)  in  BCC_
AVIM2.0. The values of Cvis and Cnir are assumed to be
0.2 and 0.5 respectively for the snow accumulation peri-
od  before  mid  March,  and  0.3  and  0.65  for  the  snow
melting stage afterwards. This revised scheme can partly
alleviate the overestimation of snow albedo during boreal
spring in BCC_AVIM1.0 as it keeps the SA of the previ-
ous accumulating period unchanged,  thus shortening the
snow  season  length  by  approximately  5  days,  closer  to
the observations (Fig. 4).

3.5    Threshold temperature  to  initiate  freeze/thaw of  soil
water/ice

Liquid  water  freezes  when  the  soil  temperature  de-
creases to 0°C in BCC_AVIM1.0, and the soil temperat-
ure  will  remain  at  0°C  until  all  the  liquid  water  has
frozen. However, liquid water can coexist with ice in the
real  world  when the  soil  temperature  is  below 0°C.  The
relationship between soil  water  content  and soil  temper-
ature is determined by the inherent characteristics of soil
hydraulics  and  the  thermodynamic  equilibrium  between
soil  water  potential  and  soil  temperature.  Therefore,  the
method to calculate the soil freeze/thaw critical temperat-
ure  used  by Li  and  Sun  (2008) was  adopted  in
BCC_AVIM2.0  to  replace  the  unreasonable  assumption
used in BCC_AVIM1.0.

Soil  water  potential  remains  in  equilibrium  with  the
vapor pressure over soil ice when freezing occurs. Com-
bining the relationship between soil  water  matrix poten-
tial ψ (mm) and soil  temperature ψ(T)  with the relation-
ship between soil water matrix potential ψ (mm) and soil
liquid  water  content ψ(θliq),  the  expression for  the  func-
tional relation between the freeze/thaw threshold temper-
ature  of  soil  water  (Tthre)  and  the  soil  liquid  water  con-
tent can be derived as:

Tthre =
103Lf ·Tfrz

103Lf −ψsat

(
θliq

θsat

)−b

·g
, (13)

where Lf is  the  latent  heat  of  fusion  (J  kg−1); Tfrz is  the
freezing point of pure water (K); ψsat is the saturated soil
matrix potential (mm), which is usually negative; θsat and
θliq are soil porosity and the partial volume of liquid wa-
ter,  respectively; b is  the  Clapp–Hornberger  parameter;
and  g  is  the  gravitational  acceleration  (m  s−2).  The
threshold temperature gradually rises as liquid water con-
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tent  increases  but  is  always  below  the  freezing  point  of
pure water Tfrz. It can be deduced from Eq. (13) that un-
der  the  same  condition  of  soil  liquid  water  content,  the
freeze/thaw threshold temperature for coarse sandy soil is
higher  than that  for  other  kinds of  soil  with smaller  soil
particle  size  and  relatively  larger  porosity.  The  absolute
value of the saturated soil water potential of clayey soil is
greater than that of sandy soil with the same liquid water
content; the second term (with negative value) in the de-
nominator is larger in magnitude for clayey soil, and the
final value of Tthre is thus smaller for clayey soil. The un-
derlying reason is that sandy soil has macropores that can
be  easily  drained  and  the  assembled  water  can  easily
freeze;  therefore Tthre for  sandy  soil  is  higher  than Tthre
for clayey soil with a similar soil water content.

Validation  of  different  parameterization  schemes  to
simulate the seasonal freeze/thaw of soil water/ice shows
that  the  temporal  evolution  of  soil  temperature  is  closer
to  observations  by  using  Eq.  (13)  to  initiate  thaw  in
spring and freeze in autumn. After the melting of the sea-
sonal frozen layer, the seasonal warming of soil temper-
ature  is  delayed  and  is  closer  to  observations  compared
with the old scheme (Xia et  al.,  2011).  Considering that
the Tthre to  initiate  thawing  of  soil  ice  is  usually  higher
than that for the freezing of soil liquid water, for the sake
of  simplicity  and  for  the  time  being,  0.5°C  is  added  to
Tthre to initiate thawing of soil ice in BCC_AVIM2.0.

Soil  organic  matter  serves  as  an  insulator  for  heat
transfer through soil layers, and the soil solid heat capa-
city  of  organic  matter  is  larger  than  that  of  mineral
(Lawrence  and  Slater,  2008),  both  of  which  delay  soil
freeze/thaw  processes.  These  factors  will  be  considered
in the future version of BCC_AVIM.

3.6    Prognostic phenology of vegetation

The phenology of a PFT in BCC_AVIM1.0 is empir-
ically  prescribed  to  ensure  that  the  simulated  seasonal
evolution  of  LAI  is  in  phase  with  the  climatology  de-
rived  from  satellite  observations  (Ji,  1995).  In  other
words, there is no interannual variation in leaf expansion
and leaf fall dates for a PFT in BCC_AVIM1.0. To cap-
ture the interannual  variation and long term trend in ve-
getation  phenology,  a  prognostic  phenology  scheme
based  on  the  work  of Arora  and  Boer  (2005) is  imple-
mented  in  BCC_AVIM2.0.  The  phenology  for  decidu-
ous ecosystems consists  of  four stages:  the rapid expan-
sion period of LAI indicating the start of a growing sea-
son, the normal growth period, the leaf fall period, and a
dormant  season  without  leaves.  The  herbaceous  biomes
experience three phonological stages during their growth
in a year, which are the same as the first three phenology
stages of the deciduous forests. Unlike deciduous forests,
herbaceous ecosystems maintain leaves as long as the en-
vironmental  and  physiological  conditions  are  met.  The
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Fig. 4.   Temporal evolution of snow surface albedo (SA) averaged over the 2008–09 snow season at the Col de Porte site in France. The black
line with circles denotes observation (OBS), and the blue (red) curve denotes BCC_AVIM1.0 (BCC_AVIM2.0) simulation.
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evergreen  forests  are  always  in  a  normal  growth  state.
Maintenance  respiration  is  separately  calculated  for
leaves,  stems,  and roots,  depending on the  separate  bio-
masses and a temperature dependent Q10 factor.  Growth
respiration for each biomass pool (leaf, stem, and root) is
assumed to be a fixed percentage (25%) of the residual of
gross  primary  productivity  (GPP)  minus  maintenance
respiration.

Allocation  to  and  from  the  three  vegetation  biomass
pools  (leaf,  stem,  and  root)  leads  to  dynamic  vegetation
that in turn produces litter fall and ultimately transfers to
soil  organic  carbon  (SOC).  The  allocation  of  carbon  to
the  three  vegetation  biomass  pools  depends  on  the  light
availability,  water  stress,  and  phenology  stages  of  the
canopy, and follows the formulations of Arora and Boer
(2005).  Most  carbon assimilated in  photosynthesis  is  al-
located to the leaves during the leaf onset stage, carbon is
allocated to the three vegetation carbon pools during the
normal growth stage,  and allocation to leaves stops dur-
ing the leaf fall stage. The allocation of carbon to the ve-
getation biomass pools  is  constrained by the adverse ef-
fects  of  limited  availability  of  light  and  water.  Accord-
ingly, the allocation in roots can help address the limited
availability  of  water,  whereas  investments  in  stems tend
to increase canopy access to light.

The  carbon  allocation  process  is  constrained  by  two
conditions. First, for the cold deciduous trees, almost all
carbon is  allocated to the leaves during leaf  onset  in or-
der to maximize photosynthetic carbon gain. The second
condition is to assure that the plant structure is preserved,
which implies that sufficient root and stem biomass must
be  built  up  in  advance  to  support  the  leaf  biomass.  The
allocation  of  carbohydrates  produced  by  photosynthesis
to different  biomass pools (leaf,  stem, and root)  is  para-
meterized as follows:

αstem =
εstem+ω (1−L)
1+ω (2−L−W)

, (14)

αroot =
εroot+ω (1−W)
1+ω (2−L−W)

, (15)

αleaf =
εleaf

1+ω (2−L−W)
= 1−αstem−αroot, (16)

where ω, εleaf, εstem,  and εroot are  PFT-dependent  con-
stants for the sake of simplicity, and the parameters L and
W are  associated  with  LAI  and  soil  moisture  conditions
respectively, as given by:

L = e−K·LAI, (17)

W =
∑n

i=1
Wi ·Root fi, (18)

where K is  a PFT-dependent light extinction coefficient,
Wi is  the  soil  wetness,  and  Rootfi is  the  fraction  of  root
distribution in  the ith  soil  layer.  It  can be deduced from
Eq. (16) that under the same soil moisture condition (W),
a  larger L is  associated  with  a  larger αleaf.  The  philo-
sophy is that more carbohydrates are allocated to the can-
opy  to  increase  LAI  at  the  beginning  of  a  growing  sea-
son when LAI is small  and the parameter L is  relatively
large,  which  favors  photosynthesis  and  canopy  growth
and thus the increase of LAI.

The  litter  fall  from  leaves,  stems,  and  roots  is  estim-
ated  as  a  function  of  temperature,  water  stress,  and
turnover  rates.  The  turnover  timescale  for  leaves  is
biome-dependent and varies from 0.75 yr for savanna to
2 yr for evergreen forests (Foley et al.,  1996). The turn-
over rates for stems vary from 2.5 yr for savanna to 50 yr
for  evergreen  forests  (Malhi  et  al.,  2004),  and  for  root
turnover  the  rates  are  between  1  and  8  yr  for  different
PFTs.

The timing of  the LAI peak in a year depends on the
seasonal  evolution  of  photosynthesis  of  a  specific  PFT,
which strongly influences the seasonal variation of turbu-
lent heat exchanges between the land surface and the at-
mosphere. Figure  5 displays  the  geographical  distribu-
tion  of  the  climate  mean  calendar  month  when  LAI
reaches  its  annual  maximum.  The  LAI  peak  timing  de-
rived  from  AVHRR  data  clearly  displays  the  seasonal
evolution  of  vegetation  growth  along  the  latitude  belts,
especially in the middle to high latitudes of the NH with
four distinctive seasons (Fig. 5a).  In North America, the
earliest  LAI peak occurs in the southern Great  Plains of
the US in May, LAI in northwestern US reaches its max-
imum in June, large areas spanning from central Canada
northwestward to Alaska see maximum LAI in July, and
most of the other parts of North America experience peak
LAI in August,  except that Mexico and the southeastern
US see LAI peaks in September or October. In the South-
ern Hemisphere (SH), the timing of peak LAI is slightly
heterogeneous.  The  central  Amazon  basin  at  approxim-
ately 10°S experiences its LAI peak in July, whereas the
Conco  basin  at  similar  latitudes  in  Africa  experiences
peak  LAI  in  November;  the  Brazilian  Plateau  to  the
southeast  of  the  Amazon  basin  and  most  parts  of  the
South  African  continent  see  peak  LAI  in  February  to
March;  and  the  southern  end  of  South  America  to  the
south of 35°S see peak LAI in November.

The  empirical  phenology  scheme  in  BCC_AVIM1.0
simulates an almost uniform timing of peak LAI: August
in  the  NH and  February  in  the  SH,  one  month  after  the
height  of  summer  in  both  hemispheres,  except  for  seve-
ral regions at approximately 30°N (e.g., western and cen-
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tral part of the southern US, western Asia) with peak LAI
in  June–July,  and  in  November  in  southern  Australia
(Fig. 5b). In contrast, BCC_AVIM2.0 performs better in
simulating the geographical  LAI peak timing,  especially
in the NH (Fig. 5c). The details of BCC_AVIM2.0 simu-
lation in different continents are presented next.

In the North American continent, LAI reaches a max-
imum in June in the western and eastern parts of the US,
while  central  US  and  central  Canada  see  peak  LAI  in
July,  and most of the other parts of the North American
continent  from Alaska  to  eastern  Canada  experience  the
LAI peak in August to September. Generally, the timing
of peak LAI in the BCC_AVIM2.0 simulation is approx-
imately one month earlier than in the AVHRR data in the
central  and  eastern  US  but  one  month  later  than  in  the
AVHRR data in other parts of the North American con-

tinent to the north of approximately 50°N.
In the Eurasian continent, regions to the south of 60°N

and to the west  of  30°E see peak LAI in June,  which is
consistent  with  the  AVHRR  observations.  Most  of  the
midlatitude  regions  from  30°E  to  90°E  experience  peak
LAI in July, and the other parts of the Eurasian continent
to the north of 40°N see peak LAI in August to Septem-
ber, one or two months later than in the AVHRR data. In
contrast,  the  timing  of  peak  LAI  in  the  BCC_AVIM2.0
simulation  is  approximately  one  month  earlier  than  in
AVHRR  observations  in  the  southeastern  parts  of  Asia;
for  example,  eastern  China  experiences  peak  LAI  in
June–July,  central  and  eastern  India  sees  peak  LAI  in
September.

In the SH, the timing of the LAI peak in April–May in
the  central  Amazon  basin  is  approximately  two  months
earlier than in the observations. The LAI peak in January
to February in  the  Brazilian Plateau is  close  to  observa-
tions  but  the  area  coverage  at  approximately  40°S  in
South  America  with  peak  LAI  in  November  expands
more northward than in observations.  In the South Afri-
can  continent,  tropical  forests  in  the  Congo  basin  see
peak LAI in December to January, and most of the other
parts  see  LAI  peaks  in  March  to  April,  approximately
one month later than in observations (Figs. 5a, c).

The  improvement  in  vegetation  phenology  produces
better simulation of LAI at the seasonal timescale. In the
AVHRR observations, there are three latitudinal belts of
LAI maxima associated with three integrated belts of the
earth’s ecosystem. The northernmost belt corresponds to
the boreal mixed forests in high latitudes of the NH. The
central  belt  is  related  to  the  temperate  zone  forests  in
southeastern  US  and  southeastern  China,  and  the  third
belt  is  associated  with  tropical  forests  in  the  Amazon
basin  in  South  America,  the  Congo  basin  in  central
Africa,  and  the  Maritime  Continent  in  Southeast  Asia
(Figs.  6a1, b1).  The  LAI  of  tropical  rainforests  remains
above  4  throughout  the  year.  Boreal  forests  experience
remarkable  seasonal  variation:  LAI  is  less  than  2  in
boreal  winter  (December,  January,  and  February,  i.e.,
DJF)  and  can  be  more  than  4  in  boreal  summer  (June,
July,  and  August,  i.e.,  JJA).  Both  BCC_AVIM1.0  and
BCC_AVIM2.0 capture the general pattern of LAI distri-
bution in both seasons, although BCC_AVIM1.0 overes-
timates LAI in most parts of the summer hemisphere, i.e.,
positive  biases  in  the  NH in  JJA and  in  the  SH in  DJF,
except for patchy negative biases in central North Amer-
ica and central Europe in JJA (Figs. 6a2, b2). The above
LAI biases in the BCC_AVIM1.0 simulation correspond
to  the  unrealistic  phenology  in  BCC_AVIM1.0  dis-
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Fig.  5.   The  timing  of  LAI  peaks  (month).  (a)  AVHRR,  (b)  BCC_
AVIM1.0, and (c) BCC_AVIM2.0.
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played in Fig. 5b and consequent GPP simulation biases
(figure  omitted).  In  contrast,  LAI  biases  in  the  BCC_
AVIM2.0  simulation  are  reduced  to  some  extent  (Figs.
6a3, b3),  except  for  the  overestimations  of  LAI  in  the
northwestern Amazon basin,  western central  Africa,  and
southeastern mainland China in both JJA and DJF, which
might  be  due  to  the  too-large  maximum  rate  of  carbo-
xylation prescribed for tropical and subtropical forests in
BCC_AVIM2.0  and  the  consequent  overestimation  of
GPP in the aforementioned regions, issues that need to be
addressed by more sensitivity experiments in the future.

3.7    Solar radiation transfer within the vegetation canopy

The two-stream scheme for calculating solar radiation
transfer  within  a  vegetation  canopy  in  BCC_AVIM1.0
was  originally  developed  by Dickinson  (1983) and  is
widely used in LSMs. The four-stream radiation transfer
module  used  in  BCC_AVIM2.0  is  based  on  the  atmo-
spheric radiation transfer theory (Liou, 1992), and it ana-
lytically solves a basic radiation transfer equation for the
canopy,  each  parameter  of  which  has  its  own  geometry
as well as specific leaf and canopy optical characteristics.
The  upward/downward  radiation  fluxes  and  canopy  al-
bedo calculated by the four-stream module are related to

several  factors  such  as  the  diffuse  phase  function,  the
area  extinction  coefficient,  leaf  reflectivity  and  trans-
missivity, LAI, and solar angle. Offline simulations show
that  the albedo of  a  vegetation canopy calculated by the
four-stream module  is  lower  than  that  calculated  by  the
previous  two-stream  scheme.  When  coupled  with  the
LSM BCC_AVIM2.0,  the  four-stream radiation  transfer
scheme produces lower albedos in mid–high latitudes but
slightly higher albedos in most tropical dry land regions,
which are closer to the observations (Zhou et al., 2018).

4.    Performance of BCC_AVIM2.0 in
LS3MIP/CMIP6

The main purpose of LS3MIP is to provide a compre-
hensive assessment of land surface processes and associ-
ated feedbacks on climate variability and climate change
and to diagnose systematic biases in the land component
of current CSMs (van den Hurk et al., 2016). Two sets of
experiments  are  designed  for  LS3MIP:  the  first  ad-
dresses  systematic  biases  of  land  surfaces  in  the  offline
mode and the second addresses land feedbacks attributed
to  snow cover  and soil  moisture  in  an  integrated  frame-
work. LS3MIP has proposed several sets of atmospheric

(a1)

(a2)

(a3)

(b1)

(b2)

(b3)

60N

30N

0

30S

60N

30N

0

30S

60N

30N

0

30S

60N

30N

0

30S

60N

30N

0

30S

60N

30N

0

30S

150W 90W 30W 30E 90E 150E 150W 90W 30W 30E 90E 150E

150W 90W 30W 30E 90E 150E 150W 90W 30W 30E 90E 150E

150W 90W 30W 30E 90E 150E 150W 90W 30W 30E 90E 150E

≥10
9
8
7
6
5
4
3
2
1
0.5
0.2
<0.1

≥10
9
8
7
6
5
4
3
2
1
0.5
0.2
<0.1

7
6
5
4
3
2
1
−1
−2
−3
−4
−5
−6
−7
<−8

7
6
5
4
3
2
1
−1
−2
−3
−4
−5
−6
−7
<−8

7
6
5
4
3
2
1
−1
−2
−3
−4
−5
−6
−7
<−8

7
6
5
4
3
2
1
−1
−2
−3
−4
−5
−6
−7
<−8

 
Fig.  6.   Distributions  of  multi-year  (1982–2008)  seasonal  mean  LAI  in  (a1–a3)  boreal  summer  (June,  July,  and  August)  and  (b1–b3)  boreal
winter  (December,  January,  Feburary).  (a1,  b1)  AVHRR observations;  (a2,  b2)  BCC_AVIM1.0 minus  AVHRR; and (a3,  b3)  BCC_AVIM2.0
minus AVHRR.
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forcing data  to  drive  LSMs in  offline  mode.  The results
of  historical  experiments  with  BCC_AVIM1.0  and
BCC_AVIM2.0  driven  by  the  Princeton  global  forcing
dataset  (Sheffield  et  al.,  2006)  are  analyzed  in  this  sec-
tion  under  the  framework  of  ILAMB (Mu et  al.,  2016),
which  focuses  on  land  surface  energy  budgets  and  ter-
restrial  carbon  cycles  at  the  seasonal  timescale,  espe-
cially the summer and winter seasons.

4.1    Net surface radiation

According to the CERES data (Kato et al.,  2013), the
seasonal variation of net surface radiation (NSR; includ-
ing  both  shortwave  and  longwave)  strongly  depends  on
the seasonal evolution of solar radiation, which peaks in
summer and reaches its minimum in winter in both hemi-
spheres. The tropics sees relatively strong year-round net

radiation (Figs. 7a1, b1). Taking the summertime NH as
an example (Fig. 7a1), the magnitude of NSR is above 90
W m−2 almost everywhere except in the Sahara desert in
northern  Africa,  the  Arabian  Peninsula,  and  the  Takli-
makan desert in northwestern China. Most parts of mid-
and high-latitude  areas  in  the  NH see  more  than 120 W
m−2 of NSR; the southeastern part of the US even experi-
ences  more  than  150  W m−2 of  NSR in  JJA.  Generally,
BCC_AVIM2.0  has  reasonably  captured  the  geographi-
cal  distribution  and  seasonal  evolution  of  NSR  (figure
omitted),  although  the  simulation  biases  are  obvious  in
both summer and winter, especially in the SH (Figs. 7a2,
b2).  During  the  boreal  JJA,  negative  biases  of  NSR  in
southern  US  and  in  the  Sahel  region  are  mainly  associ-
ated  with  negative  net  longwave  radiation  biases  (Figs.
7a2, a4). Patchy positive biases in the northern Eurasian
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Fig. 7.   Distributions of multi-year (2000–09) seasonal mean net surface radiation (NSR; W m−2) in (a1–a4) boreal summer and (b1–b4) boreal
winter. (a1, b1) CERES (net radiation); (a2, b2) BCC_AVIM2.0 minus CERES (net radiation); (a3, b3) BCC_AVIM2.0 minus CERES (short-
wave); (a4, b4) BCC_AVIM2.0 minus CERES (longwave).
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continent, the Sahara desert of North Africa, and the Ara-
bian Peninsula are associated with overestimation of net
solar  radiation  in  the  above  areas  (Figs.  7a2, a3).  The
aforementioned  underestimation  (overestimation)  of  net
shortwave radiation results from larger (smaller) SA sim-
ulation in relevant regions (figure omitted). In contrast to
the  above  shortwave  radiation-dominant  cases,  overes-
timation  of  NSR  in  the  northeast  part  of  the  Eurasian
continent in DJF is due to the positive net longwave radi-
ation  bias  in  the  BCC_AVIM2.0  simulation  in  that  area
(Figs.  7b2, b4).  Underestimations  of  DJF  net  shortwave
radiation in BCC_AVIM2.0 simulations in the SH are re-
sponsible  for  the  negative  NSR biases,  and  negative  bi-
ases of net longwave radiation in the southern American
and  southern  African  continents  may  have  also  made
some  contributions  (Figs.  7b2–b4).  The  aforementioned
systematic biases indicate that there is much room to im-
prove BCC_AVIM2.0 to reasonably simulate the surface
energy budget.

4.2    LHFX

Land surface evaporation includes three parts: soil sur-
face  evaporation,  evaporation  from  canopy  intercepted
precipitation,  and  vegetation  transpiration  through  leaf
pores (Lawrence et al., 2007). In addition to wind speed,

the availability of net surface energy, soil water, and can-
opy-intercepted  precipitation  are  among  those  factors
that  influence  land  evaporation.  The  LHFX  magnitudes
in  the  tropical  areas  remain  more  than  80  W  m−2 year-
round, and the NH experiences maximum LHFX in JJA,
whereas  LHFX peaks  in  DJF in  the  SH (Figs.  8a1, b1).
There  is  an  obvious  northeastward gradient  of  LHFX in
the Eurasian continent in JJA and DJF. In JJA, the mag-
nitude of LHFX decreases from more than 80 W m−2 in
western  Europe  to  approximately  60–80  W  m−2 in  the
central  part  and  less  than  60  W  m−2 in  the  northeastern
part  of  the  Eurasian  continent.  LHFX can  be  more  than
80 W m−2 in  eastern  Asia  and as  high  as  100 W m−2 in
southern Asia (Fig. 8a1). In DJF, most parts of the NH to
the  north  of  50°N  experience  surface  freezing,  and  the
LHFX values in these regions are thus below 5 W m−2. In
contrast,  LHFX in  the  subtropical  areas  in  South  Amer-
ica and the African continent reach peaks as high as 100
W m−2 (Fig. 8b1). BCC_AVIM2.0 has captured the over-
all  geographical  distribution  and  seasonal  evolution  of
LHFX,  except  for  some  magnitude  difference  from  the
GBAF  observations  (Figs.  8a2, b2).  The  systematic  bi-
ases  of  the  BCC_AVIM2.0  simulation  in  JJA  are  obvi-
ous.  There  are  approximately  20-W  m−2 underestima-
tions  of  LHFX  in  eastern  US,  tropical  South  America,
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Fig.  8.   Distributions of  multi-year (1982–2008) seasonal  mean seasonal  mean LHFX (W m−2)  in (a1–a3) boreal  summer and (b1–b3) boreal
winter. (a1, b1) GBAF observation, (a2, b2) BCC_AVIM2.0 simulation, and (a3, b3) BCC_AVIM2.0 minus GBAF.
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tropical  Africa,  and  southeastern  China.  In  contrast,  ap-
proximately 20-W m−2 overestimations of LHFX exist in
semiarid  regions  in  the  NH  such  as  northern  Canada,
northern  Sahel,  the  Tibetan  Plateau,  and  the  Mongolian
plateau (Fig. 8a3). In DJF, the LHFX underestimations in
tropical  South  America,  tropical  Africa,  and  South  Asia
are  approximately  10–20  W  m−2 (Fig.  8b3).  The  afore-
mentioned underestimations in LHFX simulation in both
JJA and  DJF  can  be  attributed  to  the  negative  biases  in
NSR shown in Figs. 7a2, b2, which indicates the domin-
ance  of  available  energy  on  land  surface  evaporation.

4.3    SHFX

The  surface  SHFX indicates  the  land  surface  thermal
status and directly affects the overlying atmospheric cir-
culation. Generally, lower surface pressure and near sur-
face cyclonic circulation usually occurs over warmer sur-
faces with relatively high SHFX, and vice versa. The sea-
sonal  variation  of  SHFX is  remarkable  in  high  latitudes
to the north of 50°N. Taking the latitude belt of approx-
imately  60°N  as  an  example,  SHFX  reaches  more  than
40 W m−2 in JJA and decreases to less than 10 W m−2 and
even below zero in DJF, which means that the land sur-
face  in  high-latitude  NH is  a  heat  sink  in  boreal  winter.
This  heat  sink  in  DJF  can  extend  southward  to  50°N in
North America and the Eurasian continent to the west of

90°E  (Figs.  9a1, b1).  BCC_AVIM2.0  can  simulate  the
overall geographical distribution of SHFX, except for the
more southward expansion (approximately 40°N) of low
SHFX  coverage  in  North  America  and  the  northern
Eurasian continent to the west of 110°E during DJF (Fig.
9b2).  In JJA, there are approximately 20-W m−2 overes-
timations  of  SHFX in  the  BCC_AVIM2.0  simulation  in
dry lands, such as the central part of North America, the
Brazilian Plateau, the Arabian Peninsula, and the midlat-
itude  belt  from  west  Asia  to  Mongolian  Plateau  (Fig.
9a3).  The positive biases of SHFX in the central  part  of
North  America  and  the  Brazilian  Plateau  coincide  with
the underestimation of LHFX in these regions, which is a
common  deficiency  in  the  simulation  of  arid  and  semi-
arid land surface processes (Wang et al., 2017; Zhang et
al., 2017). In DJF, there are approximately 10–20-W m−2

positive biases  to  the north of  60°N and negative biases
in  the  midlatitudes  of  the  NH  between  30°N  and  60°N
(Fig.  9b3).  The  overestimation  of  SHFX  by  BCC_
AVIM2.0 in the northeastern part of the Eurasian contin-
ent in DJF is probably due to the underestimation of SCF
there in winter (figure omitted).

4.4    Comparison  between  simulations  of  BCC_AVIM1.0
and BCC_AVIM2.0

The simulations of BCC_AVIM1.0 and BCC_AVIM2.0
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Fig. 9.   As in Fig. 8, but for SHFX (W m−2).
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are compared in this section to check the overall impacts
of  the  updates  in  parameterizations  described in  Section
3. The climatological annual cycles of regional averaged
solar  and  surface  fluxes  (NSR,  SHFX,  and  LHFX)  and
LAI  are  examined  and  analyzed,  over  the  main  body of
the  Eurasian  continent  (40°–70°N,  0°–140°E)  and  the
South African continent (0°–35°S, 10°–40°E). These two
domains are chosen as examples to represent the NH and
SH, respectively.

Figure  10 shows  the  annual  cycle  for  the  Eurasian
continent.  NSR  peaks  in  June  in  CERES  observations,
and  both  BCC_AVIM1.0  and  BCC_AVIM2.0  simula-
tions  captured  the  seasonal  cycle,  except  that  the  simu-
lated  NSRs  are  less  than  the  observations  by  approxim-
ately  5–15  W  m−2 from  February  to  November.
BCC_AVIM2.0  values  are  larger  than  BCC_AVIM1.0
and  closer  to  CERES  from  June  to  October  but
BCC_AVIM1.0  performs  better  from  February  to  May,
although  the  difference  between  the  two  simulations  is
within 5 W m−2 (Fig. 10a). The underestimation of NSR
in both simulations is due to more reflected shortwave ra-
diation  and  more  emitted  longwave  radiation  than  those
in  the  observations  (figure  omitted);  the  contribution  of
longwave radiation is larger than that of shortwave radi-
ation from March to October, especially in boreal spring.
SHFX  in  BCC_AVIM1.0  is  approximately  5  W  m−2

smaller  than  GBAF observations  from January  to  April,
and  SHFX in  BCC_AVIM2.0  is  smaller  than  GBAF by
approximately 5–10 W m−2 from January to May. SHFXs
in BCC_AVIM1.0 and BCC_AVIM2.0 are close to each
other  from June  to  December;  they  are  nearly  7  W m−2

larger  than  GBAF  from  June  to  August  but  approxim-
ately  5  W  m−2 smaller  than  GBAF  from  October  to
December  (Fig.  10b).  LHFX  in  BCC_AVIM2.0  is  ap-
proximately 5 W m−2 larger  than BCC_AVIM1.0 and is
closer to GBAF from May to August (Fig. 10c). Further
investigation indicates that this improvement in LHFX in
BCC_AVIM2.0 is due to more transpiration through ve-
getation  (figure  omitted).  LAI  is  larger  in  BCC_
AVIM1.0  than  in  the  AVHRR  data  by  approximately  1
all  year  round,  and  the  bias  of  LAI  in  BCC_AVIM1.0
can  be  as  large  as  2  in  August  when  LAI  peaks  in
BCC_AVIM1.0 (Fig.  5b).  BCC_AVIM2.0 is  better  than
BCC_AVIM1.0  in  both  the  magnitude  and  phase  of  the
seasonal  evolution  of  LAI  (Fig.  10d).  In  short,  the  sea-
sonal cycle is better in BCC_AVIM2.0 due to the better
representation of vegetation phenology.

The situation in the South African continent is shown
in Fig.  11.  NSR  reaches  a  maximum  of  approximately
165 W m−2 in January and a minimum of approximately
75  W m−2 in  July  in  CERES.  Both  BCC_AVIM1.0  and

BCC_AVIM2.0  capture  this  seasonal  evolution  with
year-round  negative  biases  in  both  simulations.  BCC_
AVIM1.0  underestimates  NSR  by  approximately  40  W
m−2 in  January  and  approximately  10  W  m−2 in  July.
BCC_AVIM2.0 reduces this negative bias by approxim-
ately 5 W m−2 from February to September. The underes-
timation of NSR for the South African continent is due to
more  reflected  shortwave  radiation  and  more  outgoing
longwave radiation from the surface in both simulations
(figure omitted). SHFX reaches a minimum (about 40 W
m−2) in June and a maximum (about 67 W m−2) in Octo-
ber  according to  GBAF.  BCC_AVIM1.0 underestimates
SHFX  by  approximately  7  W  m−2 from  October  to  the
following April, whereas SHFX in BCC_AVIM2.0 is lar-
ger  than  in  BCC_AVIM1.0  year-round  and  closer  to
GBAF  from  October  to  the  following  April  (Fig.  11b).
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Fig.  10.   Annual  cycle  of  regional  averaged (a)  NSR,  (b)  SHFX, (c)
LHFX,  and  (d)  LAI  over  the  main  part  of  the  Eurasian  continent
(40°–70°N, 0–140°E). Unit is W m−2 for energy fluxes in (a–c).
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However, this alleviation of negative SHFX bias in BCC_
AVIM1.0  is  at  the  cost  of  underestimation  of  LHFX by
BCC_AVIM2.0  from  January  to  April  (Fig.  11c).  The
slight  improvement  in  BCC_AVIM2.0  simulation  of
LHFX from May to October is associated with the better
simulation  of  NSR  during  that  period  (Fig.  11a).  LAI
from  AVHRR  reaches  a  peak  of  approximately  2  in
March. BCC_AVIM1.0 overestimates LAI by approxim-
ately 1 all year round, with a maximum near 5 in Febru-
ary; whereas BCC_AVIM2.0 captures the seasonal cycle
of LAI evolution quite well, except for positive biases of
approximately  0.5–1.0  from  January  to  August  (Fig.
11d). The maximum of LAI in the BCC_AVIM2.0 simu-
lation from February to April is coincident with the LAI
peak time over the South African continent shown in Fig.
5c.  This  indicates  the  advantage  of  the  updated  pheno-

logy scheme in BCC_AVIM2.0.
Statistics  of  the  annual  global  land  average  of  the

aforementioned variables displayed in Table 1 also indic-
ate  improvements  of  BCC_AVIM2.0  simulations  after
the  updates  of  the  parameterizations.  The  global  mean
bias of NSR is reduced from −12.0 to −11.7 W m−2, and
the  RMSE drops  from 20.6  to  19.0  W m−2.  The  bias  of
LHFX is reduced from 2.3 to −0.1 W m−2 and the RMSE
is  reduced  from  15.4  to  14.3  W  m−2.  One  exception  is
that the global mean SHFX bias is increased from 2.5 to
5.1  W m−2,  whereas  the  RMSE is  reduced  from 18.4  to
17.0  W  m−2.  The  bias  of  LAI  is  reduced  from  0.89  to
0.75, and the RMSE is reduced from 1.46 to 1.27.

The overall performance of BCC_AVIM1.0 and BCC_
AVIM2.0 in simulating the global annual climatology of
surface  energy  budgets,  LAI,  and  variables  associated
with  terrestrial  carbon  cycle  is  displayed  in  the  Taylor
diagram in Fig. 12. Both models perform well in simulat-
ing  9  variables  with  higher  than  0.6  spatial  correlations
with the relevant observations [except for net ecosystem
exchange (NEE) in the BCC_AVIM1.0 simulation],  and
13  out  of  18  standardized  deviations  fall  approximately
into the 0.5–1.5 range compared with the reference vari-
ability.  Concerning  spatial  correlation,  BCC_AVIM2.0
performs better than BCC_AVIM1.0 in simulating NEE,
LAI,  net  surface  radiation  (NSR),  SA,  and  SHFX,
whereas BCC_AVIM1.0 performs slightly better in sim-
ulating  GPP and  respiration  of  ecosystem (RECO).  It  is
noted that the two red circles representing the simulation
performances  of  RECO and  LAI  in  BCC_AVIM2.0  are
very close to each other in Fig. 12. With respect to stand-
ardized  deviation,  which  indicates  the  spatial  variability
of  each  variable,  BCC_AVIM2.0  performs  better  than
BCC_AVIM1.0 and closer to the thick reference circular
arc  in  the  simulation  of  GPP,  RECO,  tropical  biomass,
NSR, and SA.

5.    Conclusions and discussion

This paper has documented the updates in several land
surfaces  related  parameterization  schemes  in  the  second
version  of  the  Beijing  Climate  Center  Atmosphere–Ve-

 

Table 1.   Bias and RMSE values (in brackets)  of annual global land
averaged simulations of BCC_AVIM1.0 and BCC_AVIM2.0. The ob-
servations for NSR are from CERES (W m−2), LHFX and SHFX data
are from GBAF (W m−2), and LAI is from AVHRR (unitless)

BCC_AVIM1.0 BCC_AVIM2.0
NSR −12.0 (20.6) −11.7 (19.0)
LHFX 2.3 (15.4) −0.1 (14.3)
SHFX 2.5 (18.4) 5.1 (17.0)
LAI 0.89 (1.46) 0.75 (1.27)
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Fig. 11.   As in Fig. 10, but over the South African continent (0–35°S,
10°–40°E). Unit is W m−2 for energy fluxes in (a–c).
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getation  Interaction  Model  (BCC_AVIM2.0).  The  up-
dated  parameterizations  include  those  for  lakes  of  vari-
able  depth  in  the  framework  of  snow–ice–water–soil,
evapotranspiration  over  rice  paddies,  snow  cover  frac-
tion  and  snow  surface  albedo,  threshold  temperature  to
initiate  freeze  (thaw)  of  soil  water  (ice),  prognostic  ve-
getation  phenology,  and  solar  radiation  transfer  through
the  vegetation  canopy.  The  performance  of  BCC_
AVIM2.0  after  the  implementation  of  the  revised  para-
meterizations is evaluated with available observations.

The  BCC_AVIM2.0  simulation  of  surface  temperat-
ure of the Great Lakes region in North America is much
improved,  with  lower  RMSE and higher  spatial  correla-
tion  coefficients  with  observations,  especially  in  winter-
time.  The cold bias in the BCC_AVIM1.0 simulation in
January is possibly due to the relatively quick freezing of
surface water without considering the insulation of snow
cover. The alleviation of this cold bias in the simulation
of  BCC_AVIM2.0  is  possibly  due  to  the  more  efficient
heat exchange in the vertical layers and larger heat capa-
city  of  the  entire  water–soil  system  of  CoLM-lake  in
BCC_AVIM2.0  than  in  the  water-only  lake  module  in

BCC_AVIM1.0.
Increased LHFX and reduced SHFX over rice paddies

are closer to the observations in BCC_AVIM2.0 than in
BCC_AVIM1.0.  The  increase  of  LHFX  is  due  to  en-
hanced  ground  water  evaporation,  and  the  decrease  of
SHFX is attributed to the redistribution of available NSR
budget.  It  is  inferred that  the improvement  in  the seaso-
nal evolutions of surface heat fluxes results from the re-
vised rice phenology with two growing seasons in a year,
which is closer to the midlatitude situation in China.

The two-stage snow albedo scheme in BCC_AVIM2.0
captures the different snow aging effects at the accumula-
tion and melting periods of a snow season and decreases
the overestimation of snow albedo during the snow melt-
ing period. This alleviates delay of final ablation of snow
cover in boreal spring in the BCC_AVIM1.0 simulation,
leading to improved simulation results.

The  prognostic  phenology  scheme in  BCC_AVIM2.0
can quite well reproduce the diversity of global timing of
the  LAI  peak,  especially  the  seasonal  northeastward
movement of the peak timing of vegetation growth in the
Eurasian  continent.  Better  simulation  of  LAI  peak  tim-
ing  is  favorable  for  the  improvement  in  simulating  land
surface  heat  fluxes  and  land–atmosphere  interactions.
Therefore, it is beneficial to the simulation of the overly-
ing  atmospheric  circulation,  which  will  be  validated  in
the  future  by  running  the  coupled  BCC_CSM  with
BCC_AVIM2.0 as its land component model.

Preliminary  results  of  BCC_AVIM2.0  in  the  ongoing
LS3MIP  of  CMIP6  show  that  it  can  reasonably  capture
the geographic distribution and seasonal evolution of sur-
face  energy  fluxes.  The  overall  performance  of  BCC_
AVIM2.0  in  simulation  of  the  land  surface  energy
budgets and terrestrial carbon cycle is better than that of
BCC_AVIM1.0 in terms of geographical distribution and
standardized  deviations.  The  annual  global  land  aver-
aged biases and RMSEs of NSR, LHFX, and LAI are re-
duced after  the updates  of  the parameterization schemes
in BCC_AVIM2.0. The global mean RMSE of SHFX is
also reduced whereas the bias of SHFX is increased.

The  positive  biases  of  SHFX  in  central  North  Amer-
ica and the Brazilian Plateau in the BCC_AVIM2.0 sim-
ulation in JJA are coincident with the underestimation of
LHFX  in  these  regions.  The  above  overestimation  of
SHFX and underestimation of LHFX are associated with
the positive biases in the surface temperature and the sur-
face  outgoing  longwave  radiation  and  thus  the  negative
bias in NSR over these semiarid regions, which involves
complicated interactions between surface energy budgets
and the water  cycle.  This  is  an interesting topic that  de-
serves further investigation.
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Fig.  12.   Taylor  diagram  for  the  global  annual  climatology  of  gross
primary  productivity  (gpp),  respiration  of  ecosystem  (reco),  net  eco-
system exchange of CO2 (nee), biomass, leaf area index (lai), land net
surface  radiation  (nsr),  surface  albedo  (sa),  surface  sensible  heat  flux
(shfx),  and surface latent  heat  flux (lhfx).  The upper case suffix after
each variable  indicates  the source of  observation.  The radial  coordin-
ate shows the standard deviation of the spatial pattern, normalized by
the observed standard deviation. The azimuthal variable shows the cor-
relation  of  the  modeled  spatial  pattern  with  the  observed  spatial  pat-
tern. Analysis is for the entire globe (except that biomass is for tropi-
cal  areas).  The  BCC_AVIM2.0  and  BCC_AVIM1.0  simulations  are
averaged over the same period as that for the relevant reference data-
set. Crosses are for BCC_AVIM1.0 and circles for BCC_AVIM2.0.
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Since there are uncertainties among different observa-
tional datasets and various atmospheric forcings to drive
LSMs, it  is  necessary to employ alternative atmospheric
forcings to run BCC_AVIM2.0 and evaluate the simula-
tions  against  multi-source  observations,  which  will
provide new insights into land surface processes and en-
hance  the  understanding  of  the  mechanisms  involved  in
land–atmosphere interactions.
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