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ABSTRACT

In the present study, the LASG/IAP Climate system Ocean Model version 2 (LICOM2) was implemented
to replace the original ocean component in the Community Earth System Model version 1.0.4 (CESM1) to
form a new coupled model referred to as CESM1+LICOM2. The simulation results from a 300-yr prein-
dustrial experiment by using this model were evaluated against both observations and the Flexible Global
Ocean-Atmosphere-Land System Model with grid-atmospheric model version 2 (FGOALS-g2). It was found
that CESM1+LICOM2 simulates well the mean features of the ocean, sea ice, and atmosphere, relative
to models used in the Coupled Model Intercomparison Experiment (CMIP5), when compared with obser-
vations. The spatial distribution of SST bias in CESM1+LICOM2 is similar to that in the Community
Climate System Model version 4 (CCSM4). The simulated climate variabilities, such as ENSO and Pacific
decadal oscillation, are also reasonably simulated when compared with observations. The successful imple-
mentation of LICOM2 in the CESM1 framework greatly enhances the capability of LICOM2 in conducting
high-resolution simulations and model tuning. Compared with FGOALS-g2, the simulations of both SST
and Atlantic meridional overturning circulation are significantly improved in CESM1+LICOM2. The former
can be mainly attributed to the atmospheric model, and the latter to the improvement in the parameteriza-
tion of diapycnal mixing. The study provides a base to further improve the present version of LICOM and
its functionalities in the coupled model FGOALS at both low and high resolutions.
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1. Introduction

The LASG/IAP Climate system Ocean Model
version 2 (LICOM2; Liu et al., 2012) is the ocean
component of the Flexible Global Ocean-Atmosphere-

Land System Model with grid-atmospheric model ver-
sion 2 (FGOALS-g2; Yu et al., 2002). Recently, it was
implemented in the Community Earth System Model
version 1.0 (CESM1; specifically, version 1.0.4) as its
oceanic component, replacing the Parallel Ocean Pro-
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gram version 2 (POP2), to enhance the capabilities of
LICOM2. Hereafter, we refer to the coupled model as
CESM1+LICOM2.

A set of experiments has been conducted with
LICOM2 under the framework of CESM1, includ-
ing a stand-alone ocean model experiment (without
an active sea-ice component), a Coordinated Ocean-
ice Reference Experiments phase I (CORE-I) exper-
iment, and a fully coupled experiment. The present
study focuses on the simulation results from the fully
coupled model; the results from the stand-alone and
ocean–sea-ice coupled experiments will be reported in
a separate paper. Two comparisons of the simulations
were made: firstly, with observations, to evaluate the
basic performance of the model; and secondly, with
FGOALS-g2 (Lin et al., 2013b). Because the ocean
component is almost the same as that in FGOALS-g2,
except for the interface with the NCAR flux coupler
version 7 (CPL7), and some updates, the effects of
different atmospheric models can be inferred from the
second comparison.

There were two principal motivations for imple-
menting LICOM2 in CESM. Firstly, to meet the need
for high-resolution CGCM simulations. The LASG
(State Key Laboratory of Numerical Modeling for At-
mospheric Sciences and Geophysical Fluid Dynamics,
IAP) plans to develop a CGCM with higher resolu-
tion to conduct the experiments of the forthcoming
CMIP6. The desired horizontal resolution is at least 25
km for the ocean model, and 50–100 km for the atmo-
sphere model. However, NCAR flux coupler version 6
(CPL6), which is used in FGOALS-g2, cannot support
such high-resolution simulations effectively. CPL7 has
been designed to facilitate higher resolution simula-
tions. Special efforts have been made to reduce the
memory footprint and improve the memory scaling
of the coupler (Craig et al., 2012). Such an advance
makes it feasible to run the fully coupled system at a
10-km resolution globally. Therefore, this study can
be considered as a practical and necessary first step to
upgrade FGOALS from the perspective of the compu-
tational capability of a CGCM.

Secondly, LICOM has been seeking a more con-
venient and efficient development and tuning plat-

form. Coupled models are usually built incremen-
tally. That is, component models are usually devel-
oped and tuned separately or in sub-groups, such as
the ocean model coupled with the sea-ice model, or the
atmosphere model coupled with the land model. All
these model components are then combined together
to construct a fully coupled model. During the work
for the Coupled Model Intercomparison Experiment
(CMIP5; Taylor et al., 2012), we found that the ocean
model required extensive retuning in the fully coupled
model configuration, after having been initially tuned
in a stand-alone configuration. Furthermore, the spa-
tial patterns of the biases differ considerably between
the ocean-only and the coupled experiments (Liu et
al., 2014). We attributed this to the lack of inter-
action between the ocean and sea ice in the stand-
alone ocean model. As pointed out by Griffies et al.
(2009), the ocean–ice interaction in the polar and sub-
polar regions can significantly affect the global-scale
ocean circulation through ice melting and formation
processes, or the alteration of the fluxes entering the
ocean due to the presence of sea ice. Including a sea-
ice model avoids the biases caused by the introduc-
tion of the non-physical boundary conditions in the
stand-alone ocean model. In hindsight, we should have
tuned the ocean–sea-ice coupled model, not the ocean-
only model. The Community Climate System Model
version 1 (CESM1) provides both a coupled interface
with other climate system components of the ocean
and sea-ice models, and the observational data of the
COREs. Therefore, it can be considered a convenient
platform for developing and tuning individual com-
ponent models and coupled models. It allows us to
focus on one component only, rather than the entire
coupled model, and to conduct various experiments
using different sub-groups of coupled components. We
consider the implementation of LICOM2 in CESM as
introducing a development platform for LICOM from
the perspective of an ocean modeler.

The objective of the present study was to evalu-
ate and report the performance of CESM1+LICOM2,
which is necessary for LICOM2 to be used in future
coupled model simulations, including those for CMIP6
by FGOALS-g2. In-depth analyses of the physical
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causes of model deficiencies are left to a future study
that will compare CESM1+LICOM2 with CESM1
where the only difference is in the ocean model. Sec-
tion 2 introduces CESM1+LICOM2 and describes its
individual components, along with the experimental
setup and data used for evaluation. The results from
CESM1+LICOM2 are presented in Section 3, and Sec-
tion 4 provides a summary.

2. Model description, experiments, and obser-

vation data

2.1 Model description and experiments

The basic codes of LICOM2 used here are de-
rived from FGOALS-g2. The vertical coordinate of
LICOM2 is the η-coordinate with 30 levels. The zonal
resolution of LICOM2 is uniformly 1◦. The merid-
ional resolution is 0.5◦ between 10◦S and 10◦N, chang-
ing from 0.5◦ to 1◦ between 10◦ and 20◦S/N, and 1◦

poleward of 20◦S/N. Near the North Pole (88◦–90◦N),
the ocean is treated as an island. The diapycnal mix-
ing scheme is from Canuto et al. (2001, 2002). The
effect of mesoscale eddies is parameterized by both
Redi (1982) and Gent and McWilliams (1990). Based
on Danabasoglu and McWilliams (1995), the isopycnal
and thickness diffusivity coefficients are both assigned
values of 500 m2 s−1.

The LICOM codes and physical processes were
updated after CMIP5. Improvements were made to
the parallel domain decomposition, from one dimen-
sion to two dimensions, and in introducing the tidal
mixing scheme of St. Laurent et al. (2002) and
the latitude-dependent background internal wave mix-
ing diffusivity scheme of Jochum (2009). It was the
updated version that was used in this study. In
CESM1+LICOM2, the solar penetration scheme, de-
pendent on the chlorophyll-a concentration (Ohlmann,
2003), is used; while in FGOALS-g2, a constant solar
penetration scheme (Paulson and Simpson, 1977) was
used.

CESM1 was chosen because its resolution/com-
ponent combinations have been validated scientifically
by NCAR (http://www.cesm.ucar.edu/models/cesm
1.0/scientific−validation.html). The oceanic, atmo-

spheric, ice, and land components are POP2, CAM4
or CAM5 (Community Atmosphere Model version 4
or 5), CICE4 (Community Ice Code version 4), and
CLM4 (Community Land Model version 4), respec-
tively. To introduce LICOM2 into CESM1, the main
program of LICOM2 has been recorded into three sub-
routines: the initializing, running, and finalizing pro-
grams (Li, 2013). As a result, the ocean model can be
called by the flux coupler and the coupled model can
become one executable file after compilation. Mean-
while, the time management of LICOM2 has also been
revised to cooperate with the time management in the
flux coupler.

As mentioned in the introduction, we have per-
formed three simulations: a stand-alone ocean model
experiment (without an active sea-ice component), a
CORE-I experiment, and a fully coupled experiment.
Here, we focus on the third of these experiments.
In this experiment, the finite-volume, low-resolution
(144 × 96) CAM4 was chosen for the atmospheric
model. The land surface model was CLM4, with the
same horizontal resolution as CAM4. The horizontal
grid in the sea-ice model (CICE4) is the same as LI-
COM2. For the ocean model, the updated LICOM2
was used with the solar penetration scheme dependent
on chlorophyll-a. The resolution of LICOM2 is the
same as that in FGOALS-g2. The atmospheric chem-
istry and marine ecosystem and carbon cycle compo-
nent were all turned off. The concentrations of green-
house gases were set to be the preindustrial level (284
ppm for CO2). The solar insolation in the year 1850
was used. CESM1+LICOM2 was integrated for 300
yr, starting from the annual mean observational ocean
temperature and salinity from the Polar Science Cen-
ter Hydrographic Climatology (PHC3.0; Steele et al.,
2001). This simulation is the preindustrial control run
(hereafter, PI control) under the CMIP5 protocol. Be-
cause the integration became relatively stable after 50
yr, we defined the final 50-yr average as the clima-
tology of this experiment. The final 100 years were
used to study the variability on both interannual and
decadal timescales.

To understand the origin of SST biases, the
CMIP5 simulations of the PI control run in FGOALS-
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g2 were used to clarify the effect of the atmospheric
model. Moreover, the 200-yr simulations from CESM1
with original POP2 components (denoted CESM1+
POP in this paper) were carried out with the same
configurations of physical parameters as those in
CESM1+LICOM2. This helped to understand the ef-
fect of different oceanic components.

2.2 Observation data

As evaluation datasets, the following observa-
tional and reanalysis data were used. The ERSST.v3b
(Xue et al., 2003; Smith et al., 2008) was used to con-
struct the SST climatology. Because the PI control
simulation was used for analysis, only the SST data
covering the period 1854–1859 from ERSST.v3b were
chosen for comparison with the climatological-mean
simulations. For comparing the simulation variability,

the Hadley Centre sea-ice and SST dataset (HadISST;
Rayner et al., 2003) was chosen. The monthly mean
sea-ice data from the Special Sensor Microwave/Image
(SSM/I; Comiso, 2000) were chosen for comparison
with simulated sea ice. Under the Rapid Climate
Change programme (RAPID), the Atlantic meridional
overturning circulation (AMOC) has been estimated
observationally at 26.5◦N after 2004 (Cunningham et
al., 2007). The RAPID AMOC profile at this latitude
was used for examining the simulation of AMOC.

The sea level pressure (SLP) and 850-hPa wind
were derived from ERA-Interim data (Dee et al.,
2011). The precipitation data were obtained from
the Climate Prediction Center (CPC) Merged Anal-
ysis of Precipitation (CMAP; Xie and Arkin, 1997).
The details of these observational and reanalysis data
are listed in Table 1.

Table 1. Observation and reanalysis datasets used for comparison in this study

Variable Dataset Period Reference

SST ERSST.v3b 1854–1859 Xue et al. (2003);

Smith et al. (2008)

SST HadISST 1900–2010 Rayner et al. (2003)

Ocean temperature and salinity PHC3.0 Before 1998 Steele et al. (2001)

Rainfall CMAP 1980–2005 Xie and Arkin (1997)

SLP; 850-hPa wind ERA-Interim 1989–2005 Dee et al. (2011)

Sea-ice extent SMMR, ESMR, NIC, SSM/I 1972–2002 Cavalieri et al. (2003)

Sea-ice extent SSM/I at NSIDC 1979–2000 Comiso (2000)

AMOC at 26.5◦N RAPID 2004–2009 Cunningham et al. (2007);

Johns et al. (2011)

AMOC at 24.5◦ WOCE and other projects 1992–1993 Hernández-Guerra et al.

and 7.5◦N 2010–2011 (2014)

ACC at the Drake Passage (Sv) Six sections along WOCE line SR1b 1993–2000 Cunningham et al. (2003)

Note: PHC: Polar Science Center Hydrographic Climatology; ESMR: Nimbus 5 Electrically Scanning Microwave Radiometer;

NIC: National Ice Center; RAPID: Rapid Climate Change Programme; ACC: Antarctic circumpolar current; and SR: southern
repeat.

3. Results

3.1 Long-term behavior

Relatively stable behavior was achieved in the
300-yr simulation of CESM1+LICOM2 after about 50-
yr integration, according to the global-mean SST (Fig.
1a). The global-mean SST of the final 100 years is
about 18.24℃, which is slightly higher than the ob-
served value of 18℃. The stable integration behavior
of SST is consistent with the very small net heat flux

(the mean values are –0.07 W m−2 for 300 yr and
–0.03 W m−2 for the last 100 yr, respectively) at the
TOA (Fig. 1b). Because of the loss of net TOA heat
flux in the model, the global volume mean tempera-
ture has a small negative trend during the 300 years
(approximately 0.067℃ (100 yr)−1; Fig. 1c).

The stable behavior of the integration is also
shown in the temporal evolution of sea-ice coverage in
September and March in the NH and SH (Fig. 1d). In
the NH, the sea-ice coverages in September and March
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Fig. 1. Time series of (a) global-mean SST (℃), (b) net heat fluxes at the TOA (W m−2), (c) global-mean ocean

temperature (℃), (d) sea-ice area (million m2) in September and March in the NH and SH, (e) global-mean sea surface

salinity (SSS; psu), (f) global-mean salinity (psu), (g) AMOC averaged from 900 to 1200 m at 26.5◦N (Sv, 1 Sv = 106

m3 s−1), and (h) volume transport at Drake Passage (Sv), in the PI control run simulated by CESM1+LICOM2. The

thick red lines indicate the 9-yr running mean values. The thick lines (blue and black dashed lines) in (d) represent

sea-ice cover in the NH (SH). The purple dashed and light black lines in (d) are for the observed values.

are both close to the observations (Cavalieri et al.,
2003). In the SH, the sea-ice coverage in March is close
to the observation; whereas in September (25 million
km2), it is larger than observed, which is related to
the SST being too cold.

An obvious drift exists in the sea surface salinity
(SSS) (Fig. 1e). This is due to the net input of fresh-
water flux at the sea surface (figure omitted), which
reduces the global volume mean salinity in the ocean
(Fig. 1f). The inconsistent changes of the trend in
SSS and global volume mean salinity result from the
redistribution of salinity in the vertical direction.

There is no obvious drift in the simulated AMOC
(Fig. 1g). The AMOC value (23.6 Sv) is nearly 25%

larger than that in a recent estimation from direct
observation (18.7 Sv; Cunningham et al., 2007). In
the NH, the reasonable simulation of sea-ice cover-
age may be related to the well-simulated AMOC. The
overly strong transport of the Antarctic circumpolar
current (ACC) (201.7 Sv; 135 Sv in the observation
from Cunningham et al., 2003) and its gradually in-
creasing trend can affect the sea ice in the SH. In the
SH, the overly cold SST may be connected with the
overly strong ACC, as shown later in the wind and
SLP fields.

These stable evolution behaviors of global mean
SST, TOA, sea-ice cover, AMOC, and ACC are com-
parable with those in FGOALS-g2 (Lin et al., 2013a).
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However, the global-mean values of these variables
are different, such as the colder and warmer SST,
larger and smaller absolute magnitude of the TOA,
and the much larger and slightly larger ACC than
observed for FGOALS-g2 and CESM1+LICOM2, re-
spectively (figure omitted). In addition, similar evolu-
tions of global volume mean temperature are apparent.
The evolutions of global volume mean salinity are in-
creasing and deceasing gradually for FGOALS-g2 and
CESM1+LICOM2, respectively.

3.2 Mean state

3.2.1 Ocean
Figure 2 shows the annual-mean SST for

CESM1+LICOM2 and the SST difference between the
simulation and ERSST.v3b during 1854–1859. The
RMSE is 1.1℃ for CESM1+LICOM2 against the ob-
servation. The spatial pattern of the SST bias in
CESM1+LICOM2 is similar to that in CCSM4 (Gent
et al., 2011) and the CMIP5 ensemble mean (Wang et

Fig. 2. (a) Annual mean SST (℃) in the PI control run simulated by CESM1+LICOM2, and (b) the SST difference (℃)

between the simulation and observations from ERSST during 1854–1859. Panels (c, d) are similar to (a, b), respectively,

but simulated by FGOALS-g2. Panels (e, f) are similar to (a, b), respectively, but simulated by CESM1+POP. Thick

lines in (a) indicate the 28℃ or 0℃ isotherms.
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al., 2014).
In CESM1+LICOM2, the warm SST biases ap-

pear mainly along the oceanic eastern coast and
around the strong western boundary currents (e.g.,
in North Pacific between 20◦ and 50◦N, and in
most areas of North Atlantic between 30◦ and 60◦N).
The cold biases (< –2℃) are located mainly in the
equatorial central and eastern Pacific cold tongue, the
tropical western Atlantic, the Barents Sea, the region
northeast of Iceland, and the Pacific Ocean sector of
the Southern Ocean. Many of these biases are also
in the CMIP5 ensemble mean (Wang et al., 2014),
including the warm biases along the oceanic eastern
coast and cold biases in the Pacific cold tongue and the
tropical western Atlantic. However, the cold biases in
the Pacific Ocean sector of the Southern Ocean and
the warm biases around the strong western boundary
currents are different from those in the CMIP5 ensem-
ble mean (Wang et al., 2014).

Compared with the previous version of the
LASG’s coupled model (FGOALS-g2), we found that
the cold biases are significantly reduced. The spatial
RMSE in CESM1+LICOM2 is also slightly smaller
than that in FGOALS-g2 (1.2℃; Fig. 2d). The global
mean SST in FGOALS-g2 is only 17.5℃, which is
about 0.5℃ colder than in the observations (Figs. 2c
and 2d). The Indo-Pacific warm pool, which is usu-
ally defined by a region within the 28℃ isotherms, is
much larger and more realistic in CESM1+LICOM2
than that in FGOALS-g2 (Figs. 2a and 2c), es-
pecially in the equatorial Indian Ocean. The cold
biases (< –4℃) centered at 40◦N in North Pacific
in FGOALS-g2 have been replaced by warm biases
in CESM1+LICOM2. The changes are most likely
due to the different atmospheric components. In
North Atlantic, south of 60◦N, the biases are re-
duced significantly in CESM1+LICOM2 compared
with FGOALS-g2. Such an improvement may be
associated with the more reasonable AMOC simula-
tion in CESM1+LICOM2 than in FGOALS-g2, which
will be further discussed in the following. All these
changes contribute to the reduction of the cold bias in
the global-mean SST of CESM1+LICOM2. However,
there are places in CESM1+LICOM2 where the cold

bias is larger than in FGOALS-g2, most evidently in
the equatorial central and eastern Pacific. The sea-
sonal chlorophyll distribution may contribute to the
cold bias by about 0.5–1℃ (Lin et al., 2011).

There are similar distributions of SST biases
with different magnitudes in CESM1+LICOM2 and
CESM1+POP due to similar spatial RMSE (Figs. 2b
and 2f). This indicates the similar SST bias patterns
are determined by other component models, particu-
larly the atmospheric model, and apart from the ocean
component. Globally, the mean SST, with a bias of
0.3℃ in CESM1+LICOM2, is closer to the observed
than that in CESM1+POP, with a bias of 0.7℃, since
the local SST in CESM1+LICOM2 is colder than that
in CESM1+POP in most regions, except the North
Indian Ocean, tropical Atlantic Ocean, and North At-
lantic Ocean. This tells us that bias magnitudes can
be greatly affected by different ocean models. Further-
more, compared with CESM1+POP, the SST cold bi-
ases in CESM1+LICOM2 are more significant in the
equatorial Pacific, the Southern Ocean between 45◦

and 75◦S, North Pacific between 50◦ and 60◦N, and
the Barents Sea. In these dynamic ocean regions, the
biases due to different ocean models are significant and
need to be investigated further.

Figure 3 shows the global MOC and AMOC for
CESM1+LICOM2 and FGOALS-g2, and the simu-
lated and observed vertical profiles of the volume
transport along 26.5◦N. The pattern of global MOC is
captured well by CESM1+LICOM2 (Fig. 3a), in com-
parison with those results from the schematic diagram
and the tracer inversion methods (Lumpkin and Speer,
2007; Marshall and Speer, 2012; Liu and Liu, 2014).
In the CESM1+LICOM2 simulation, the magnitudes
of volume transport by the North Atlantic Deep Wa-
ter (NADW) and Antarctic Bottom Water (AABW)
are about 24 and 10 Sv, respectively.

The depth of the maximal magnitude of NADW
at 26.5◦N is the same as the observations at around
1000 m (Fig. 3e). The maximal magnitude of NADW
in CESM1+LICOM2 (about 24 Sv) is about 30%
larger than that observed, which is about 18.7 Sv
for the 1-yr record from Cunningham et al. (2007)
and about 18.5 Sv for the 3.5-yr record from Johns et
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al. (2011). At 24.5◦ and 7.5◦N, the simulated values
are about 22 and 20 Sv, which are within the ranges
of observed values (20.1–24.7 and 16.9–29.2 Sv, res-
pectively) estimated by Hernández-Guerra et al.

(2014). The simulated NADW for CESM1+LICOM2
at 26.5◦N can extend to 3500 m, but it remains about
1000 m shallower than observed.

In FGOALS-g2, the magnitude of volume trans-

Fig. 3. MOC (Sv) in the PI control run simulated by CESM1+LICOM2: (a) globe and (b) Atlantic. Panels (c, d) are

similar to (a, b) but for that simulated by FGOALS-g2. (e) The simulated (red line for CESM1+LICOM2 and blue line

for FGOALS-g2) and observed (black line) volume transports (Sv) at 26.5◦N.
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port by NADW is 28 Sv, which is 4 Sv larger than that
in CESM1+LICOM2 (Figs. 3c and 3d). The NA-
DW extends to 200–500 m deeper in CESM1+LI-
COM2 (the value of 4 Sv reaching the depth of 3500 m
at around 30◦N) than in FGOALS-g2 (the value of 4
Sv reaching the depth of 3000 m at around 30◦N).
In addition to the deeper extension of the NADW
for CESM1+LICOM2, the most evident difference be-
tween CESM1+LICOM2 and FGOALS-g2 is the much
larger transport of AABW in the simulation of the lat-
ter. The maximal value of volume transport of AABW
is about 6 Sv at 26.5◦N for FGOAL-g2, while is only
about 1 Sv for CESM1+LICOM2 (Fig. 3e), which is
much closer to observations. CESM1+LICOM2 uses
tidal mixing, while FGOALS-g2 does not. We found
that the simulation of NADW is significantly improved
after the introduction of the tidal mixing scheme (fig-
ures omitted). Thus, the improvements in both the
vertical structure and the magnitude of AMOC in
CESM1+LICOM2 can be mainly attributed to the im-
provement in the parameterization of diapycnal mix-
ing in the ocean component.

In the Southern Ocean, the strong circulation
from the surface to 3500 m deep is called the Deacon
Cell. The maximal magnitude of the Deacon Cell can
exceed 36 Sv, which is nearly 4 Sv larger than that
in FGOALS-g2 (Lin et al., 2013b). The larger Dea-
con Cell for CESM1+LICOM2 is related to the strong
ACC.
3.2.2 Sea ice

The spatial distributions of sea-ice concentration
(SIC) and sea-ice thickness in March and September
in CESM1+LICOM2 are shown in Fig. 4. March and
September are also the months in which the seasonal
maximum (minimum) and minimum (maximum) of
SIC occur for the NH (SH). The simulation captures
the observed SIC distributions (Comiso, 2000) in the
NH well, which shows that most of the Arctic Ocean
and the high-latitude oceans are covered by sea ice in
March, while the sea-ice extent reduces and retreats
to the Arctic Ocean in September. It is important
to point out that the simulation somewhat overesti-
mates the SIC over the Barents Sea and Bering Sea,
and underestimates the SIC over the Labrador Sea and

Hudson Bay in March (Figs. 4a and 4b).
In the SH, the observation shows the SIC in

March exists near Antarctica only, with the maxi-
mum amount in the southwest of the Weddell Sea.
SIC increases considerably in September, such that the
Southern Ocean south of 60◦S is almost entirely cov-
ered by sea ice in the observations. The main charac-
teristics of Antarctic SIC in March and September are
reflected well in the simulation, although the north-
ward extension of SIC in the Southern Ocean is over-
estimated in September.

Figures 4e and 4f illustrate the seasonal distribu-
tion of sea-ice thickness in the NH. The thickest sea ice
(up to 5–6 m) is over areas to the north of the Cana-
dian Archipelago and Greenland; sea ice becomes thin-
ner toward the coast of the Eurasian continent, with
ice thicknesses of less than 1 m adjacent to the Russian
coast, which is very close to the observations (Mori-
son and Andersen, 1998). However, extremely low SIC
(< 1%) with ice thickness (< 0.5 m) is simulated by
CESM1+LICOM2 near the sea-ice edge zone in North
Pacific, North Atlantic, and Southern Ocean. These
features are not found in observations.

The simulated distribution of sea-ice thickness by
CESM1+LICOM2 in the NH is closer to observed than
that by FGOALS-g2 (figure omitted). The thickest ice
occurs over the North Pole in FGOALS-g2, while in
observations it is located to the north of the Canadian
Archipelago and Greenland. The improvement may
be related to the change in atmosphere state and cir-
culation.
3.2.3 Atmosphere

Figure 5 shows the annual mean SLP and wind
vectors at 850 hPa. Overall, the atmospheric general
circulations are simulated well in CESM1+LICOM2,
although in the tropics and subtropics the low and
high pressure are underestimated and overestimated,
respectively, compared with the reanalysis data. In the
subpolar region, the low pressure is underestimated in
CESM1+LICOM2. These patterns are similar to re-
sults from FGOALS-g2 (figure omitted).

The easterly winds at 850 hPa are stronger than
those in ERA-Interim data in the tropics, which may
be associated with the overly cold SST in the central-
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Fig. 4. Simulated SIC (%) in (a, c) March and (b, d) September in the NH and SH, respectively. The simulated and

observed 15% SIC is denoted by the purple and dark thick lines, respectively. (e, f) Simulated sea-ice thickness (m) in

March and September, respectively, in the NH.
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Fig. 5. SLP (hPa; shaded) and wind (m s−1; vectors) at 850 hPa from (a) simulation and (b) observations. (c) SLP

difference between the simulation and observations (i.e., simulation minus observations).

eastern Pacific. In the high latitudes south of 40◦S,
the westerly winds in the simulation are located fur-
ther to the south than in the reanalysis.

In CESM1+LICOM2, the main rain belts are gen-
erally reproduced (Figs. 6a and 6b). The global
annual mean bias is 0.18 mm day−1 and the spatial
RMSE is 0.84 mm day−1. The largest biases of pre-
cipitation occur in the tropics. The southern branch of

the ITCZ extends too far eastward in both the Pacific
and Atlantic basins, and runs parallel to the equator.
This is a common bias for directly coupled models and
is referred to as the “double ITCZ” bias (e.g., Zhang et
al., 2007). The simulated northern branch of the ITCZ
is too broad and too strong in the central Pacific. The
lower rainfall in the central equatorial Pacific is related
to the colder SST bias there (Fig. 2). In the western
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Fig. 6. Annual mean rainfall (mm day−1) for (a) CESM1+LICOM2 and (b) observations, and (c) difference between

the simulation and observations.

(eastern) Indian Ocean, the rainfall is overestimated
(underestimated). Besides the tropical region, exces-
sive precipitation can also be found in the southern
parts of the Tibetan Plateau. These rainfall biases are
comparable to those in CCSM4 (Gent et al., 2011).

3.3 ENSO and Pacific decadal oscillation

We also evaluated the interannual and decadal

variabilities in the CESM1+LICOM2 simulation;
specifically, ENSO and Pacific decadal oscillation
(PDO). Before presenting the simulated ENSO by
CESM1+LICOM2, we first show the seasonal varia-
tion of the climatological monthly SST anomaly, aver-
aged between 2◦S and 2◦N, in Fig. 7. The annual cycle
in the eastern equatorial Pacific and the semi-annual
cycle in the western equatorial Pacific are simulated
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Fig. 7. SST seasonal evolution averaged between 2◦S and

2◦N in the Pacific for (a) simulation and (b) observations.

well (Figs. 7a and 7b). The westward propagation
of the SST anomaly is also comparable with the ob-
servations, although the phase of the seasonal cycle
in the eastern Pacific has a lag of about one month.
The maximal warming appears during May–June in
the model, while it is during March–April in the ob-
servations. The model simulated warming during
December–January, followed by some slight cooling
during February–March, which registers a semi-annual
signal in the eastern Pacific. The seasonal evolution of
the SST anomaly is similar to that in CCSM4 (Gent
et al., 2011), even though the ocean model is different.

To examine the interannual variation in
CESM1+LICOM2, we show the pattern of SST
monthly mean anomalies regressed onto the Niño3.4

index (Fig. 8), the monthly standard deviation of
the Niño3.4 index, and the power spectrum of the
Niño3.4 index. In general, the overall pattern of the
regression coefficient is similar to that in the observa-
tions. However, the pattern in the Indo-Pacific basin
shifts by 10◦ westward (Figs. 8a and 8b), possibly
related to the overly cold and westward extension of
the equatorial cold tongue (Fig. 2). The amplitude of
ENSO in CESM1+LICOM2, in terms of the Niño3.4
index, is nearly twice that in the observations. Strong
ENSO signals can be found in the monthly standard
deviation and the spectrum of the Niño3.4 index (Figs.
8c–f). The seasonal phase lock of ENSO is reproduced
by the model, with the maximal standard deviation in
boreal winter (Figs. 8c and 8d). As in the observation,
CESM1+LICOM2 also has relatively broad spectrum
peaks within the interannual timescale of 2–7 yr (Figs.
8e and 8f).

Figure 9 shows the spatial pattern and the time
series of the first mode of the SST monthly mean
anomalies in North Pacific for both CESM1+LICOM2
and HadISST, which are often used to represent the
PDO (Mantua et al., 1997). The spatial pattern
of the PDO is simulated well by CESM1+LICOM2.
Two features of the model are different from the ob-
servations. Firstly, the magnitude of the simulated
result is 30%–50% larger than that of the observa-
tions, while the magnitude in FGOALS-g2 is closer
to that of the observations but with slightly larger
magnitude. Secondly, the center of the negative value
shifts westward, similar to the pattern of the interan-
nual variability. A westward-shifted center can also
be seen in FGOALS-g2. This may be related to the
much broader western boundary currents due to the
coarse resolution of the ocean model. The time series
of the first principal component shows that the period
of the PDO for CESM1+LICOM2 is shorter than that
in the observations. However, the period of the PDO
in FGOALS-g2 is comparable to that observed (Zhou
et al., 2014). Meanwhile, the ENSO amplitude in
FGOALS-g2 is weaker than that in CESM1+LICOM2
and is comparable to that observed (Li et al., 2013).
These comparisons suggest that the strong ENSO am-
plitudes may result in a tendency for the PDO periods
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Fig. 8. (a, b) Regression of the SST anomaly onto the Niño3.4 index (℃), (c, d) standard deviation and (e, f) power

spectrum of the Niño3.4 SST anomaly (℃), in the (a, c, e) simulation by CESM1+LICOM2 and (b, d, f) observations.

The green, red, and blue lines are the significant test lines from the red noise and the upper and lower confidence lines,

respectively.

to be shorter because of the important role of ENSO
in climate oscillation globally, especially in the Pacific.
In addition, the PDO time series show less noise in
CESM1+LICOM2 compared with that in the observa-
tions and FGOALS-g2. The reason for this is unclear.

4. Summary and discussion

In the present study, the oceanic component of
CESM1 was replaced by the latest version of LICOM.
A 300-yr PI control experiment has been conducted

using this coupled model (CESM1+LICOM2), and its
baseline performance evaluated against both observa-
tions and the previous version of the LASG coupled
model.

CESM1+LICOM2 has been stably integrated
without obvious climatic drift over 300 model years.
The mean features of the ocean, sea ice, and at-
mosphere are simulated well with CESM1+LICOM2,
relative to the performance of FGOALS-g2 and the
CMIP5 multi-model ensemble mean. The SST bias in
CESM1+LICOM2 is similar to that in CCSM4 in its
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Fig. 9. (a) First EOF mode and (b) its standardized principal component in North Pacific for the simulation by

CESM1+LICOM2. (c, d) As in (a, b), but for the observations. (e, f) As in (a, b), but for the simulations by FGOALS-

g2.

spatial pattern, indicating a primary source beyond
the ocean model, but with different magnitude. The
simulated climate variability, such as ENSO and PDO,
are comparable with those of the observations. This
indicates that the replacement of POP2 by LICOM2
has been successful in the CESM1 framework, and
CESM1+LICOM2 can be used as coupled climate
model with a different ocean component from CESM1.
In future work, we will extend this experiment to a
simulation of around 1000 model years, and evaluate
the results.

Compared with those of the multi-model CMIP5
ensemble mean (Wang et al., 2014), the warm biases in
the SST along the oceanic eastern coast, and the cold
biases in the Pacific cold tongue and tropical western
Atlantic are common to the CMIP5 model ensemble
mean and CESM1+LICOM2. Different to the CMIP5
ensemble mean, however, the cold biases in the Pacific
Ocean sector of the Southern Ocean and the warm bi-
ases around the strong western boundary currents are
unique in CESM+LICOM2 and CCSM4, albeit dif-
ferent magnitudes are achieved. Similar atmospheric,

land, and sea-ice models (CAM4, CLM4, and CICE4),
and similar SST bias distributions, suggest that the
mean SST bias distributions are determined by other
component models aside from the ocean component.
The ocean component can affect the magnitude of
global-mean SST bias, and a number of biases in some
ocean dynamical active regions, such as the equato-
rial Pacific, in the Southern Ocean between 45◦ and
75◦S, in North Pacific between 50◦ and 60◦N, and in
the Barents Sea. From another viewpoint, because
similar simulation abilities are achieved in CCSM4
and CESM1+LICOM2, LICOM2 can act as an ocean
component of CESM1 besides POP2.

Several important improvements are apparent
in CESM1+LICOM2 relative to FGOALS-g2, espe-
cially with respect to SST. The cold biases in the
global-mean SST in FGOALS-g2 are significantly re-
duced. The global mean SST is 0.23℃ warmer for
CESM1+LICOM2, and 0.6℃ colder for FGOALS-g2,
than that of observations. Furthermore, the spa-
tial SST biases for CESM1+LICOM2 are smaller
than those for FGOALS-g2. The Indo-Pacific warm
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pool in CESM1+LICOM2 is much larger than that
in FGOALS-g2, and more realistic, especially in the
Indian Ocean. The cold biases (< –4℃) centered at
40◦N in the North Pacific for FGOALS-g2 have been
replaced by warm biases. In the North Atlantic (south
of 60◦N), the biases of SST are significantly reduced
in CESM1+LICOM2. The improvements in the SST
distribution may lead to improvements in sea-ice cover
in the NH.

The representations of the vertical structures and
magnitudes of the AMOC and AABW are also more
reasonable in CESM1+LICOM2 than in FGOALS-
g2. These improvements can be mainly attributed to
the improvement in the parameterization of diapy-
cnal mixing, by adopting a tidal mixing scheme, in
LICOM2. This will lead to an improvement of the
simulated SST and sea-ice distributions in the NH.

Future work will focus on the differences in
the coupled simulations in CESM1+LICOM2 and
CESM1, to understand the role of ocean models in ac-
counting for model biases. This will help us further im-
prove our model. Additionally, a CORE II experiment
is also planned, in which we will make comparisons
with other ocean models under the same prescribed
atmospheric forcing to understand the forced variabil-
ities and their underlying mechanisms. The study lays
a foundation for further development of LICOM and
its coupling with other components in the low/high
resolution FGOALS coupled climate models.
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