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ABSTRACT

Based on the GRAPES (Global/Regional Assimilation and Prediction System) regional ensemble predic-
tion system and 3DVAR (three-dimensional variational) data assimilation system, which are implemented
operationally at the Numerical Weather Prediction Center of the China Meteorological Administration, an
ensemble-based 3DVAR (En-3DVAR) hybrid data assimilation system for GRAPES_Meso (the regional
mesoscale numerical prediction system of GRAPES) was developed by using the extended control variable
technique to implement a hybrid background error covariance that combines the climatological covariance
and ensemble-estimated covariance. Considering the problems of the ensemble-based data assimilation part
of the system, including the reduction in the degree of geostrophic balance between variables, and the
non-smooth analysis increment and its obviously smaller size compared with the 3DVAR data assimilation,
corresponding measures were taken to optimize and ameliorate the system. Accordingly, a single pressure
observation ensemble-based data assimilation experiment was conducted to ensure that the ensemble-based
data assimilation part of the system is correct and reasonable. A number of localization-scale sensitivity tests
of the ensemble-based data assimilation were also conducted to determine the most appropriate localization
scale. Then, a number of hybrid data assimilation experiments were carried out. The results showed that
it was most appropriate to set the weight factor of the ensemble-estimated covariance in the experiments
to be 0.8. Compared with the 3DVAR data assimilation, the geopotential height forecast of the hybrid
data assimilation experiments improved very little, but the wind forecast improved slightly at each forecast
time, especially over 300 hPa. Overall, the hybrid data assimilation demonstrates some advantages over the
3DVAR data assimilation.
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A three-dimensional variational (3DVAR) data
assimilation system usually requires climate-statistics-
based, uniform, and isotropic background error covari-
ance information. However, the real background error
This conflict

limits the quality of data assimilation to some extent,

covariance changes with the weather.

and further affects the ability to make improvements

to the quality of weather forecasts. In contrast, in a
four-dimensional variational (4DVAR) data assimila-
tion system, the background error covariance is ad-
justed implicitly in the assimilation window. Thus,
4DVAR can, to a certain extent, capture the flow-
dependent characteristic. However, we still need to
provide the climatological background error at the ini-
tial time in 4DVAR. The Ensemble Kalman filter

(EnKF) data assimilation can produce a flow- depend-
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ent background error covariance by extracting the in-
formation from the samples of the short-range en-
semble forecast (Xue et al., 2013).
tional assimilation, however, the EnKF is incapable

Unlike varia-

of dealing with large amounts of irregular observa-
tional data. Accordingly, researchers have devel-
oped hybrid schemes by applying the flow-dependent
background error covariance derived from the ensem-
ble forecast into the variational assimilation struc-
ture. This method is called ensemble-based varia-
tional hybrid data assimilation (En-VAR) (Lorenc,
2003; Buehner, 2005; Wang et al., 2008a, b). En-
VAR not only retains the flow-dependent characteris-
tic of the background error covariance, but also takes
advantage of variational assimilation in dealing with
numerous irregular observational data.

Over the past decade, hybrid data assimilation
has emerged internationally as a hot topic in the data
assimilation research community. Researchers abroad
have carried out many studies in hybrid data assimila-
tion on the basis of 3SDVAR or 4DVAR. Lorenc (2003)
first proposed to assimilate the ensemble-estimated
background error covariance matrix into the struc-
ture of variational data assimilation by extending the
control variable, and also demonstrated the theoret-
ical possibility of this method. Wang et al. (2007)
proved, theoretically, that the two hybrid schemes,
i.e., by extending the control variable and by weight-
ing two types of background error covariance matrix
directly, are equivalent. Many researchers (Buehner,
2005; Wang et al., 2008a, b; Wang, 2010; Hamill et
al., 2011) have performed hybrid data assimilation ex-
periments based on different models. Their results il-
lustrate that the application of ensemble forecast in-
formation in the variational structure can improve the
shortcomings of climatological background error co-
variance, as well as the quality of the assimilation and
forecast. This improvement is particularly obvious in
regions where observations are lacking. Besides, hy-
brid data assimilation shows an obvious advantage in
tropical storm forecasting (Wang, 2011). Recently,
basic and applied researches in hybrid data assimila-
tion have become increasingly common. Internation-
ally, a few advanced numerical weather prediction cen-
ters have already applied hybrid data assimilation into
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their operational systems (Clayton et al., 2013; Wang
et al., 2013), and this application shows a good oper-
ational perspective. Research on hybrid data assimi-
lation techniques in China is also quite mature, with
many researchers having already carried out numerous
studies on the basis of 4DVAR (Qiu and Chou, 2006;
Liu et al., 2008; Wang et al., 2010). Recently, a num-
ber of Chinese research centers have applied the WRF
hybrid data assimilation system to analyses of tropical
storm cases and in forecast experiments (Huang et al.,
2014), with a few having already applied this system
in an operational setting (personal communication).

The Numerical Weather Prediction Center
(NWPC) of the China Meteorological Administration
(CMA) has been working on applying the EnKF to
GRAPES (Global/Regional Assimilation Prediction
System) since approximately 2000 (Liu and Xue, 2005;
Zhuang et al., 2011a, b). However, thus far, the ap-
proach has been applied in only a few case studies,
which were different from applying it to daily op-
erational numerical weather prediction that involves
vast quantities of observational assimilation. Mean-
while, research on hybrid data assimilation for opera-
tional numerical prediction has not yet started. Cur-
rently, the data assimilation used for operational nu-
merical prediction in China still employs the single
variational method (Liu and Xue, 2014). Most re-
searchers, however, tend to see the adoption of the
hybrid data assimilation method as the next step for
the GRAPES assimilation system. The NWPC has
adopted the GRAPES regional 3DVAR system and
GRAPES regional ensemble forecast system, laying a
solid foundation for research on a regional ensemble-
based 3DVAR (En-3DVAR) hybrid data assimilation
system for GRAPES. Therefore, it is necessary to
begin exploring hybrid data assimilation under the
framework of GRAPES in preparation for the buildup
of the operational GRAPES data assimilation system
in future.

In this study, the GRAPES regional En-3DVAR
hybrid data assimilation system, based on the exist-
ing GRAPES regional 3DVAR system and GRAPES
regional ensemble forecast system, was developed by
using the widely adopted extended control variable
method. A series of processing schemes for solving the
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problems caused by the ensemble prediction perturba-
tion samples, which were obtained from the GRAPES
regional ensemble prediction system, were developed.
In addition, some preliminary experiments were car-
ried out to further understand the remaining prob-
lems, which may serve as a reference for the future
development of the GRAPES regional data assimila-
tion system.

2. The GRAPES regional 3DVAR data assimi-
lation system and ensemble prediction sys-
tem

2.1 The GRAPES regional 3DVAR data assi-

milation system

This study was based on the existing GRAPES
regional 3DVAR data assimilation system, which is
implemented operationally at the NWPC of the CMA
(Ma et al, 2009b). The state variables of the system
comprise the wind variable (zonal wind and meridional
wind), mass variable (dimensionless pressure or poten-
tial temperature), and the humidity variable (relative
humidity or specific humidity). The variational prob-
lem is to find the analysis fields &, by minimizing the

cost function given below:

J(x,) = min J(z),

e
J@) = Yo - a) B o o)
+%(H(w) ~y)'R(H(z)-y). (1)

Here, B, and R are the background and observation
error covariance matrices, respectively; H is the oper-
ator mapping from the model space to the observation
space; y contains the observations; « is the real anal-
ysis field; and «y, is the background field. The incre-
mental analysis method is used in this system, where
x’ = x, — x, denotes the analysis increment. Then,
the cost function can be modified to
1

J(@') = 5 () B~ ()

1
+§(H:B'+d)TR_1(H:1;’+d), (2)
where d = H(xy,) — y denotes the innovation vector.

The degrees of freedom of the climatological back-

ground error covariance matrix B, is very large; gen-
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erally, a value of 107 can be achieved. In order
to reduce the tremendous cost of minimization and
make convergence easier, a preconditioning transform
or control variable transform is used. First, the state
variables are transformed to independent state vari-
ables through physical variable transform and bal-
ance transform; the independent state variables are
the stream function (v), velocity potential (x), unbal-
anced mass variable (m,/th,), and humidity variable
(rh/q).

matrix becomes a block-diagonal matrix B, which is

Therefore, the background error covariance

composed of the independent state variables, and can
thus reduce the computation costs considerably. The
square root of matrix B, is then used to precondition
the cost function and define the control variable v for
minimizing the cost function. In the actual calcula-
tion, the analysis increment x’ is obtained through a
series of transformation processes applied to the con-
trol variable v:

:I:/ = UPUKEbUVUh'U, (3)

where U}, is the horizontal precondition transform pro-
cess accomplished via a recursive filter; U, is the ver-
tical precondition transform process accomplished via
a projection from the eigenvector of the empirical or-
thogonal functions (EOFs) of the vertical component
of the background error onto model levels; ey, is a di-
agonal matrix denoting the root-mean-square errors
of the independent state variables at the grid point;
Uy is the balance transform process used to trans-
form 7, /thy, to w/th; and Up is the physical variable
transform process used to transform ¢ and x to model
state variables (U and V).

Substituting Eq. (3) into Eq. (2), the cost func-
tion can be modified to

1 1
J(x') = jvTv + 5 (HUpUxepUsUpv +d)”

~R71(HUPUK€bUVUhv +d). (4)

The gradient of the cost function can be obtained
after setting the first-order derivative of Eq. (4) with

respect to v equal to zero:

Vo = v+ (Up) (U, en(Uk)T
(Up)"H'"R ' (Hx' +d). (5)
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Equations (4) and (5) are the basic equations of
the GRAPES regional 3DVAR data assimilation sys-
tem. In this system, the Limited Broyden-Fletche-
Goldfarb-Shanno method (LBFGS; initials of names
of the scientists who invented this method) is used
to solve the minimization problem of the control vari-
ables, and thus can obtain the optimal control variable
v, then the analysis increment, through Eq. (4), and
add the analysis increment to the background fields
to obtain the analysis field. This is the basic calcu-
lation process of the GRAPES regional 3DVAR data

assimilation system.
2.2 GRAPES regional ensemble prediction

system

The NWPC of the CMA began to implement the
GRAPES regional ensemble prediction system opera-
tionally in May 2014 (Zhang et al., 2014). This system
is based on GRAPES_Meso (the regional mesoscale
numerical prediction system of GRAPES), whose res-
olution is 0.15° x 0.15°, and the model domain is set
to (15°-65°N, 70°-145°E). The initial conditions of
the system are perturbed by using the ensemble trans-
form Kalman filter (ETKF) scheme (Ma et al., 2009a).
Each ensemble member uses different physical process
parameterization schemes, and the background fields
and lateral boundary conditions for each member are
provided by the T639 global ensemble prediction sys-
tem. This system consists of 15 members, including
a control run and 14 perturbed ensemble members,
and is initiated at 0600, 1200, 1800, and 0000 UTC
each day. For each initiation time, the system pro-
vides 6-h forecast perturbations for the next ETKF
cycle; specifically, for the 1200 and 0000 UTC initi-
ation times, the model integrates to 72 h to provide
ensemble prediction products.

3. Design of the hybrid data assimilation sys-

tem

3.1 Theoretical design

In the GRAPES regional En-3DVAR hybrid data
assimilation system, flow-dependent ensemble covari-
ance is incorporated in the variational minimization
via the extended control variable method (Clayton
et al., 2013). The normalized ensemble perturbation
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fields ¢ = (x, — #)/vK — 1 are taken from the
6-h forecast fields of the GRAPES regional ensemble
prediction system. Here, K is the ensemble size, xy
is the kth ensemble forecast, and Z is the ensemble
mean. The flow-dependent ensemble-estimated back-
ground error covariance P,J; is then given by:

K
Pl =3 ai(=)". (6)
k=1

Due to the limited ensemble size, the main prob-
lem of the ensemble-estimated background error co-
variance P/ is its low rank (at most, K) and the pres-
ence of sample error, which may lead to unreasonable
correlation between variables in practical application.
Based on this, a localization matrix C, whose size is
the same as P!, is designed. P! can be localized
through the Schur product of C and itself, and then
the ensemble-estimated background error covariance is
replaced as Eq. (7):

K
B.=PloC =) (a(z})") o C. (7)
k=1

The hybrid data assimilation scheme can be
achieved by using the method of directly combining
the climatological and ensemble-estimated background
error covariance:

1

J(@') = 5 (@) (2B + 5iBe) " (@)

+%(Hm' +d)"R'(H2' + d), (8)

where ' is the analysis increment, and 2 and (32
are two factors that define the weights placed on the
climatological and ensemble-estimated background er-
ror covariance. To conserve the total background-
error variance, 32 and (2 are constrained by % +
B2 = 1. When (82 = 1,82 =

sis returns to a 3DVAR analysis scheme, and when

0), the analy-

(8% =0, 32 = 1), the analysis is mathematically equiv-
alent to an ensemble-based analysis scheme. However,
this scheme is difficult to implement directly in the ex-
isting 3DVAR scheme. Therefore, the extended con-
trol variable method is used to accomplish the scheme.

In theory, it can be proven that the method of
combining the climatological and ensemble-estimated
background error covariance is equivalent to the
method of combining the 3DVAR analysis increment
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and the ensemble-estimated analysis increment (Wang
et al., 2007).
In the hybrid data assimilation system, the anal-

ysis increment z’ is the sum of two terms, defined as:

K
' = Bz + Be sz o ay. 9)
k=1
The first term in Eq. (9), @}, is the analysis incre-
ment associated with the climatological background
K
error covariance. The second term, Y x% - ay, is

the analysis increment associated Withkgllle ensemble-
estimated background error covariance, whose essence
is the local linear combination of ensemble pertur-
bations. The vectors ax(k = 1,2,3,...... ,K) denote
the alpha variables that vary in space for each ensem-
ble member. This determines the localization of the
ensemble-estimated background error covariance, and
its covariance is the localization matrix C.

The analysis increment &’ can be obtained by

minimizing the following cost function:

J(xllvalaa% ...,G,K) =Ji+J+J

1
= 5@ B (@) +

N =
] =

B
I

1
1
aiClay + §(Ha:' +d)T

RV (Hz' +d). (10)

Compared with the 3DVAR cost function, the sum of
the J; and J2 terms in Eq. (10) replaces the usual
background term. J; is the traditional 3DVAR back-
ground term associated with the climatological back-
ground error covariance. The new term, J,, is asso-
ciated with the ensemble-estimated background error
covariance, and it is the same as J;. On this basis,
J1 is preconditioned by the square root of the clima-
tological background error covariance B, and J3 is
preconditioned by the square root of the localization
matrix C.

For the first term, Jp, as described in Section 3.1,
the precondition process is composed of a series of
transformations, as Eq. (3) shows. The variable v
is the traditional 3DVAR control variable, which con-
tains v, x, mu/thy, and rh/q. The dimension of v is
the number of mode variables multiplied by the num-
ber of three-dimensional (3D) grid points.
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For the second term, Js, since the localization ma-
trix C' is used for accomplishing the localization of
the ensemble-estimated background error covariance,
in this system, the same as the precondition process of
the 3DVAR analysis scheme, the square root of matrix
C' is modeled by using a horizontal recursive filter and
vertical EOF method, as Eq. (11) shows:

a, = VCvi = UUvi. (11)
Here, v3(k = 1,2,...... ,K) is the newly defined al-
pha control variable, whose essence is the weight of
the linear combination of ensemble perturbations. In
this hybrid data assimilation system, the same as some
other ones implemented operationally (Clayton, 2013;
Wang et al., 2013), the dimension of each v{(k =
1,2, ...... ,K) is the number of 3D grid points. That
is to say, the same 3D coefficients v are applied for
all variables.

Substituting the precondition process into Eq.
(10), the analysis increment @’ and the cost function
of the hybrid data assimilation can be modified to

K
a’ = UpUkenUUyv + B Y _ af 0 (US
k=1

hvk), (12)
and

K
a a 1 1 a a 1
J(v,v}...,v%) = §vT'u + 3 ];(vk)Tvk + i(Ha:’

+d)"R™'(Hx' +d). (13)

On this basis, the gradient of each control variable can
be obtained:

Vo = v+ B.(Un)" (Uy) Ten(Uk) " (Up)"

oH"R '(Hz' +d), (14)
and
Vord = v} + Bo(UR) " (US) "2, c HT R
(Ha'+d), (k=1,2,.....K). (15)

Equations (12)—(15) are the basic equations of the
GRAPES regional En-3DVAR hybrid data assimila-
tion system. To accomplish this, the control variables
are extended and the related calculation processes of
the extended control variables are added based on the
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existing 3DVAR data assimilation system. The result
is just a few changes to the procedural structure of the
3DVAR data assimilation system.

3.2 Ezxperimental design

Considering the uncertainty in the humidity part
of the ensemble perturbation fields provided by the
GRAPES regional ensemble prediction system, the
ensemble-estimated background error covariance infor-
mation on humidity is not incorporated into the hybrid
data assimilation system; the humidity part of the en-
semble perturbation fields is all set to error. While
calculating the eventual humidity analysis increment
of the hybrid data assimilation system, the weight of
the climatological background error covariance is set
to one and the weight of the ensemble-estimated back-
ground error covariance is set to zero. Thus, the even-
tual humidity analysis increment is still the same as
the 3DVAR data assimilation.

In this study, following the design of the hybrid
data assimilation system, a number of preliminary ex-
periments at 0000 UTC 5 July 2014 were carried out.
The forecast domain and resolution were the same
as in the GRAPES_Meso mentioned above. The 6-h
forecast of the T639 global prediction system was used
as background fields, and the lateral boundary condi-
tions were also provided by the T639 global prediction
system. The default physical process parameterization
schemes of GRAPES_Meso (the WSM6 microphysi-
cal process parameterization scheme, the RRTM long-
wave radiation scheme, the Dudhia shortwave radia-
tion scheme, the Monin-Obukhov planetary boundary
layer scheme, the Noah land surface process scheme,
the MRF planetary boundary layer scheme, and the
Betts-Miller-Janjic cumulus convection scheme) were
used in the experiments. The FNL (resolution: 1°x1°)
analysis data of the NCEP were interpolated to the
grid points of GRAPES_Meso, and then used as the
real atmospheric state to verify the forecast of the ex-

periments in this study.

4. Optimization of ensemble-based data assimi-

lation

After setting up the above hybrid data assimila-
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tion structure, the correctness and rationality of the
ensemble-based assimilation (referring to the analy-
sis process while setting the weight of the ensemble-
estimated background error covariance to 1 in the hy-
brid data assimilation system) should be considered
first. The weight coefficient of the system was defined

as

and a number of single-point idealized tests and
real observation data assimilation tests were then
conducted. The results showed that the degree of
geostrophic balance between the model variables was
reduced, and the analysis increment was non-smooth
and obviously smaller than the 3DVAR data assimila-
tion. To solve the above problems, their causes were
carefully explored and corresponding measures were

taken to optimize and ameliorate the system.

4.1 Optimization of the balance between anal-
ysis variables

The results of the single-point idealized tests indi-
cated that the degree of geostrophic balance between
the variables is reduced in the ensemble-based data
assimilation. There are probably two reasons for this.
One is that some high frequency oscillations with-
out meteorological significance were not removed ef-
fectively during the short-term integration procedures
in the GRAPES regional model. This would lead to
a worse degree of geostrophic balance in the ensem-
ble prediction samples obtained from the 6-h ensemble
forecast data. The other is that the localization trans-
formation process of extended control variables may
also reduce the degree of geostrophic balance between
the variables.

According to the method of Clayton et al. (2013),
physical transformation and balance transformation
were applied in the ensemble prediction perturbation
samples (u, v, ), similar to the transformations ap-
plied in the 3DVAR data assimilation. The extended
control variables were localized mainly for indepen-
dent non-equilibrium variables (1, x, ). The atmo-
spheric variables (u, v, ) were then obtained through
the corresponding physical transformation and bal-

ance transformation algorithm, thus ensuring the bal-
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ance characteristics in the system, to a certain degree.

Correspondingly, the equations for calculating the
analysis increment and extended control variable gra-
dient were then modified as follows:

z' = UpUxer,U,Upv + BUpU

K
Y@ o (USURR); (16)
k=1
Vigd = v} + Be(UR) T (UY) T2 0 (Uk)T
(UHTHTR ' (Hz' + d). (17)

Here, the variable of the ensemble prediction samples
x§ are 1, X, and non-equilibrium 7, (unbalanced di-
mensionless pressure). UZ and UJ are the physical
transformation and balance transformation algorithm,

respectively.

4.2 Smooth filtering of ensemble forecast per-
turbations

The ensemble prediction samples applied in
the hybrid data assimilation system are from the
GRAPES regional ensemble prediction system (de-
tails in Section 2.2). The results of the single-point
idealized tests and real observation data assimila-
tion tests show that the analysis increment of the
ensemble-based data assimilation is not smooth, es-
pecially for the wind variables, and there are much
smaller scale increments. The reasons might be due to
problems in the ensemble prediction perturbation sam-
ples. The ensemble prediction perturbations applied
in the system are not smooth and there is much noise
(Figs. 1a; and 1by), and the analysis increment of the
ensemble-based data assimilation is actually the linear
combination of the ensemble prediction perturbations.
Thus, the obtained analysis increments of the ensem-
ble prediction perturbations are generally disordered
and non-smooth. To solve these problems, a typical
five-grid filtering smooth algorithm is used in the sys-
tem to smooth the ensemble prediction perturbation
fields so that their noise is filtered and removed, and
a more smooth and regular perturbation and analy-
sis increment field is obtained. The detailed filtering

formula is as follows:

fG,5) = A =s) - fa g + (s/40) - (fiit1,5)

+fag+1) T fa-15) + fai-1)s (18)
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where s is the filtering coefficient (0 — 1). The larger
the value of s, the more obvious the filtering effects.
Meanwhile, the more filtering processes, the more ob-
vious the filtering effects. After many contrasting
tests, the coefficient of s was set to 0.7. The ideal-
ized effects after several filtering processes are shown

in Figs. lag and 1bs.

4.3 Amplification of ensemble prediction per-

turbations

The results of the comparisons between the single-
point idealized and real observation data assimila-
tion tests indicate that the analysis increment of the
ensemble-based data assimilation is obviously smaller
than that of 3DVAR, especially in the upper layers of
the atmosphere (at the 25th layer and above, the closer
to the model top, the more obvious the difference).
Plus, the analysis increment of dimensionless pressure
is much more obvious than that of wind (U, V). This
might be due to the smaller ensemble spread of the
ensemble prediction samples. The ensemble spread is
used as the estimation of the background error vari-
ance. If a low ensemble spread occurs, it means that
the background error variance is estimated lower in the
ensemble-estimated background error covariance ma-
trix. This would lead to considerable background field
fitting and less observation information to be counted
during the data assimilation process. Finally, a smaller
analysis increment of the ensemble-based data assim-
ilation would occur.

The vertical distribution characteristics for the
6-h ensemble prediction spread (dashed line) and
RMSE of the 6-h ensemble prediction mean (solid line)
at 1800 UTC 4 July 2014 are shown in Figs. 2a—c.
Similar vertical distribution characteristics are appar-
ent for each variable spread and RMSE. Furthermore,
each ensemble spread is smaller than the RMSE, es-
pecially in higher layers; meanwhile, for the 25th layer
and above, the closer to the model top, the more obvi-
ous the difference. Figure 2d is the same as Figs. 2a—c
except that it shows the ratio of the ensemble spread
and RMSE of the ensemble mean (U: solid line; V:
dashed line; PI (dimensional pressure 7): dotted line),

which changes between 0 and 1. The closer to 1, the
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Fig. 1. The 20th layer ensemble perturbation fields for winds of the 7th ensemble member before and after smooth

filtering: (a1) U wind before smooth filtering, (b1) V wind before smooth filtering, (a2) U wind after smooth filtering,

and (bz) V wind after smooth filtering.

smaller the difference between the spread and
RMSE. The differences between the spread and RMSE
for dimensionless pressure are larger than those of
wind (U, V). These characteristics correspond to those
of the analysis increment of the ensemble-based data
assimilation.

In view of the above problems, the ensemble pre-
diction perturbations were multiplied by an ampli-
fied coefficient in the ensemble-based data assimilation
system to relieve the problem of a smaller ensemble
spread. The principle of deciding the coefficient was
that it should lead to a corresponding and appropriate
analysis increment in both the ensemble-based data
assimilation and the 3DVAR data assimilation. Ac-
cording to the prior vertical distribution characteris-
tics for the ensemble spread and RMSE, the coefficient
for the perturbations of dimensionless pressure should
be larger than that of wind (U, V'), but it should not

be so large that it damages the balance constraints in
the system. It should be larger for higher layers than
lower ones, and it could be linearly increased from the
25th layer upwards.

The results from a number of sensitivity experi-
ments with the amplified coefficients showed high sen-
sitivity of the ensemble-based data assimilation anal-
ysis to the coefficients. The coeflicients should be se-
lected appropriately, and not too big. Ultimately, the
below the 25th
layer, it is 1.5 for perturbations of dimensionless pres-

coefficients were selected as follows:

sure, 1.3 for perturbations of wind (U, V'); and for the
25th layer and above, it increases to 0.1 for perturba-
tions of pressure and 0.05 for perturbations of wind
(U, V) within each layer.

5. Preliminary tests

Based on the above work, some preliminary tests
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Fig. 2. Vertical distribution characteristics for the en-
semble prediction spread (dashed line) and RMSE of the
ensemble prediction mean (solid line): (a) U wind; (b) V
wind; (c¢) PI; and (d) the ratio of the ensemble spread to
RMSE of the ensemble mean.

(single-point idealized tests, sensitivity tests on the
localization scale of the ensemble-based data assim-
ilation, and real observation data assimilation tests)
were implemented for the case introduced in Section
3.2, which occurred at 0000 UTC 5 July 2014.

5.1 Idealized single-point tests

After optimization of the ensemble-based data
assimilation in the hybrid data assimilation system,
single idealized tests for the 3DVAR, ensemble-based
and hybrid assimilation (the weighted coefficients for
the climatological and ensemble-estimated background
error covariance were both 0.5) were implemented
based on the updated constructed hybrid data assim-
ilation system, to test the correctness and rationality
of the hybrid data assimilation system. The horizon-
tal and vertical localization scales were set the same
as the horizontal and vertical correlation scales of the
3DVAR data assimilation.

Figures 3 and 4 show the results of the horizontal
and vertical analysis increment of the idealized tests

for single-point pressure observation (33°N, 100°E;
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10th layer). Overall, the distribution characteristics
for the ensemble-based data assimilation and 3SDVAR
data assimilation were similar. The wind and pres-
sure variables satisfied the constraints of geostrophic
balance. The analysis increment of the 3DVAR data
assimilation was quite smooth and regular, and the
analysis increment of the ensemble-based data as-
similation was slightly irregular and presented a cer-
tain degree of anisotropy. After localization of the
ensemble-estimated background error covariance ma-
trix was conducted in the system, no obvious noise was
apparent in the analysis increment of the ensemble-
based data assimilation. The values of the analy-
sis increment for the dimensionless pressure of the
ensemble-based data assimilation were equal to those
of 3DVAR. However, the analysis increments of wind
(U, V) were obviously larger than those of 3DVAR.
This might have been due to the differences between
the background error variances, which were obtained
from the climatological and ensemble-estimated error
covariance matrix, respectively. In summary, under
the condition of the same background error variance,
the distribution characteristics of the analysis incre-
ment obtained from the ensemble-based data assim-
ilation and 3DVAR data assimilation were basically
the same. This therefore indicates the correctness and
rationality of the ensemble-based data assimilation in
the hybrid data assimilation system.

The values of the analysis increment obtained
from the updated hybrid data assimilation (the
weighted coefficients for the climatological and
ensemble-estimated background error covariance were
both 0.5) were between those of the 3DVAR data as-
similation and ensemble-based data assimilation. The
distribution characteristics of the increments obtained
from the above three sources presented generally the
same pattern. Their variables were constrained by the
geostrophic balance and behaved with a certain de-
gree of anisotropy. This might have been because the
hybrid data assimilation “absorbed” the background
error variance information from the short-range en-
semble prediction samples. This further indicates the
correctness and rationality of the hybrid data assimi-
lation system.
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Fig. 3. Horizontal analysis increments of the 3DVAR, ensemble-based, and hybrid data assimilation: (a;) PI, 3DVAR;
(b1) U wind, 3DVAR; (c¢1) V wind, 3DVAR; (a2) PI, ensemble-based; (b2) U wind, ensemble-based; (c2) V wind,
ensemble-based; (asz) PI, hybrid; (bs) U wind, hybrid; and (c3) V' wind, hybrid.

5.2 Sensitivity tests on the localization scales

of the ensemble-based data assimilation

The horizontal localization of the ensemble-based
data assimilation is implemented through recursive fil-
tering, and the scale of recursive filtering determines
the scale of localization. The scale of horizontal recur-
sive filtering for the 3DVAR data assimilation is 500
km. The vertical localization of the ensemble-based
data assimilation is implemented through EOF decom-
position, and the local scale is determined by a defined
parameter. For ease of comparison, the horizontal and
vertical localization scales of the ensemble-based data

assimilation were set the same as the correlation scales

of the 3DVAR data assimilation. Further investigation
is still needed in terms of how sensitive the ensemble-
based data assimilation is to the localization scales.
A set of sensitivity tests on the localization scales
were devised, in which the vertical localization scales
of the ensemble-based data assimilation were set the
same as the vertical correlation scales of the 3DVAR
data assimilation. The horizontal localization scale
of the ensemble-based data assimilation (control test)
was set to 500 km, which is the same as the horizontal
correlation scales of 3DVAR. In addition, four other
sets of comparison tests were performed, in which the
localization scales were 625, 750, 875, and 1000 km,

respectively. All radiosonde data in the region were
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Fig. 4. Asin Fig. 3, but for

assimilated, and the ensemble-based assimilation data
were numerically integrated. The total RMSE of the
3D grid field for the geopotential height and wind 12-h
predictions were compared, thus enabling us to explore
the sensitivity of the ensemble-based data assimilation
to the horizontal localization scales. The test results
are shown in Table 1.

From Table 1, it is shown that the RMSE of the
12-h prediction of wind (U, V') and geopotential height

exhibited a certain degree of sensitivity to the hori-

100 105 110 1I5°E

the vertical analysis increment.

zontal localization scale. A larger horizontal localiza-
tion scale improved the test performance a little when
compared with the control test; and, the larger the
localization scale, the more obvious the improvement.
The most improvement was achieved if the localization
scale was set to 1000 km. Therefore, the localization
scale was determined as 1000 km in the following tests.

After the horizontal localization scale was deter-
mined, similar sensitivity tests for the vertical local-

ization scale were implemented based on several sets

Table 1. Sensitivity test results (RMSE values) for the horizontal localization scale of the ensemble-based data

assimilation

500 km 625 km 750 km 875 km 1000 km
gph_12h (gpm) 29.70 29.59 (0.36) 29.47 (0.78) 29.44 (0.86) 29.42 (0.94)
U wind_12h (m s~ 1) 3.28 3.27 (0.29) 3.29 (0.39) 3.27 (0.37) 3.25 (0.90)
V wind_12h (m s~1) 3.17 3.14 (0.99) 3.11 (1.81) 3.10 (2.06) 3.08 (2.69)

Note: The bold values in brackets are the improvement ratio (RMSE difference between the control test and comparison tests,
divided by the RMSE of the control test) compared with the control test.
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of different vertical localization scale parameters. The
test results showed that the ensemble-based data as-
similation was not sensitive to the vertical localization
scale. Therefore, the vertical localization scale param-
eter was set the same as the vertical correlation scale
of the 3DVAR data assimilation.

5.3 Real observation data assimilation and

prediction tests

The above single-point idealized tests and local-
ization scale sensitivity tests for the ensemble-based
data assimilation indicated the correctness and ratio-
nality of the hybrid data assimilation system. With
the optimal localization scales determined, assimila-
tion and prediction tests by using real observational
data were implemented in order to further analyze
and verify the performance of the hybrid data assim-
ilation system. Four sets of combinations with differ-
ent weighting coefficients were applied in the hybrid
data assimilation. All radiosonde data in the region
were assimilated, and the numerical integration was
carried out based on the hybrid data assimilation re-
sults. Based on a comparison of the characteristics of
the total RMSE obtained from the 12- and 24-h pre-
dicted 3D grid fields for geopotential height and wind,
the sensitivity of the hybrid data assimilation to the
weighting coefficients was explored. The test results
are shown in Table 2.

From Table 2, it is shown that, based on the
total RMSE of the 12- and 24-h prediction of wind
(U,V) and geopotential height, there were obvious
improvements in the hybrid assimilation compared
with 3DVAR. The larger the weighting of the coeffi-
cient of the ensemble-estimated background error co-

variance, the more obvious the improvement. The
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most improvement was achieved when the coefficient of
the ensemble-estimated background error covariance
was defined as 0.8. The geopotential height of the
ensemble-based data assimilation presented obvious
negative effects, but there was a slight improvement
in the wind (U, V). Overall, the optimal weighted co-
efficient for the ensemble-estimated background error
covariance was determined as 0.8.

Figure 5 shows the analysis increment fields of
wind (U, V') at the 10th layer for the 3DVAR data as-
similation and hybrid data assimilation (the weighting
coefficient of the ensemble-estimated background error
covariance was 0.8). It is seen that the analysis in-
crement values from the hybrid data assimilation and
3DVAR data assimilation were similar. The distribu-
tion and locations of positive and negative centers were
also similar. The maximum values from the hybrid
assimilation were relatively smaller than those from
the 3DVAR assimilation.

from the 3DVAR assimilation were quite smooth and

The analysis increments

presented characteristics of uniformity and isotropy.
However, the analysis increments from the hybrid as-
similation presented characteristics of inhomogeneity
and anisotropy. The hybrid assimilation basically re-
tained the large-scale increment information of the
3DVAR data assimilation, and added some small-scale
increment information. This might have been because
it was integrated into some ensemble-estimated back-
ground error covariance information. The analysis in-
crements for other model layers and other variables
also presented the same characteristics (figure omit-
ted).

Figure 6 shows the 6-72-h RMSE for winds of the
hybrid and 3DVAR data assimilation, in which the
hybrid data assimilation performed slightly better

Table 2. Sensitivity test results (RMSE values) for the weighting coefficient of the hybrid data assimilation

3DVAR B2 =0.2 B2 =05 B2 =0.8 B2=1.0
gph_12h (gpm) 28.47 28.42 (0.16) 28.23 (0.83) 28.13 (1.17) 29.60 (—4.0)
gph_24h (gpm) 34.58 34.55 (0.08) 34.49 (0.26) 34.49 (0.26) 35.30 (—2.08)
U wind_12h (m s—1) 3.34 3.30 (1.15) 3.25 (2.81) 3.22 (3.59) 3.25 (2.60)
U wind_24h (m s—1) 3.58 3.54 (0.90) 3.51 (1.86) 3.50 (2.12) 3.53 (1.03)
V wind_12h (m s~1) 3.14 3.11 (0.94) 3.06 (2.57) 3.05 (2.78) 3.08 (1.82)
V wind_24h (m s~1) 3.37 3.35 (0.72) 3.31 (1.96) 3.30 (2.19) 3.33 (1.82)

Note: The bold values in brackets are the improvement ratio (RMSE difference between the hybrid assimilation test and 3DVAR
data assimilation tests, divided by the RMSE of the 3SDVAR data assimilation test) compared with the 3DVAR data assimilation.
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Fig. 5. The analysis increment for wind at the 10th level of the 3DVAR and hybrid data assimilation: (a;) U wind,
3DVAR; (b1) V wind, 3DVAR; (a2) U wind, hybrid; and (b2) V' wind, hybrid.

than the 3DVAR data assimilation. The RMSE of the
meridional wind (U) fields improved by 2.76%, gener-
ally, with the best one for the 6-h prediction (improve-
ment of 7.39%). Whereas, the RMSE of the zonal
wind (V) fields improved by 2.63%, generally, with
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the best one for the 6-h prediction (improvement of
5.77%). There was not much improvement for the
RMSE of geopotential height compared with that for
the 3DVAR assimilation (figure omitted).

Figure 7 shows the vertical profiles of the 12- and
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Fig. 6. The 6-72-h RMSE for winds of the hybrid and 3DVAR data assimilation: (a) U wind and (b) V wind.
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24-h RMSEs for winds of the hybrid and 3DVAR data
assimilation, in which the hybrid data assimilation
performed slightly better than the 3DVAR assimila-
tion for the 12- and 24-h wind prediction at all lay-
ers, especially at higher layers (300 hPa and above).
For 300 hPa and above, the 12-h RMSE of the merid-
ional wind (U) fields improved by 5.98%, generally,
with the best one improving by 13.11%. Whereas,
the 12-h RMSE of the zonal wind (V') fields improved
by 6.04%, generally, with the best one improving by
12.45%. The 24-h RMSE of the meridional wind (U)
fields improved by 2.43%, generally, with the best one
improving by 5.11%. Whereas, the 24-h RMSE of the
zonal wind (V') fields improved by 4.31%, generally,
with the best one improving by 9.04%. There was
a slight improvement for the 12- and 24-h RMSEs of
geopotential height at very high layers (150 hPa and
above), compared with that for the 3DVAR data as-
similation. As for other layers, the 12- and 24-h RM-
SEs of geopotential height behaved with slight nega-
tive effects (figure omitted).

(a)

1.5 2.5 3.5 4.5
Vi(ms!)

1.5 2.5 3.5 4.5 1.5 2.5 3.5 4.5

U(ms') Vi(ms')

Fig. 7. Vertical profiles of 12- and 24-h RMSEs for winds
of the hybrid (dashed line) and 3DVAR (solid line) data
assimilation: (a) 12-h forecast of U wind; (b) 12-h fore-
cast of V' wind; (c) 24-h forecast of U wind; and (d) 24-h

forecast of V' wind.
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6. Summary and discussion

This study performed the theoretical design of
the GRAPES regional En-3DVAR hybrid data assim-
ilation system by using the extended control variable
method, and carried out preliminary experiments.
Because the degree of geostrophic balance between
variables was found reduced in the ensemble-based
data assimilation, the system was optimized by intro-
ducing balance constraints between variables. It was
also found that the analysis increment of the ensemble-
based data assimilation was unsmooth, and this was
solved through the five-point smoothing filtering of the
ensemble perturbation fields. The ensemble perturba-
tion fields were enlarged, thus relieving the problem
caused by the low spread of ensemble perturbations.
Then, a single pressure observation ensemble-based
data assimilation experiment was conducted to ensure
that the ensemble-based data assimilation is correct
and reasonable. In addition, a number of localization
scale sensitivity tests of the ensemble-based data as-
similation were also conducted to determine the most
appropriate localization scale. Finally, a number of
hybrid data assimilation experiments were conducted.
The results showed that the most appropriate setting
for the weighting factor of the ensemble-estimated co-
variance was 0.8. Compared with the 3DVAR data
assimilation, the geopotential height forecast in the
hybrid data assimilation experiments improved very
little, but the wind forecasts showed a slight improve-
ment at each forecast time, especially over 300 hPa.
Overall, the hybrid data assimilation has a number of
advantages over the 3DVAR data assimilation.

The following points discuss the problems and
future development directions of the system:

(1) In the experiments conducted in this study,
the computational expense of the hybrid data as-
similation was about five to eight times that of the
3DVAR data assimilation, and the computational ex-
pense increased the most for the ensemble-based data
assimilation. Overall, the computational expense of
the hybrid data assimilation increased substantially,
but it was much less than the traditional EnKF data

assimilation.
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(2) In the current system, the smoothing filter
method for the ensemble perturbation fields is very
simple, and an iterative smoothing filter may reduce
the larger scale ensemble perturbation to some degree.
In the future, a preferable smoothing filter method
may be used in this system.

(3) Because the spin-up time of GRAPES_Meso
is long, some difficulties to solve this problem exist
in the system. In the future, 12-h ensemble pertur-
bation fields will be used to replace the 6-h ensemble
perturbation fields, which may increase the degree of
geostrophic balance between the variables and reduce
the noise of the following analysis increment.

(4) Only one set of hybrid data assimilation exper-
iments was carried out, based on which the appropri-
ate inflation factors of the ensemble perturbations, the
localization scale, and the weights of the climatolog-
ical and ensemble-based background error covariance
were selected. In the future, many more experiments
will be carried out and analyzed to select the optimal
sensitive factors mentioned above. There are some
problems with the selection of inflation factors of the
ensemble perturbations, and these problems interact
with each other. Solving these problems and iden-
tifying the best inflation factors to reduce the error
caused by the low spread of ensemble perturbations
is a core issue of immediate priority in the future. In
addition, selection of the localization scale is related
to the scale of the weather situation (synoptic, meso,
etc.) and the type of observation data. In this study,
only radiosonde data were assimilated, and the res-
olution was just 15 km. The conclusions regarding
the localization scale therefore have some limitations,
and further in-depth studies related to the localization
scale need to be carried out in the future.

(5) In this study, the hybrid data assimilation
experiment results showed that, in general, the hybrid
data assimilation carries some advantages over the
3DVAR data assimilation. In the future, after further
optimization of the system and identification of op-
timal sensitive parameters, many more experiments
will be carried out to establish clearly whether or not
the hybrid data assimilation is superior to the 3DVAR

data assimilation.
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(6) There is a large gap between the current
GRAPES regional ensemble prediction system and
other ensemble prediction systems implemented op-
erationally in advanced numerical weather prediction
centers outside of China. In the future, studies on
optimizing the GRAPES regional ensemble prediction
system (e.g., optimizing the ETKF initial condition
perturbation, adding stochastic perturbations of the
physical process tendency, etc.) will be carried out,
to further improve the quality of the GRAPES hybrid

data assimilation system.
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