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Abstract
With the breakthrough of deep learning in vibration-based damage detection, such methods have obtained high detection 
accuracy, especially supervised learning. However, the work of labelling data is tedious and challenging when facing complex 
structures and long-time monitoring. This paper proposes a damage detection method based on principal component analysis 
(PCA) and deep convolutional neural network (DCNN) with dynamic response measured by FBG (Fibre Bragg Grating) 
sensor arrays. Several FBG sensors are applied to form chainlike arrays along a steel beam and a reinforced concrete (RC) 
beam. The raw dynamic signal is recorded via FBG sensors in different damage states and analyzed by PCA-based method 
focusing on T2 and Q statistic as damage indices firstly. Then a priori knowledge of damage in each raw data is achieved 
according to calculated damage indices and the raw data are labelled. After the labelling procedure, DCNN-based models 
for steel beam and RC beam are constructed and trained. The DCNN models are evaluated and tested to predict the unknown 
damage levels. The results show that the DCNN-based damage detection method with the training data labelled by PCA-
based model can accurately predict the damage levels.

Keywords  Convolutional neural network · Principal component analysis · Structural health monitoring · Damage detection

1  Introduction

In bridge engineering, structural damage is common in 
structures that already have been in service, such as fatigue 
and corrosion. Changing vehicle load and environmental 
conditions can lead to the extension of existing damage and 
the appearance of new damage, which can reduce struc-
tural performance and shorten the service life of structures. 
Therefore, it is very important to continuously monitor the 
structure and assess its condition, as well as to provide early 
warning of structural damage [1].

The traditional structural damage detection method relies 
on human vision and the professional knowledge of the 
inspectors to evaluate the structure. However, the general 

bridge structure is large in size, which makes conventional 
visual inspection time-consuming and labour-intensive. And 
in most cases, it is difficult to inspect all the load-bearing 
structural members due to the covering of the outermost 
members. With the continuous development of research 
in the field of Structural Health Monitoring (SHM), many 
structural damage detection technologies have been devel-
oped to detect, locate, and quantify structural damage, trying 
to make the detection process more systematic, objective 
and automatic [2–4]. Among these, many vibration-based 
damage detection methods have been proposed [5, 6], which 
collects and analyzes the vibration response of the target 
structure to evaluate the structural damage and make judge-
ments about the health status of the structure [7].

The presence of damage alters the geometry or material 
properties of the structure, which means some inherent char-
acteristics of the structure have changed. And any obvious 
changes in structural vibration characteristics are associated 
with varieties in the structural state (i.e. the expansion of 
old damage and the appearance of new damage). Vibra-
tion-based damage detection methods can detect structural 
damage by extracting vibration features from the structural 
vibration response and applying classification algorithms to 
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identify the features of the unknown state based on those of 
the known state [8, 9].

Among the sensors that measure the vibration response 
of a structure, acceleration sensors are the most commonly 
used but they have some drawbacks in long-term monitoring 
of structures, such as vulnerability to electromagnetic inter-
ference and poor durability. As one of the potential instru-
ments for long term monitoring, long-gauge Fibre Bragg 
Grating (FBG) sensors have been feasible in SHM. Several 
attempts on long-gauge FBG sensors have been made to 
break through the dilemma by measuring the average strain 
of the enlarged gauge region. Some researchers carried 
out relevant research earlier and obtained some productive 
achievements [10, 11]. Through analyzing the error in meas-
urement induced by sensor gauge, Branko Glišić proposed 
the guiding suggestions for choosing the gauge length of 
sensors [12]. Wu and Li explored the damage identification 
method based on macro-strain modal by extracting structural 
modal parameters from distributed macro strain [13]. Also, 
FBG sensors have been extensively researched in vibration-
based damage identification and demonstrated to be capable 
of monitoring high-frequency dynamic strains of structures 
[14]. However, in the long-term monitoring of structures, a 
large amount of vibration response data is generated. And it 
is a great challenge to get the damage information related to 
the structural condition from the massive data.

In recent years, machine learning for structural damage 
detection has been studied in SHM, such as support vec-
tor machine (SVM) [15, 16], principal component analysis 
(PCA) [17–21], artificial neural network [22–26] and so 
on. For instance, a pipeline leakage identification method 
based on SVM and support vector regression (SVR) was 
proposed by Jia[27]. And the damage levels of carbon fibre 
reinforced plastic (CFRP) structures was identified by means 
of FBG sensors and SVR model [28]. S. Z. Lu et al. used 
PCA to reduce the dimension of damage feature extracted 
from structural frequency response analyzed by the dynamic 
response of CFRP structure with FBG sensors [29]. B. T. Xu 
et al. employed back propagation (BP) neural network and 
FBG sensors to detect the damage location of the aluminium 
plate model [30]. Geng et al. presented a method, which 
integrates FBG sensors with BP neural network, to study 
the damage identification system of CFRP structure [31]. 
Julian Sierra-Perez et al. [32–35] developed a PCA model 
and used Q and T2 statistics as damage indicators for dam-
age detection of wing structures. However, the method can 
only detect different damage states of the structure, and the 
research of damage localization and quantification needs to 
be further studied. In summary, the above researches have 
well demonstrated the effective integration of conventional 
machine learning algorithms with FBG sensors in damage 
identification, but with limited processing power in the face 
of large amounts of data.

Recently, deep learning (DL) has been broadly applied 
in many fields, such as image classification, speech rec-
ognition, and objection detection [36, 37], because of the 
development of DL algorithms and computational power. 
Furthermore, DL has more extraordinary learning capabili-
ties than traditional machine learning, which can be proved 
with the fact that DL can extract high-dimensional features 
from the raw signal without hand-craft features [38]. Ahmed 
Ibrahim et al. compared the damage classification capability 
and noise reduction of several algorithms (SVM, K-nearest 
neighbour and CNN) and demonstrated the performance 
of CNN is remarkable [39]. Li et al. classified the damage 
state of cable bridge model respectively using deep CNN 
(DCNN), random forest algorithm, SVM, K-nearest neigh-
bour algorithm, and decision tree algorithm, among which 
DCNN shows the best results [40]. Although CNN-based 
damage detection method has the ability to handle the big 
data and can achieve high accuracy, the manual labelling of 
long-term monitoring data will be cumbersome.

In view of the problems faced in the above vibration-
based damage detection methods, a hybrid damage detection 
method is proposed. Several long-gauge FBG sensors are 
utilized to form chainlike arrays along a steel beam and a 
reinforced concrete (RC) beam with different damage states 
for measuring structural dynamic response. Based on the 
collected data, two conventional statistics of PCA-based 
model as damage indices enable to distinguish the pattern of 
raw data, which can be used as the labelling process of new 
sampled data for the training of DCNN. After that, DCNN-
based models for steel beam and RC beam are constructed 
and trained based on labelled data. The models of DCNN are 
evaluated by training curve and confusion matrix, and then 
tested to predict the damage levels. All models are verified 
by the result of laboratory experiments.

2 � Proposed damage detection method

As shown in Fig. 1, supervised learning requires profes-
sional knowledge in setting up damage features so that data 
in different structural states are manually labelled. Then 
the labelled training dataset is fed to deep learning models 
to learn the mapping relationship and the trained model is 
tested to check its detection accuracy. The proposed self-
supervised learning uses PCA to replace the manual data 
labelling. The proposed method has two steps, principal 
component analysis and supervised learning, to identify 
structural damage states. The unsupervised learning, PCA, 
aims to detect abnormal damage information in various ele-
ments of the structure based on the obtained statistics, which 
provides a priori information for the labelling of training 
data of CNN instead of the manual data labelling process 
relied on human expertise. CNN is trained and tested on 
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labelled data to classify different damage states more intel-
ligently and to predict the degrees of damage to various ele-
ments of the structure divided by long-gauge FBG sensors.

2.1 � An unsupervised PCA‑based model

For a PCA-based model, an X matrix is used to rearrange the 
data information from the dynamic response of several FBG 
sensors (m) for many test trials (n). In this paper, two con-
ventional statistics, T2 and Q statistics [41, 42] of PCA-based 
model as damage indices by the analysis of column vectors 
of X help to distinguish damage states. The Q statistic can 
be used to measure the change in projection of the sample 
vector on the residual space, which describes the deviation 
degree of the sample vector from the principal component 
model. If the structure is damaged, the Q statistic will be 
larger than its control limit. T2 statistic measures the varia-
tions of sample in the principal component space. It reflects 
the degree to which each principal component deviates from 
the PCA model in terms of trend and magnitude. Detailed 
descriptions can be found in the literature [43]. However 
they can’t achieve the information of damage location.

If the data of a single sensor along the time direction 
is processed by the two statistics in PCA only, the level 
of damage can be identified in the long-term monitoring 

process or whether the damage has deteriorated. But, the 
damage cannot be located. By rearranging the time-series 
data, the data are expanded along the time direction into 
data along the sensor number direction. So the two statis-
tics are linked to the sensor number. Damage localization 
can therefore be achieved by sensor position and a closer 
damage level can be identified. A transformed PCA-based 
model is attempted to find out the current or new emerging 
damage location by the analysis of row vectors of X. Dur-
ing this process, XT, transposed matrix of X, will replace 
X for rearranging the data set as follows:

where xji is a vector related with time series measured 
from sensor j among arrays at test trial i.

For dynamic measurement, all gathered data should be 
rearranged into a 3D matrix as ‘D type unfolding’ mode 
[41] for further operation. After rescaling and upgrad-
ing XT matrix according to the references [41, 42], a new 
covariance matrix will be reformed and calculated by

(1)
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In matrix, it is easy to find that the components located 
in diagonal represent the variances, while those located off 
diagonal represent the covariances between measurements 
from pairs of sensors. The variances also represent the mag-
nitude of the change, yet the covariances have related with 
the redundancy, so that the object of PCA aims at interpret-
ing the dynamic response along the direction of the largest 
variances and the least covariances. During the processing, 
a matrix P is used to implement a linear transformation to 
achieve the minimal redundancy and form T matrix.

The transformation matrix P is a set of eigenvectors by 
columns. Since the orders of the eigenvectors have corre-
spondence with the amount of information, the dimension-
ality of X can be reduced if only part numbers of principal 
components related with eigenvectors are retained. The 
retained eigenvectors will form a new matrix Pr. At the same 
time, a baseline constructed by previous structure (healthy 
or damaged) and calculation from Pr, is needed to eliminate 
the confusion between the current and previous damage state 
when there is too much damage in the structure.

For X, the column vectors of matrix T are the projections 
of the dynamic response over the direction of the principal 
component. For XT, the meaning is defined as “the contribu-
tion of each sensor” to the direction of the principal compo-
nent in this paper. T2 and Q statistics will be calculated again 
based on the matrix of XT and corresponding Pr to locate the 
new emerging damage state as follows:

where x̃j is the projection into the residual subspace; Λ is 
a diagonal matrix constructed with eigenvalues of CXT but 
only for Pr and tsj is the projection of xj , i.e. tsj=xjPr ; I is an 
identity diagonal matrix.

In CNN damage detection, the data labels for the classi-
fication task are not the same as for the regression task. For 
the classification task, the training data and the PCA model 
are utilized to calculate the two statistics of each damage 
state and the range of the statistics is determined, which is 
the boundary of data labels in each damage state. Next, a 
model for automatic data labelling for the CNN damage clas-
sification task is obtained. Finally, the training data for the 
CNN classification task is fed into the model. If it meets the 
corresponding range of values for the two statistics, a pre-
defined data label is added to the last row of the data sample.
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For the regression task, the contribution of the statistics 
calculated for each sensor is used to label the data and the 
location with a relatively large contribution is considered to 
be where the damage occurs. The first step is the same as the 
classification task, calculating two statistics for each damage 
category. But the contribution of each sensor to the two statis-
tics is separated out and compared to find the location of the 
sensor with the relatively high value of the statistics. Assum-
ing that the data label of the previous state (e.g. healthy) is 
known, the values of the statistics for each sensor location are 
compared and the structural element with the larger value is 
coded, which the value "1" for the corresponding location of 
the damage label vector is increased and if the same location 
is damaged again, the value "1" is cumulatively added.

2.2 � A supervised DCNN‑based model

2.2.1 � Convolutional neural networks (CNN)

Based on the damage information identified by PCA-based 
model, damage pattern will be labelled for supervised learn-
ing in a DCNN-based model. The convolutional layers, sub-
sampling layers and fully connected layers are main parts of a 
CNN [44]. Among those layers, convolutional layer is a very 
significant component of CNN, including kernels and feature 
maps, the function of which is to extract the features of local 
area. Equation (6) shows the 2D convolution operation:

where I is the input matrix i.e. the dynamic response 
along time series from FBG sensors in this paper, K is kernel 
parameters. Multiple different kernels are added to each layer 
to improve the representation ability of CNN. Therefore, the 
data can be represented more ideally.

A significant problem faced by CNN is overfitting. A pool-
ing layer added after convolutional layer enables to select 
features so that the dimensionality of features is reduced and 
overfitting is also mitigated to a certain extent. In general, the 
Max pooling is kept in step with the convolution layers to 
extract maximum value in the pooling area. After pooling, the 
characteristics of output remain unchanged. The last few layers 
of CNN are fully connected layers used to classify the features 
extracted from the previous layers and are common component 
of artificial neural networks such as multilayer perceptrons. 
The operation of fully connected layers is as follows:

where u is feature vector, w is weights, b is bias, and f is 
activation function. Leaky ReLU function will be used as 
the activation function in the proposed model following all 

(6)S(i, j) =
∑
m

∑
n

I(i + m, j + n)K(m, n)

(7)y = f
(∑

u × w + b
)
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convolutional layers and the first two fully connected lay-
ers to improve the capability of nonlinear expression in the 
networks.

For DL, batch normalization (BN) [45] can smooth the 
surface for optimization, decrease the sensitivity to the 
choice of hyperparameters and bring about faster conver-
gence. Compared with general artificial neural networks, 
DCNN may easily lead to overfitting. As a training tech-
nique, Dropout [46] randomly inactivates a certain percent-
age of neuron nodes in hidden layers in the every training 
batch to obviously eliminate the interaction between nodes 
and mitigate overfitting.

2.2.2 � Scenario of DCNN

The proposed DCNN structure is depicted in Fig. 2. Each 
data utilized to train CNN is a q × n matrix, which is consti-
tuted of dynamic response i.e. the time history of wavelength 
measured from FBG arrays, where q is the number of sam-
pling points with duration and n is the number of sensors. 
Because q is much larger than n, square kernel applicable 
for image data are not considered but 5 × 1 and 3 × 1 are 
employed. To improve the accuracy of classification, each 
column of data in a sampling is normalized within the range 
of [0, 1].

In the model, the large kernels are used to extract fea-
tures firstly, and then gradually reduce the size of kernel 
in the following convolutional layers. The Max pooling is 
added to the first four convolutional layers, whose sizes are 
respectively 3 × 1 and 2 × 1. Especially, A kernel 1 × 1[47] 
is utilized in the network to play a role in exchanging cross-
channel information and decreasing parameters when the 
feature dimensionality is too large. The output of networks 
is a vector indicating the damage levels.

2.2.3 � Training and test

Once a DCNN model is constructed, the training process is 
essential to adjust some inner parameters to a proper value. 
There are two main tasks for DCNN: classification task and 

regression task. In this study, the training curve and confu-
sion matrix in classification task, and the average output 
value in regression task, i.e. the evaluation criterion for the 
performance, are used to determine whether the training pro-
cess has met the accuracy requirements.

For classification task, the cross entropy function is uti-
lized as loss function:

where L1 is the value of cross-entropy loss function, p and 
q are respectively true output and predicted output as prob-
ability, M is the number of categories for classification. In 
addition, the loss function of regression task is mean square 
error function:

where L2 is the value of mean square error loss function, 
N is the number of the batch size of samplings, yi is the true 
label vector, and yi is the predicted vector.

Gradient of network parameters is calculated by Adam 
optimizer [48] and stochastic gradient descent for each task, 
which backpropagates to previous layers. When training is 
complete and the inner parameters are adjusted properly, 
the model can be tested for target task without the need of 
gradient descent process.

3 � Experiment process

3.1 � Long‑gauge FBG sensor

In the experiment, long gauge length FBG sensors are used 
to measure the structural vibration response and the structure 
is divided into several elements to better detect structural 
damage. The changes in strain or temperature can cause the 
variation of grating period or effective refractive index of 
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fibre, resulting in a shift of centre wavelength. The strain 
calculated from the shift of centre wavelength of FBG is 
the average within preset gauge length due to only two pre-
stressed ends (preset gauge length) are fixed on the measured 
structure. Long-gauge FBG enlarge the measured area, how-
ever, which may lead to the reduction of sensitivity in meas-
uring tensile or compression strain. In practical engineering, 
the selection of preset gauge length is essential considering 
the geometry, potential deformation of the structures. Fur-
ther details on the long-gauge FBG sensor can be found in 
the literature [49].

3.2 � Experimental details of small scale I‑shaped 
steel beam

I-shaped steel beam is simply supported. As shown in Fig. 3, 
at one side on the bottom flange plate, 10 FBG sensors with 
gauge length of 30 cm are distributed (S1–S10); at another 
side, 6 FBG sensors with gauge length of 50 cm are distrib-
uted (S11–S16). The flange plate is damaged by cutting one 
slit with length of 30 mm and width of 2 mm per time at 
different locations (D1–D4) in Fig. 3 to simulate four level 
damage states. D1 and D2 are located at the conjunction of 
S13 and S14 (S5 and S6); D3 is located at the conjunction 
of S12 and S13 and within S7; D4 is located at the conjunc-
tion of S11 and S12 and within S9. The whole experimental 
system is shown in Fig. 4. An electromagnetic exciter at 6 
locations in Fig. 3 is used to generate sine sweep signal with 
the frequency range from 1 to 100 Hz in each damage state. 
The exciter will bring about vibration 30 times at one loca-
tion as test trials. During each exciting vibration, a sampling 
proceeds with the duration of 120 s and the frequency of 
250 Hz by Micron Optics SM130 for FBG sensors seen in 
Figs. 5 and 6.

3.3 � Experimental details of large scale T‑shaped RC 
beam

As shown in Fig. 7 from the section of T-shaped beam, 2 
long-gauge FBG sensors are stuck with longitudinal rein-
forcing steel bar on the top of the beam. The structure 
is designed and built according to the T-shaped beam in 
the practical engineering. Due to the width of the bottom 
plate is relatively narrow, the rebar arrangement is along 
the beam height direction, which is in line with the rein-
forcement principle. It is also possible to place two rein-
forcement bars with larger diameters at the bottom of the 
beam when the reinforcement area is the same. However, 
according to the calculation of the bottom width of the 
T-beam, such a configuration cannot meet the minimum 
clear distance requirements of the steel bars to ensure the 
quality of concrete pouring. In contrast, the arrangement 
of multiple smaller-diameter steel bars side by side along 
the web can also increase the contact area of the steel bars 

Fig. 3   Experimental information of steel beam

Fig. 4   The whole test system
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and increase the bonding force between the steel bars and 
the concrete. The span of 4 m is equally divided into 8 
elements along the longitudinal direction. Total 16 FBG 
sensors (S1–S16) with the gauge length of 50 cm are inde-
pendently embedded and parallel to the natural axis.

To produce different damage states with different loca-
tion, two static loading methods are carried out to achieve 
hierarchical damage states in a self-balancing load system. 
As seen in Fig. 8 T-shaped RC beam is simply supported. 
A vertical load has been gradually applied by a mechanical 
jack on RC beam through a distributive beam. Then the 
load will be equally split into two concentrated forces, one 
in the conjunction of S2 and S3, and another in the con-
junction of S6 and S7, so that the area between S3 and S6 
(S11 and S14) is subjected to the same bending moment 
and has the same probability of damage. The loading 
process is end about 200 kN when dispersed and nearly 
vertical cracks are found at the bottom of the web plate 
mainly within S3 (S11) and S4 (S12). As seen in Fig. 8, 
RC beam is clamped supported. Two equal vertical forces 
with maximum load about 10 kN have been imposed on a 
rotatable system perpendicular and attach to beam in the 
mid-span, then a torque will exerted on the RC beam. Sev-
eral inclined cracks are found on the surface of top flange 
plate almost within S8 (S16) and develop along the exist-
ing crack at the bottom surface within S3. Considering the 
safety during the experiment, the excitation and sampling 
for test trials is only carried out when the static loading 
process is end. The method of excitation and sampling for 
test trials is the same as that for steel beam.

Fig. 5   Demodulation system

Fig. 6   Interface from SM130 demodulator

Fig. 7   Details of bending 
experiment
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3.4 � Raw dynamic response

Due to the limited space, only dynamic response with 2 s 
duration of one sensors in each state is shown in Fig. 9. In 
fact, the whole set of all gathered dynamic response is a 
tridimensional matrix (180 Tests × 30,000 Samples × 16 Sen-
sors) in each state for both steel beam and RC beam. The 
analysis of T2 statistic and Q statistic will be carried out 
based on the increment response of four states (‘State 1’ to 
‘State 4’) with initial health state (‘State 0’) in Fig. 9a for 
steel beam and that of only two states (‘State 1’ and ‘State 
2’) with initial health state (‘State 0’) in Fig. 9b.

There is one health and four damage states in steel beam: 
(1) State 0: no damage; (2) State 1: one crack at the bottom 
of the midspan; (3) State 2: two cracks at the bottom of the 
midspan; (4) State 3: the damages in State 2 and one crack 
at the top of girder near the midspan; (5) State 4: the dam-
ages in State 3 and one crack at the top of girder near the 
one end point. There is one health and two damage states in 
RC beam: (1) State 0: no damage; (2) State 1: minor damage 
within S3 and S4; (3) State 2: severe damage within S8 and 
developed damage within S3. The labels for classification 
task in DCNN-based model are listed in Table 1.

According to the distribution of FBG sensors, two beams 
are respectively divides into 5 elements and 8 elements as 
seen in Figs. 3 and 7. Three damage levels with quantitative 
indicators ‘0’, ‘1’ and ‘2’ will be categorized into the ele-
ments of steel beam and RC beam for regression task: (1) 
0: no damage; (2) 1: initial or not aggravated damage in the 
current state; (3) 2: accumulative damage over the previ-
ous state. The labels for regression task in DCNN-based 
model are listed in Table 2. Although in practical engineer-
ing applications, it is difficult to achieve very accurate dam-
age quantification. However, the previous state is used as 

Fig. 8   Details of torsion experi-
ment
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a baseline to identify whether the damage has deteriorated 
in the current state, which can also be used for long-term 
monitoring.

4 � Analysis results and discussion

4.1 � Data labelling by PCA‑based model

4.1.1 � I‑shaped steel beam

The analysis of T2 and Q statistics will be implemented by 
MATLAB software. There are only part projections (first 80 
left points along time series) into the PCA-based model at 

one test trial presented in Fig. 10. Seen from Fig. 10a and b, 
it is hard to distinguish some close damage states, such as 
‘State 1’ and ‘State 2’ in T2 statistic or ‘State 2’ and ‘State 
3’ in Q statistic, which means depending on one statistic is 
not enough to differentiate the damage states. The relation-
ship between T2 statistic and Q statistic in Fig. 10c enables 
to clearly separate the states.

The contribution of each sensor (S1–S16) to T2 statistic 
and Q statistic is presented in Fig. 11. Regarding 85% peak 
value as threshold, it is feasible to almost identify the dam-
age location. The calculation of T2 statistic and Q statistic 
uses the health state as the baseline in Fig. 11a and b. The 
peak values of T2 statistic and Q statistic appears at two 
locations, one between the 5th sensor and the 6th sensor, 

Table 1   Label for classification 
task

Structures States Description Task

Steel beam 0 Health Classification
1 One crack, 30 mm × 2 mm, predefined, unchanged
2 Two cracks, 30 mm × 2 mm, predefined, unchanged
3 Three cracks, 30 mm × 2 mm, predefined, unchanged
4 Four cracks, 30 mm × 2 mm, predefined, unchanged

RC beam 0 Health Classification
1 Minor damage, dispersed vertical cracks, un-predefined
2 Severe damage, developed inclined crack, un-predefined

Table 2   Label for regression 
task

Structures Quantitative 
indicators

Description Element number Task

Steel beam 0 Health 1–5 Regression
1 Initial or not aggravated damage 3, 4, 5
2 Accumulative damage 3

RC beam 0 Health 1–8 Regression
1 Initial or not aggravated damage 3, 4, 8
2 Accumulative damage 3

Fig. 10   Part projections into the PCA-based model
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and another side near the 13th sensor, in accordance with 
the damage state in Fig. 3. The previous damage state is 
proposed to be the baseline to find out the new damage in 
Fig. 11c and d. In Fig. 11c, the peak values of T2 statistic 
and Q statistic concurrently appears between the 7th sensor 
and the 8th sensor, i.e. here is a new damage state (D3) over 
the previous state (D2), so does ‘State 4’ over ‘State 3’ in 
Fig. 11d. The results also show that damage location in each 
state is almost accurately identified by the distributed sen-
sors of S1 to S10, which demonstrates that the gauge length 
and the number of sensors in one array will have great effect 
on the sensitivity of measurement and analysis.

From the view of data labelling, the calculation based on 
the previous state is more conducive to highlighting new 
damage and it is easy to code on the basis of the data label 
of the previous state. When the difference in damage level 
is relatively large, the health status data can be used as the 
baseline and the identification of the damage level can be 
easily realized. It is consistent with the results obtained by 
using the health data as the baseline for the first damage 
state in the analysis of the steel beam test data. When several 
damage states are relatively close, using health data as the 
baseline can easily cause confusion among several states. 
Using the data of the previous level as the baseline ensures 
that some close, cumulative damage states are not lost dur-
ing long-term monitoring.

4.1.2 � T‑shaped RC beam

There are also only part projections (first 80 left points along 
time series) into the PCA-based model presented in Fig. 12. 
Unlike the analysis of T2 statistic and Q statistic in steel 
beam, those in RC beam make a clear distinction among 
all states.

The contribution of each sensor (S1–S16) to T2 statistic 
and Q statistic is presented in Fig. 13. Seen from Fig. 13a, 
the peak values of T2 statistic and Q statistic concurrently 
group at the 11th sensor and 12th sensor, in accordance with 
the damage state in Fig. 7. In Fig. 13b, the peak values of 
Q statistic indicates a new damage at the 16th sensor (C16) 
agreeing with the phenomenon in Fig. 8. The peak value and 
a larger value of T2 statistic appear near the 3rd and the 11th 
sensor, which reflects the propagation of the damage induced 
in ‘State 1’. It can also be seen that damage location in ‘State 
1’ is hardly identified by the distributed sensors of S1–S8. In 
this regard, more sensors distributed in the same place are 
no helpful for damage identification in PCA-based model 
because the similar principal components will be eliminated 
as the redundancy of data.

After the process of PCA, CNN-based damage detection 
method can utilize the results of PCA to label the training 
data of CNN more automatically. Although PCA can pro-
vide the damage information of a structure, some statistical 

Fig. 11   Projections of the con-
tribution of each sensor into the 
PCA-based model
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knowledge is needed to understand the results of the analy-
sis. However, CNN-based damage detection method is able 
to directly determine the damage state of the structure, 
which is more intuitive and makes up for the deficiencies of 
PCA-based method.

4.2 � Damage identification by DCNN‑based model

A DCNN-based model for steel beam will be constructed 
and trained firstly. The model is constructed with Python 3.7 
language environment and Pytorch 1.5 DL framework. The 
NVIDIA GTX 850 m GPU is applied to accelerate training 
and obtain better results. Most hyperparameters are manu-
ally set by trial and error. Among the data set in 180 test tri-
als, 80% of data will be used for training and the rest as the 
test set. During training, 25% of the training data is used for 
validation to monitor whether the model is overfitting and 
ensure the hyper-parameters to be adjusted in time.

4.2.1 � Classification task

The accuracy and loss curves of model for steel beam are 
shown in Fig. 14. In the training phase, the accuracy of the 

DCNN models can finally stabilize between 99 and 100%. 
The training curve almost coincides with the validation 
curve between 0 and 300 epochs. The result of the verifica-
tion shows that although the verification curve will oscil-
late during training, it follows the same trend as the training 
curve, which can indicate that there is no serious overfitting 
phenomenon in the training process of model. The conver-
gence of training curves proves that the proposed model can 
effectively extract features and identify damage states. The 
model training result shown by the loss curve is roughly the 
same as the accuracy curve.

The accuracy and loss curves of model for RC beam are 
shown in Fig. 15. Although there are some hop points, the 
training curve coincides with the validation curve roughly. 
Unlike the detection model of steel beams, the training curve 
of RC beams starts to converge after 20th epochs, which 
shows that the complexity of the task will affect the conver-
gence speed of the DCNN model.

Though high detection accuracy was acquired in the train-
ing phase, this does not indicate high generalization per-
formance. Therefore, confusion matrix is used as another 
standard to assess the performance. As shown in Figs. 14 
and 15, the test results of the trained models, confusion 
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Fig. 13   Projections of the con-
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matrix, demonstrate that most of the samples can be accu-
rately classified. However, there are a few samples that are 
not correctly classified in Fig. 14. There are two possible 
reasons for this: (1) the design of the model architecture 
or hyperparameters is not optimal for the dataset. (2) there 
is a few of bad (data with large errors in measurement) or 
insufficient samples in the dataset. The structure of the CNN 
model, the quality and quantity of samples in the dataset 
will affect the detection accuracy of the trained model. So 
the model with 100% detection accuracy is ideal. There are 
fewer classification categories for RC beam damage detec-
tion tasks and relatively more for steel beams. Therefore, it 
can be seen that the more types of damage, the more com-
plex model structure is needed, which is difficult to adjust 
to the optimum. And the more training data is required. The 
increase in data can reduce the proportion of poor quality 

samples, thereby improving the generalization performance 
of the model.

Comparison with the results in the other study [40] 
reveals that the prediction performance of the DCNN in the 
proposed self-supervised learning method is superior, both 
in terms of the accuracy of the DCNN model during training 
and the prediction accuracy shown by the confusion matrix 
in the test results. It can be demonstrated that the proposed 
method can accurately identify different structural damage 
states.

4.2.2 � Regression task

For regression task, only the loss curves are calculated as 
Fig. 16. The loss curve of steel beam in regression task is 
different to that in classification task because their optimi-
zation problems to be solved are diverse. The situation of 
RC beam is same. The loss curves of two models experi-
enced a plateau at the beginning of training, indicating that 
the model encountered saddle points or local optima when 
it started to find the optimal solution to the optimization 
surface. Similarly, the validation curves of the two models 
demonstrate that the models were trained without overfitting.

The level of each damage state will be predicted and 
quantified by regression task with the average output value 
using the labels in Table 2. ‘Truth’ presents the predefined 
damage level and ‘Predication’ is the output value of test. 
Seen from Fig. 17, for each state, it is precise to predict the 
damage quantity of each element in steel beam as Fig. 3. For 
example, there is no damage in ‘State 0’ so that the aver-
age output value of each element is almost ‘0’. An initial 
damage occurs within ‘Element 3’ in ‘State 1’, the damage 
quantity of which is output close to ‘1’. And ‘Element 3’ is 
aggravated in ‘State 2’, hence it is output close to ‘2’. Then 
an initial damage occurs within ‘Element 4’ in ‘State 3’ and 
is output close to ‘1’ but the damage in ‘Element 3’ is not 
aggravated again, thus the label is unchanged, and so on.

Similarly, seen from Fig. 18, the damage level of each 
element in RC beam as Figs. 7 and 8 can also be quantified 
accurately by the DCNN model. There is an initial dam-
age within ‘Element 3’ and ‘Element 4’ in ‘State 1’ and the 
damage quantity of two element is output close to ‘1’. Then 
an accumulative damage occurs within ‘Element 3’ but not 
within ‘Element 4’ in ‘State 2’, hence the damage quantity 
of ‘Element 3’ is output close to ‘2’. At the same time, there 
is also an initial damage within ‘Element 8’ in ‘State 2’, 
thus the damage quantity of ‘Element 8’ is changed from 
‘0’ to ‘1’. Other elements without damage are all output 
about ‘0’. The results show that DCNN-based model with 
finite elements divided by FBG sensors enables to predict 
damage quantity predefined by PCA-based model without 
considering any characteristic of the structure.

P
re

di
ct

ed
 D

am
ag

e 
St

at
e

True Damage State

Fig. 14   Evaluation of DCNN-based model for steel beam

True Damage State

Pr
ed

ic
te

d 
D

am
ag

e 
St

at
e

Fig. 15   Evaluation of DCNN-based model for RC beam



113Journal of Civil Structural Health Monitoring (2023) 13:101–115	

123

5 � Conclusions

In this paper, a novel method for structural damage detec-
tion combining unsupervised and supervised learning with 
dynamic response from FBG arrays is proposed to detect 
the damage of beam-like structures. This method directly 
analyzes the measured dynamic responses of the structure. 
Through several scenarios with many test trails on steel 

beam and RC beam, the method has been proved to per-
form well in structural damage detection.

The main conclusions are as follows:
As an unsupervised learning method, a PCA-based 

model using the gather projection of T2 statistic and Q 
statistic is used to get the damage information. A trans-
formed PCA-based model by rearranging the data set and 
using the previous state as baseline is applied to identify 

Fig. 16   Evaluation of DCNN-
based model for regression task
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the current state, which is useful when there are new data 
of increased damage states. The results displayed by PCA 
are consistent with the actual structural damage.

Damage information obtained from PCA can ease the 
work of labelled data in supervised learning, which is 
more intelligent than manual labelling procedure. Super-
vised learning can in turn better utilize and interpret the 
results of PCA to present the damage state of the structure 
more clearly.

As a supervised learning method, a proposed DCNN-
based model using identified information and combining 
with the conception of finite element (FE) is applied to dis-
tinguish the damage categories by classification task and 
locate, quantify the damage by regression task. The results 
show that the DCNN model can accurately identify struc-
tural damage and roughly predict the degree of damage.

The methods open up a novel approach feasible for long 
term health monitoring. There are many uncertain damage 
states in engineering practice, so future work will focus on 
a variety of experiments to explore the effect of damage 
identification under sophisticated conditions. Meanwhile, 
the data of training and testing derives from FBG arrays 
distributed as chainlike line. Further work should also con-
sider how to process the data from spatial distribution.
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