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Abstract
Manual visual inspection is the most common means of assessing the condition of civil infrastructure in the United States, but 
can be exceedingly laborious, time-consuming, and dangerous. Research has focused on automating parts of the inspection 
process using unmanned aerial vehicles for image acquisition, followed by deep learning techniques for damage identifica-
tion. Existing deep learning methods and datasets for inspections have typically been developed for a single damage type. 
However, most guidelines for inspections require the identification of multiple damage types and describe evaluating the 
significance of the damage based on the associated material type. Thus, the identification of material type is important in 
understanding the meaning of the identified damage. Training separate networks for the tasks of material and damage iden-
tification fails to incorporate this intrinsic interdependence between them. We hypothesize that a network that incorporates 
such interdependence directly will have a better accuracy in material and damage identification. To this end, a deep neural 
network, termed the material-and-damage-network (MaDnet), is proposed to simultaneously identify material type (concrete, 
steel, asphalt), as well as fine (cracks, exposed rebar) and coarse (spalling, corrosion) structural damage. In this approach, 
semantic segmentation (i.e., assignment of each pixel in the image with a material and damage label) is employed, where 
the interdependence between material and damage is incorporated through shared filters learned through multi-objective 
optimization. A new dataset with pixel-level labels identifying the material and damage type is developed and made avail-
able to the research community. Finally, the dataset is used to evaluate MaDnet and demonstrate the improvement in pixel 
accuracy over employing independent networks.

Keywords Damage detection · Computer vision · Multi-task learning · Semantic segmentation · Structural inspections

1 Introduction

Condition monitoring is an essential step in ensuring the 
safety and serviceability of civil infrastructure. Detailed 
information about the current state of a structure pro-
vides valuable insights that can be used for a number of 

applications ranging from prioritization of repairs to the 
review of design and construction procedures. In the United 
States, current practice for assessing structural health is pre-
dominantly reliant on manual visual inspections [1]. High-
profile catastrophic accidents like the I-35W bridge collapse 
in Minneapolis underscore the fact that manual inspections 
may miss important details, despite following best prac-
tices [2]. For some applications, structural inspections pose 
unique human challenges. For example, describing the 
nature of work in a post-disaster scenario, the ATC-20 field 
manual [3] states that post-earthquake safety evaluations of 
buildings is “grueling work,” resulting in high level of stress 
on the volunteer inspectors that may lead “burn-out.” As 
another example, inspections of large structures like dams 
and bridges bring a high level of difficulty as engineers 
often have to rappel down a surface to inspect for any dam-
age over large areas [4] (see Fig. 1). Thus, the laborious, 
time-consuming, unsafe, and subjective nature of manual 
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inspections motivate research into methods for automating 
such inspections.

A natural step forward is to automate parts of the manual 
inspection process. Self-navigating unmanned aerial vehi-
cles (UAVs) are ideal candidates for data acquisition, but 
intelligent and automated processing of the large amount of 
data collected is needed to fully realize the potential of such 
a system. Among other things, such a system must be adept 
at identifying different types of damage that may occur in 
the structure being monitored.

Researchers have developed specific techniques to iden-
tify a variety of damage types, e.g., cracks, spalling, and 
corrosion in structural members made of concrete, steel, and 
asphalt. Early work focused mainly on identifying concrete 
cracks by image processing techniques (e.g., [5–9]) working 
in principle by applying a threshold to the output of hand-
crafted image filters. More recently, Paal et al. [10] proposed 
a combination of segmentation, template matching for spall 
detection, and assessment on concrete columns. A novel 
orthogonal transformation combined with a Bridge Condi-
tion Index was used in Adhikari et al. [11] to quantify deg-
radation and subsequently map to condition ratings. Chen 
et al. [12] employed a support vector machine to identify rust 
on steel bridges, where Bonnin-Pascual and Ortiz [13] used 
AdaBoost to detect corrosion navigational vessels. Research 
about fatigue crack detection in civil infrastructure has been 

fairly limited. Yeum and Dyke [14] manually induced dam-
age on a steel beam to give the appearance of fatigue cracks. 
Prior work has also been done on crack detection in asphalt 
pavements. Hu et al. [15] used a local binary pattern (LBP) 
algorithm to identify cracks. Zhang et al. [16] used filter-
based features together with a classifier to identify cracks for 
subway tunnel safety. To identify the presence of damage, 
the studies and techniques described thus far typically made 
certain assumptions on the input and then developed appro-
priate hand-crafted filters to extract features that were treated 
with a threshold or a trained classifier. However, the applica-
tion of such techniques in an automated structural inspec-
tion environment is limited, because they rarely employ the 
contextual information that is available in the regions where 
damage is present. Developing effective general algorithms 
is difficult, because real-world situations vary extensively.

The generality of convolutional neural networks (CNNs) 
and deep learning algorithms (DLAs) in computer vision 
[17–19] has prompted their use for a wide range of appli-
cations in civil engineering including, for example, topol-
ogy optimization [20–22], structural health monitoring and 
inspections [23–28], city-scale risk and condition assess-
ment [29–31], construction activity and progress monitor-
ing [32–35], and germane to this article, applications in 
vision-based damage identification [36–45]. Yeum et al. 
[36] utilized a CNN for the extraction of important regions 

Fig. 1  Inspection of the Mike O’ Callaghan–Pat Tillman bridge for deficiencies at the Hoover dam
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of interest in highway truss structures to ease the inspection 
process. Narazaki et al. [37–39] focused on reducing the 
false positive rate by identifying important structural com-
ponents as a precursor to damage identification. Zhang et al. 
[40] employed CNNs for the application of crack detection in 
asphalt pavements. Yeum et al. [41] tested the use of RCNN 
with spall detection but with limited accuracy (59.39%). 
Researchers have begun studying multi-damage identifica-
tion using deep learning employing either object detection or 
semantic segmentation methods. Object detection involves 
drawing bounding boxes around the object of interest (e.g., 
cracks), whereas semantic segmentation involves associat-
ing each pixel in the image with a damage class. Hoskere 
et al. [42] proposed deep learning-based semantic segmen-
tation of damage for six damage types, namely, concrete 
cracks, spalling, exposed rebar, asphalt cracks, corrosion, 
and fatigue cracks. Cha et al. [43] used region-based deep 
learning for object detection of concrete cracks, corrosion, 
and steel delamination. Rubio et al. [44] studied the identi-
fication of multiple types of damage in concrete including 
delamination and rebar exposure. As the shape of damage 
observed on civil infrastructure is typically amorphous, the 
authors of the current work are of the opinion that seman-
tic segmentation is a more suitable approach for multiple 
damage identification as opposed to object detection. For a 
comprehensive review of recent advances in vision-based 
inspections, readers are directed to Spencer et al. [45].

While deep learning methods have proven to be success-
ful for multiple damage identification strategies, from the 
standpoint of automating inspections, evaluating the sig-
nificance of the damage also depends on the material type 
on which they occur [3, 46]. For example, during a bridge 
inspection, cracks on steel girders under a deck have differ-
ent implications to those on the concrete or asphalt portions 
of the deck. Similarly, spalling associated with concrete and 
asphalt surfaces has different implications. Thus, the iden-
tification of material types is an important problem for the 
ultimate goal of structural inspections.

The naive way to conduct the tasks of material identifi-
cation along with damage identification would be to train 
separate deep networks. However, given the highly com-
plementary nature of these tasks, independent networks 
will likely learn similar features resulting in an inefficient 
use of computation and memory resources. Instead, an 
efficient method to conduct these tasks would be to use 
multi-task learning. Multi-task learning is the process of 
learning multiple tasks with a single model. Contrary to 
multi-class segmentation for images where each pixel is 
assigned one label out of all classes, multi-task learning 
results in each pixel being assigned as many labels as there 
are tasks, with each task being a different multi-class seg-
mentation (e.g., damage task: no damage, crack, exposed 
rebar, etc.; material task: steel, concrete, other, etc.). In 

a multi-task learning model, a shared representation is 
used for prediction of all tasks. In addition to providing 
efficiency, the main benefit of multi-task models is that 
they help to prevent overfitting and improve network per-
formance [47]. Due to these benefits, multi-task learning 
has successfully been used for applications like simulta-
neous depth and semantic segmentation [48], reasoning 
for autonomous cars [49], detecting multiple modalities 
in medical imaging [50], and for facial expression under-
standing [51].

In this paper, we hypothesize that training a single net-
work for the tasks of material and damage identification 
will allow for improved performance over the naïve case 
of training separate networks. We propose MaDnet (mate-
rial and damage network), a multi-task network for the 
simultaneous semantic segmentation of multiple types of 
materials (concrete, steel, asphalt), fine damage (cracks, 
rebar), and coarse damage (spalls, corrosion). The damage 
task is broken up into two tasks so as to allow for different 
upsampling filters to be learned for each of the tasks. To 
learn the features of the network, two different types of 
combined loss functions are empirically compared. We 
develop a new dataset with pixel-level material and dam-
age labels, and make it publicly available to the research 
community. The dataset is used to evaluate the accuracy 
of MaDnet, compared to the naïve case of training inde-
pendent networks as in Hoskere et al. [26] for material and 
damage identification. The results are used to demonstrate 
the efficacy of sharing features across these tasks. Sec-
tion 2 of this paper outlines the technical details of the pro-
posed network, Sect. 3 presents the details of a new dataset 
for multiple structural damage types, and Sect. 4 presents 
results from experiments. Section 5 presents a discussion 
of the experimental results. Section 6 presents the main 
conclusions of the study, followed by the references.

2  Proposed network for material 
and damage segmentation

This section outlines the proposed network architecture 
for multi-task semantic segmentation of material and 
damage types. A fully convolution network (FCN) is used 
as the basis for development of the proposed network. A 
schematic of the overall architecture is shown in Fig. 2 
and discussed in remainder of this section. The multi-task 
network architecture schematic shown highlights three 
main parts of the proposed network, namely, the encoder, 
the branched decoders, and the combined loss function. 
The input image is passed through a single encoder to 
obtain relevant features. These features are fed into three 
different decoder branches, each of which are trained to 
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output a different task. The loss functions from each of 
these tasks are combined using a multi-task loss function 
that is minimized.

2.1  Fully convolutional networks

FCNs are neural networks with each layer represented in the 
general form of a convolution [52] as:

where yij represents the output of any layer, xij represents 
the input, k is the kernel size, s is the sampling factor, and f  
represents the layer type, which could be matrix multiplica-
tion, spatial max, or an elementwise non-linearity. FCNs can 
be thought of as a type of CNN with fully connected layers 
replaced by 1 × 1 convolution layers. Each pixel in the input 
image is mapped to a label, resulting in an output label map 
that is the same size as the input image.

To increase the fineness of the segmentation, ‘skip’ layers 
are employed to fuse information learned in earlier feature 
layers. Starting from the smallest scale, the feature maps are 
upsampled by a factor of 2, treated with 1 × 1 convolutions 
to make predictions, and then summed with the 1 × 1 convo-
lution predictions from the last feature map at the previous 
scale. This process of generating these upsampled features is 
repeated until the output is the size of the input image. The 
output is treated with a softmax activation function, and the 
class with the highest probability is predicted as the assigned 
label for each pixel. A schematic illustration of the network 
is shown in Fig. 3. The next section describes the specific 
layers used in the proposed network.

2.2  Single‑task network architecture

Each of the single-task networks is trained using a ResNet 
[17] architecture with 45 layers. The details of the encoder 

(1)yij = fks

(

{

xsi+�i,sj+�j
}

�j,�i∈0,k

)

,

part of the architecture are provided in Table 1. Residual 
connections involve the summation of the output of prior 
layers to enforce learning of new information in subsequent 
layers. These residual connections are used between alter-
nate layers (e.g., Conv0 to Conv2, Conv2 to Conv4, etc.). A 
rectified linear unit is used as the non-linearity for all layers 
of the network. The details of the decoder part of the archi-
tecture are provided in Table 2. The skip connections with 
1 × 1 convolutions described in the previous subsection are 
taken after the Conv8, Conv20, and Conv32 layers.

2.3  Multi‑task learning

The principle goal of multi-task learning is to improve the 
performance on unseen data from the same distribution as 

Fig. 2  Schematic diagram of the proposed network

Fig. 3  Schematic illustration of feature layers in the proposed FCN
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the training data by learning from multiple objectives or 
tasks. In other words, the goal is to improve the general-
ity of a model. In a multi-task learning system, Caruana 
et al. [47] showed that for related tasks, the generalization is 
improved using the task-specific knowledge contained in dif-
ferent but complementary tasks. Intuitively, additional tasks 
provide additional perspectives for the network to consider 
before making predictions. Any prediction on unseen data 
requires the network to make assumptions (often referred to 
as “inductive bias” in the machine learning literature) based 
on representations learned from the training data. When 

learning multiple complementary tasks, these assumptions 
are less likely to incorporate task-specific artifacts in the data 
that cause overfitting and more likely to learn a more general 
representation resulting in improved performance.

2.4  Multi‑task network architecture

The multi-task network is developed using the single-task 
network described in Sect. 2.2 as the basis. The proposed 
multi-task network shown in Fig. 4 is based on the work 
by Kendall et al. [48]. The sharing of the encoder features 
amongst different tasks helps to regularize the learned fea-
tures and prevent overfitting. In the developed network, the 
damage task is divided into two tasks so as to allow the 
network to learn different upsampling filters for each of the 
tasks. For example, the edges of fine damage like cracks 
and exposed rebar are likely to be close to each other and 
there is benefit in learning specific filters to accomplish this. 
Thus, there are three tasks in total, two damage tasks and 
one material task. The encoder of the multi-task network 

Table 1  Details about the 
encoder

Layer name (s) Size Layer name (s) Size

Conv0 7 × 7 × 64 (stride 2) Maxpool1 2 × 2
Conv1–Conv8 3 × 3 × 64 (stride 1) Conv21-Conv32 3 × 3 × 128 (stride 1)
Maxpool0 2 × 2 Maxpool2 2 × 2
Conv9–Conv20 3 × 3 × 64 (stride 1) Conv33-Conv44 3 × 3 × 128 (stride 1)

Table 2  Details about the decoder

Layer name Encoder connection Convolution Upsample

Decoder0 Conv44 − Bilinear
Decoder1 Conv32 1 × 1 Bilinear
Decoder2 Conv20 1 × 1 Bilinear
Decoder3 Conv8 1 × 1 Bilinear

Fig. 4  Schematic illustration of 
MaDnet
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architecture is identical to the encoder architecture defined 
in Table 1. In the decoder architecture for the multi-task 
network, three of the decoders described in Table 2 are 
employed. The decoder layers are built from encoder con-
nections just before the encoder pooling layers with bilinear 
upsampling followed by 1 × 1 convolutions. The output of 
each of these decoders is treated with a softmax function 
to produce individual loss functions for each of the tasks. 
Finally, the loss functions are combined using multi-objec-
tive loss functions described in the next section.

2.5  Multi‑objective loss functions

When combining the individual loss functions from differ-
ent tasks, a critical decision to be made is determining the 
weights attributed to individual tasks in the overall loss. Two 
different multi-task objective functions are examined empiri-
cally, namely, a simple additive loss and a homoscedastic 
loss function. The additive-loss function shown in Eq. (2) is 
chosen for its simplicity as it allows all tasks to be weighted 
equally, thus learning features that are relevant to all tasks:

The terms Lxx represent the individual loss values. The 
subscript m denotes material, cd denotes coarse damage, and 
fd denotes fine damage. Apart from the additive-loss func-
tion, a homoscedastic loss function [48] shown in Eq. (3) 
is also examined to allow the network to learn the weights 
for each of the tasks directly. Each term in the loss func-
tion is weighted by the inverse of a variance that is to be 
learned during the training process. By tuning the weights, 
the network tends to provide more importance to tasks that 
are poorly performing. The homoscedastic loss function 
thus offers one possible way to obviate assigning weights 
manually:

The terms �xx are learned weight factors that determine 
the importance of each of the loss values in the overall loss 
function.

2.6  Training considerations

Several techniques commonly used for the training of 
deep networks were implemented to allow the networks 
to adequately generalize. The network parameters W and b 
were trained by minimizing the cross-entropy loss function 
between the predicted softmax probabilities and the corre-
sponding one-hot labels with an L2-regularization weight 
decay [53]. The incorporation of the weight decay term gives 
preference to smaller weights and helps tackle overfitting. 

(2)L = Lm + Lcd + Lfd.

(3)L =
Lm

2�2
m

+
Lcd

2�2
cd

+
Lfd

2�2
fd

+ log
(

�m�cd�fd

)

.

Batch normalization was applied to address the covariate 
shift that occurs during training [24], where each feature 
dimension is shifted by a weighted mean and standard devia-
tion that was learned during training. The percentage of pix-
els in each of the classes varies significantly. For example, 
some classes such as cracks have much fewer pixels than 
spalling or corrosion due to the nature of damage. To bal-
ance the frequencies of different classes in the dataset and 
prioritize all classes equally, median class balancing [26] 
was applied by reweighting each class in the cross-entropy 
loss. Data augmentation by resizing and cropping was incor-
porated to increase the efficacy and efficiency of training 
and prevent issues such as overfitting. The training was con-
ducted using the Adam optimizer [54] implemented in Ten-
sorflow [55]. To train and evaluate the proposed network, a 
new labeled dataset with multiple material and damage types 
was created, as described in the next section.

3  MaDnet dataset

While supervised learning techniques have been highly suc-
cessful for semantic segmentation [52, 56], the development 
of trained models requires labeled datasets of a large num-
ber of images. In this work, a new dataset is created for the 
purpose of material and damage segmentation by extending 
the dataset used in [57]. This section provides details about 
the developed dataset made available at https ://sites .googl 
e.com/view/illin ois-madne t/home.

3.1  Image details

Different damaged specimens were photographed by the 
authors, and images of full structures available in the public 
domain on the Internet were included to construct the data-
set. Some online sources of images include: datacentrehub.
org [58], bridgehunter.com [59], images available on the 
websites of the US Army Corps of Engineers [60], as well 
as images acquired from google image searches. Overall, 
the assembled dataset includes images of reinforced con-
crete buildings, steel bridges, concrete bridges, asphalt pave-
ments, hydraulic structures, inland navigation infrastructure, 
concrete pavements, and damage laboratory specimens. The 
criteria for selecting images included (1) the presence of 
visible damage, and (2) representation from a wide variety 
of structures. The dataset includes a total of 339 images of 
over 250 different structures of varying sizes that were then 
divided into 1695 images of a uniform size 600 × 600.

The number of images required to successfully train 
CNNs for classification problems is typically very large 
(> 100,000) depending on the number of parameters in 
the network and the network architecture. For semantic 
segmentation problems, however, research has shown that 

https://sites.google.com/view/illinois-madnet/home
https://sites.google.com/view/illinois-madnet/home
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a far fewer number of images will suffice, because each 
pixel serves as a data point. For example, two of the data-
sets used in Farabet et al. [61] for semantic segmentation 
were of comparable size to the MaDnet dataset, namely, the 
Stanford background dataset with 715 images, and the SIFT 
flow dataset with 2688 images. Other studies have also used 
semantic segmentation datasets of similar size, for example 
[62, 63]. The trade-off is that every pixel requires a label 
and, thus, annotation of each image requires much more time 
as opposed to the annotation for an image for a classifica-
tion dataset.

3.2  Image labeling

The images were labeled manually by the authors. A Matlab 
GUI was created to facilitate the labeling of the images. A 
screenshot of the GUI is shown in Fig. 5. While several 
labeling softwares are available online in the public domain, 
none of them provided the necessary features for semantic 
segmentation as demanded by this study. The created GUI 
allows the user to paint over the images to delineate the loca-
tion of the damage or material type. Different brush colors 
are available to select different damage/material types and 
the size of the brush can be changed based on the fineness 
required. Morphological filters were applied with a manually 
changeable threshold to help easily select pixels that may 
correspond to cracks. The masks created by the use of these 
methods can be further refined by the user depending on the 
requirements of the image. The next subsection describes the 
dataset developed using this GUI in more detail.

3.3  Damage and material classes

The dataset was created with images containing one or more 
of the damage and material classes including, (1) cracks and 
exposed rebar, (2) spalling and corrosion, and (3) concrete, 
steel, asphalt, and other material. In the survey of works on 
using computer vision for identification of damage in civil 
infrastructure [45], these types of damage were found to be 
the ones that researchers were most interested in identify-
ing and were thus chosen as the classes for the dataset. The 
distribution of the images across the different classes in the 
dataset is provided in Table 3. Some sample images and their 
corresponding labels are shown in Fig. 6. The color key for 
the labels is provided at the bottom of the figure.

Fig. 5  Graphical user interface for labeling damage in images for semantic segmentation

Table 3  Details of MaDnet dataset of damaged structures created for 
this study

Material type Number of 
images

Damage type Num-
ber of 
images

Concrete 665 Spalling, exposed rebar 324
Cracks 341

Steel 595 Corrosion 379
Cracks 216

Asphalt 435 Cracks 435
Total 1695
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3.4  Damage scales

Damage in images collected for inspections may occur at 
multiple scales and, thus, a network should be able to gener-
alize across scales. Figure 7 shows the distribution of area of 
pixels representing damage for three of the damage classes 
across all the images to provide an indication of the size 
of damage in the dataset. All the three histograms follow a 
long-tailed distribution. The reader may note that the area of 
pixels for spalling is much higher than cracks and exposed 
rebar as dictated by the nature of the damage types. The 
plots indicate a large variation in the sizes of damage in the 

developed dataset. For example, there are over 60 images 
with concrete crack area from 0 to 1%, from 3 to 4%. and 
above 6%. Similarly, with regards to spalling, there are a 
number of images where only a small portion of the image 
is occupied by spalling damage as well as some close-up 
images.

Fig. 6  Sample images from the MaDnet dataset



765Journal of Civil Structural Health Monitoring (2020) 10:757–773 

123

4  Experiments and results

The network algorithms described in Sect. 2 were trained 
on the MaDnet dataset and the proposed multi-task net-
works with both loss functions were compared to indi-
vidual single-task networks. This section describes the 
training process along with results and discussions from 
different experiments that were conducted.

4.1  Network training

The networks were implemented in Tensorflow [55] and 
trained from scratch. To address issues with limited graph-
ics memory, the images were resized from 600 × 600 × 3 to 
288 × 288 × 3. An online data augmentation strategy was 
implemented to artificially increase the amount of data 
based on suggestions made in [61]. Specifically, random 
resizing was conducted with factors uniformly distributed 
between 0.75 and 1.25, together with random rotations 
between ± 15° and, random flipping and white noise with 
standard deviation of 2. 70% of the images were used for 
training purposes, 10% were used for model validation, 
and the remaining 20% were set aside for testing purposes. 
For each of the networks, the labeled data were fed in 
batches of 4 images at a time. The training was carried 
out on a Windows PC with an i7 7700 2.8 GHz processor, 
NVIDIA GTX 1070 8 Gb graphics card, and 16 GB RAM. 

The learning rate used for both the networks was  10–3. The 
training hyperparameters are listed in Table 4.

For a fair comparison between the networks, all net-
works were trained for the same number of epochs (i.e., 
cycles through the entire training set). Training was con-
tinued until the validation accuracy was seen to signifi-
cantly deviate from the training accuracy from in any one 
of the networks. This deviation was first observed in the 
single coarse damage network, as shown in Fig. 8. This 
deviation occurred roughly after about 4000 epochs. The 
training for all the networks was thus stopped after 4000 
epochs.

Fig. 7  Damage scales in dataset
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Table 4  Network training hyperparameters

Training hyperparameters Value

Learning rate 1e−3
Number of epochs 4000
Train/test/validation split 0.7/0.2/0.1
Data augmentation scale 0.75–1.25
Data augmentation rotation ± 15°
Data augmentation noise White noise with 

standard deviation 
of 2%
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4.2  Accuracy comparison for different networks

The results from training the multi-task networks are evalu-
ated and compared against the results from single networks 
with two different metrics: pixel accuracy and the intersec-
tion-over-union (IoU). The pixel accuracy represents the 
total number of pixels correctly classified divided by the 
total number of pixels classified as a particular class. IoU 
is the area of the intersection of the true labels divided by 
the area of union of the true label and predicted label. A 
comparison of the validation accuracies during the train-
ing process is provided in Fig. 9. The validation accuracy 
was computed after every 50 epochs. The curves shown in 
Fig. 9 have been filtered with a moving average filter with a 
window size of 5 to allow the trends to be easily discernable.

A comparison of pixel accuracy and IoU for the test data-
set are provided in Table 5. The results demonstrate that, 
on average, the multi-task network performs much better 
than the individual networks. The multi-task network with 
additive-loss function performs better than the single-task 
network for all classes with the exception of cracks. The 
multi-task network with homoscedastic loss performs nomi-
nally better than the additive-loss network for identification 
of material, although the accuracies are very close. These 
accuracies are documented in Table 5.

4.3  Results from the multi‑task network

Sample results from the trained network with the additive-
loss function are presented in Fig. 10. The original images 
were divided into smaller images for training. In the results 
displayed, the results were upsampled and combined to be 
the same size as the original image. The upsampling of the 
network predictions was done using the nearest-neighbor 
method. The results demonstrate the efficacy of the proposed 
method for identification of multiple material and damage 
types. The network is able to identify multiple damage types 

at different scales and in a variety of combinations (e.g., 
spalling, crack and exposed reinforcement; spalling and 
corrosion fatigue cracks and corrosion), demonstrating the 
versatility of deep learning techniques for local damage and 
material identification.

Fig. 8  Training and validation accuracy for single coarse damage net-
work

Fig. 9  Validation accuracy comparison for single- and multi-task net-
works for identification of a fine damage, b coarse damage, c material
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5  Discussion

The experiments described in the previous section provided 
several noteworthy observations. This section provides a 
discussion on five topics, namely (1) accuracy, (2) compu-
tational time, (3) feature analysis, (4) homoscedastc vs addi-
tive loss function, and (5) use-case scenario.

5.1  Discussion on accuracy

A major performance difference between the multi-task 
networks and the single-task networks can be seen in the 
average accuracy. The multi-task networks significantly out-
perform the single-task networks for material identification 
and have comparable performance for the identification of 
damage as evidenced in Table 5. Further insight into the 
reasons for this improvement can be drawn by looking at 
predictions of some of the images in the test set.

Sample images where the accuracy between MaDnet 
and the single network differed significantly are presented 
in Table 5. Results from all the networks for two different 
images are shown in Fig. 10. Sample results of automated 
structural inspection using the multi-task network with addi-
tive loss function are shown in Fig. 11. In both these cases, 
MaDnet is able to identify that the material in the entire 
image is steel, whereas the single network is unable to do 
so. One hypothesis is that in the multi-task networks, both 
the material and damage tasks work together to reinforce the 

correct prediction. While the damage identification of both 
networks is similar, the identification of corrosion makes 
it clear to MaDnet that the material of the beam is steel as 
opposed to concrete.

5.2  Discussion on computation time

The proposed multi-task architecture affords a significant 
reduction in computational cost during inference com-
pared to running inference on three single-task networks. 
The major computational burden for the inference lies in 
conducting the forward pass through the encoder. As the 
multi-task network employs a single encoder for all tasks, 
the computational time is comparable to a single-task 
network. For all three tasks, MaDnet takes about 0.055 s, 
whereas the single networks take 0.132 s, resulting in a 
58.3% time savings, as shown in Table 6.

5.3  Feature analysis

The ability of the network to generalize depends on the 
quality of the features learned. These features are guided 
by the training data and annotations. In the material iden-
tification task, due to the wide variety of appearances that 
concrete and steel members take, training a network for 
only material identification using a limited size dataset 

Table 5  Test accuracy 
comparison between single- and 
multi-task networks

Bold values indicate highest accuracy for given class and metric

Pixel accuracy Intersection over Union (IoU)

Single-task Multi-task Single-task Multi-task

Homoscedastic Additive Homoscedastic Additive

Material
 Concrete 0.964 0.985 0.967 0.879 0.947 0.945
 Steel 0.871 0.932 0.940 0.842 0.915 0.911
 Asphalt 0.989 0.990 0.998 0.974 0.989 0.987
 Other material 0.462 0.553 0.546 0.204 0.244 0.236
 Mean 0.821 0.865 0.863 0.725 0.774 0.770

Fine damage
 No damage 0.977 0.973 0.972 0.975 0.968 0.969
 Cracks 0.964 0.905 0.949 0.679 0.603 0.619
 Rebar 0.873 0.854 0.861 0.693 0.678 0.695
 Mean 0.938 0.911 0.928 0.782 0.749 0.761

Coarse damage
 No damage 0.959 0.960 0.966 0.948 0.949 0.959
 Spalling 0.891 0.936 0.959 0.775 0.802 0.841
 Corrosion 0.952 0.938 0.958 0.788 0.753 0.789
 Mean 0.934 0.944 0.961 0.837 0.834 0.863

Overall Mean 0.898 0.907 0.917 0.781 0.786 0.798
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poses a challenge toward the learning of appropriate fea-
tures. Fine and coarse damage tasks have more visually 
consistent patterns and, thus, are more amenable to train-
ing a single network. Some handpicked feature maps of 
the trained networks after the Conv12 layer for the image 
in Fig. 11b are provided in Fig. 12 to illustrate this differ-
ence. While the fine damage, coarse damage, and MaDnet 

networks have well-trained feature maps, the feature maps 
of the material network still betray discernable character-
istics of the input image. This phenomenon is observed 
across most of the feature maps after most of the layers. 
Thus, a reasonable conclusion is that the presence of mul-
tiple tasks helps the network learn features suited for all 

Fig. 10  Sample results of automated structural inspection using the multi-task network with additive-loss function
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tasks, thereby increasing the likelihood of high-quality 
features being learned. In other words, multi-task networks 
are more likely to learn robust features.

5.4  Homoscedastic vs additive loss

Another interesting phenomenon observed is that MaDnet 
with additive loss performs nominally better than MaDnet 
with the homoscedastic loss function for the fine and coarse 
damage tasks. This is surprising, given that the network 
with homoscedastic loss function tunes the importance 

of different loss terms in the combined loss. Figure 13 
shows the normalized weight wnormal = wxx∕

∑

wxx (where 
wxx = 1∕�2

xx
) for each of the tasks vs. the number of epochs. 

The normalized weight of the material task, fine damage, 
and coarse damage tasks gradually converge to about 0.77, 
0.16, and 0.7, respectively. The network is thus able to 
identify the challenging nature of the material damage 
identification task and tries to compensate for poor perfor-
mance through increased weighting. This strategy does not 
necessarily result in higher quality features; instead, the 
learned features are simply guided by increased weighting 
for poorly performing tasks. The coarseness of the features 
of MaDnet with the homoscedastic loss vs. MaDnet with 
additive loss in Fig. 12 further verifies the hypothesis. The 
increased robustness of features learned by the additive-
loss function is further evidenced by the higher average 
accuracy in Table 5.

Fig. 11  Comparison of results from single network and multi-task networks

Table 6  Computation time for the networks

Network Inference time 
for three tasks 
(s)

Single networks 0.132
MaDnet 0.055
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5.5  Discussion on use‑case scenario

The ability of computer vision techniques to process large 
amounts of data makes their use in augmenting manual 
inspections attractive. The fatigue of a manual inspector 
would increase with the size and number of structures to 
be inspected, whereas a neural network would be able to 
process images tirelessly and accurately. Once regions of 
damage have been identified, manual inspectors may easily 
look more carefully at the identified regions to make their 
assessments. Identification of material type along with 
damage offers the ability to further enhance the inspec-
tion process by presenting another parameter for selec-
tion of images of interest by an inspector. Knowledge 
about the material can help to delineate damage that is 
of structural significance. For example, during a bridge 
inspection, while spalling, cracks, and corrosion are all 
important defects to be identified, cracks on steel gird-
ers under a deck have different implications than those on 

Fig. 12  Feature maps from the Conv12 layer in the encoder

Fig. 13  Normalized homoscedastic weights
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the concrete or asphalt portions of the deck; spalling on 
concrete and asphalt has different implications. The use 
of computer vision-based methods will help to streamline 
the inspection process by increasing the overall efficiency.

6  Conclusions

The paper investigated the semantic segmentation of images 
for three tasks, namely, the identification of material types, 
fine damage, and coarse damage. To this end, a multi-task 
network architecture named MaDnet was proposed to simul-
taneously conduct all of these tasks and incorporate intrinsic 
interdependencies. MaDnet is more efficient than individ-
ual networks as a single set of features is used to conduct 
multiple tasks. A new dataset was developed to assess the 
performance of the proposed network and for the benefit of 
the wider research community. The proposed networks were 
tested on the developed dataset and empirically, MaDnet 
was found to perform better than the single-task networks 
with an average accuracy of 91.7%, as opposed to 89.8%. 
MaDnet significantly outperforms the individual networks 
in the category of material identification and has compara-
ble performance on the other tasks. An important decision 
to be made while conducting a multi-task optimization is 
the weighting of the objectives of the individual tasks. Two 
different combined loss functions were tested, namely a sim-
ple additive loss and a homoscedastic loss (an uncertainty 
weighted objective function where these weights were also 
learned). Both the additive and homoscedastic loss func-
tions perform well with the additive-loss function having a 
nominal average performance improvement over the homo-
scedastic loss. MaDnet also affords a 58.3% reduction in 
computational time as it requires only one encoder to be 
processed. An analysis of the feature maps from the inner 
layers of the networks reveals that multi-task networks like 
MaDnet are more likely to learn robust features, especially 
for challenging and data hungry tasks. The incorporation 
of multiple tasks effectively increases the amount of data 
available for the network to learn from and improves the 
robustness of the learned features. The proposed network 
can be deployed on unmanned aerial vehicles for increased 
autonomy of structural inspections for numerous inspection 
applications.
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