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Abstract
Today, bridge owners must consider increasing traffic demands (in both volume and weight) and also face concerns related 
to sustainability, resilience and liveability which were virtually unknown in the 1950s. Furthermore, legislators demand 
data-driven asset management decisions based on objective, quantitative and reliable bridge condition and performance 
evaluation. To explore the current state-of-the-art in objective performance and condition evaluation of constructed systems 
by leveraging technology, a 30-year old freeway bridge in New Jersey, exhibiting multiple complex performance deficiencies, 
was transformed into a field laboratory. To identify the root causes of performance concerns, Visual Inspection, Operational 
Monitoring, Forced Excitation Testing, Controlled Load Testing, Non-destructive Probes, Long-term Monitoring, Finite 
Element Modelling and Parameter Identification were conducted within a Structural Identification framework. The results 
showed that root causes of some performance deficiencies of the test bridge were identified definitively only through the 
application of field measurements and analyses integrated by following a scientific approach—i.e. Structural Identification. 
Controlled Proof-Load Testing was especially useful in demonstrating the location and impacts of damage and the remain-
ing capacity although such an approach can only be considered for the most critical cases due to its high cost and disruption 
to operations. Operational monitoring was shown as a sufficient and much cheaper alternative for structural identification 
permitting the development of a 3D digital twin of the bridge, which proved critical in identifying the root causes of its 
deficiencies and formulating meaningful interventions. Without an a-priori model used for designing the experiments as 
well as a model (i.e. a digital twin) calibrated by parameter identification and used for simulations, it was not possible to 
offer options for corrective measures confidently. The study demonstrated the challenges in relying only on visual inspection 
when a multitude of interdependent mechanisms lead to damage and deterioration, and the information value of different 
experimental methods such as vibration testing, proof load testing, wide-area NDE scans and multi-year SHM in being able 
to understand the root causes of various damages.

Keywords  Condition and performance evaluation · Structural health monitoring · Structural identification · Vibration 
testing · Controlled load testing · Non-destructive evaluation · Finite element model updating

1  Introduction

Nearly 40% of the United States (US) bridges were built 
over 50 years ago which corresponds to their design-life. 
The average age of bridges labelled as “Structurally Defi-
cient” in the Federal Highway Administration’s (FHWA) 
National Bridge Inventory is 62 years [1]. Managing such 
a significantly aging bridge population requires tools to 
reliably assess the performance, condition and remain-
ing life of these structures based on objective data that 
can lead to optimum asset management. In this context, 
transportation stakeholders face increasingly complex 
decisions for repair, retrofit or renewal of their critical 
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assets. Different technology tools that can provide objec-
tive condition evaluations have become available but 
given the inertia in the practice of bridge engineering and 
a lack of fully understanding the challenges to their reli-
able applications, they are not yet widely incorporated. 
Consequently, management decisions are still primarily 
made without leveraging objective measurement data and 
without a complete mechanistic understanding of bridge 
behaviour and performance. Bridge engineering practice 
must transition to performance and condition evaluation 
tools offering objective and quantitative information that 
will enable sound decisions regarding bridge-foundation-
soil serviceability, durability, safety and stability, remain-
ing life as well likely failure modes which may be signifi-
cantly affected by deterioration and damage. This requires 
minimum standards and best practice guidelines and this 
study was intended to serve as an example.

Visual inspection has served as the standard practice for 
highway bridge condition evaluation for fifty years, and is 
intended for collecting information on observable conditions 
(such as corrosion, cracks, spalls, excessive deformations 
and vibration); and possibly observe/deduce the causes 
(such as trapped water, salt, temperature effects, live loads, 
wind, settlement and others) leading to deterioration. Bridge 
inspection costs increase as the size and complexity of a 
bridge increases, starting from $tens of Thousands for typi-
cal highway overpasses and reaching $tens of Millions for 
major long-span bridges. Considering the replacement cost 
of most highway bridges may range between $10′s of Mil-
lions to $Billions, there are great advantages in improving 
the reliability and information content of visual inspections 
and perhaps even reduce their frequency, if justified. Indeed, 
the recently proposed changes to the National Bridge Inspec-
tion Standards by the FHWA (2020) encourage technology 
adoption (e.g. Unmanned Aerial Vehicles, UAVs) and per-
mits reducing the frequency of inspections if warranted by 
the attributes of a bridge.

Advancing emerging technologies (such as the Cloud, 
UAVs), Robotics, Machine Learning and Computer Vision) 
are being explored to support visual inspection. Despite 
this, visual inspections have known limitations in addition 
to their subjectivity; for instance, unless an inspector is an 
experienced bridge structural engineer who can understand 
the vulnerabilities due to a bridge’s alignment, approaches, 
geometry, super-and-sub-structures, foundations and soil as 
a SYSTEM, “it is too easy and common to miss the forest 
because of the trees.” The inspector has to recognize patterns 
of deterioration and distress, their likely causative mecha-
nisms, and understand how any observed deterioration, dam-
age or anomaly in performance may impact the safety and 
lifecycle of a bridge, based on its spans, redundancies, dis-
continuities, bearings and sub-structural systems in addition 
to foundations, soil and hydraulics.

Unfortunately, most inspectors, irrespective of their 
degrees, licensing or credentials, cannot recognize unknown 
reserve capacities nor discover deficiencies that are not vis-
ible (e.g. initiation of fatigue cracking, frozen movement 
systems or a delaminated deck) which leads to much uncer-
tainty in deciding on the actual condition, performance and 
safety of an existing bridge. The limitations in the human 
ability to observe the entirety of a bridge system at a moment 
in time, and project its performance into the future are well-
known. Furthermore, most inspectors are not engineers and 
are trained to follow a checklist. While we cannot deny the 
value of decades of accumulated heuristic knowledge of a 
handful of bridge designers and engineers, their numbers are 
not sufficient to inspect over 600,000 bridges. To circumvent 
such deficiencies, several technologies in the realm of Oper-
ational Monitoring, Forced Vibration testing, Load-Testing, 
Non-Destructive Evaluation (NDE) and Structural Health 
Monitoring (SHM) have been proposed but many questions 
remain before their implementation can become reliable and 
widely considered by bridge owners.

Important questions to consider before bridge owners find 
it worthwhile to invest into technology include: (1) how can 
bridge managers select the proper technology tools while 
minimizing the cost and time needed to adopt the selected 
technologies and collect reliable data pertinent for the effec-
tive management of their assets? (2) What is the cost and 
information value of data from different types of field exper-
iments and analytical/numerical modelling approaches? 
How can we evaluate the reliability of experimental data 
and the outcomes of analytical/numerical simulations by 
a-priori as well as calibrated analytical models? (3) What 
are the challenges in identifying the root causes of perfor-
mance deficiencies caused by design, construction, opera-
tions and maintenance errors, and which technologies are 
cost-effective for identifying these; (4) What is the influence 
of dynamics in the performance of bridges? What are the 
attributes that may lead to large amplification in stresses? 
Since common bridges are designed by considering them as 
single-line girders, and ignoring their 3D dynamic behav-
iour, there is a pressing need to understand their behaviour 
as 3D systems including bearings, substructures, foundations 
and soil.

The objective of this study was to seek answers to some 
of the above questions. The study was designed to discover 
which technologies and their integration strategies are reli-
able and necessary to identify the root causes of bridge per-
formance concerns as a step towards objective bridge condi-
tion and performance evaluation. For this reason, a 30-Year 
old highway bridge with multiple simple spans featuring 
a reinforced concrete deck on steel girders and exhibiting 
a multitude of performance deficiencies was provided by 
NJDOT as a test specimen, importantly characterized as a 
“Nightmare Bridge” by the state bridge engineer due to its 
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exhibiting many types of interdependent deterioration and 
damage (Fig. 1).

The structural system of the test bridge and its design is 
a common one throughout the US highway system. Various 
field experiments were conducted on the same span dur-
ing 2012–2013 with the participation of experienced bridge 
engineers and bridge research experts from Japan, Korea, 
the United Kingdom, Austria, Switzerland and the US. The 
study was funded by the USDOT–FHWA and NJDOT as a 
part of the FHWA’s Long-Term Bridge Performance Study, 
and it was coordinated by Drexel University with participa-
tion from Rutgers and Princeton University.

In this study, Structural Identification was leveraged for 
integrating various experimental tools for bridge condition 
assessment. The technologies involved sensing, imaging, 
traffic induced or controlled excitation as well as controlled 
proof-level truck-loading, Finite Element (FE) modelling, 
parameter identification, simulation and other tools in the 
realm of information technology. Experiences in the appli-
cation of these tools in conjunction with the fundamental 
steps of St-Id are discussed and evaluated in the following.

1.1 � Structural identification

Structural Identification (St-Id) has been explored as a tool to 
study the actual behaviour of buildings and bridges for many 
years [2]. St-Id seeks a mechanistic and quantitative descrip-
tion of a structural system in the context of a physics-based 

FE model i.e. a digital twin. The best practices for St-Id 
were summarized as a six-step analysis-experiment-decision 
integration cycle by the ASCE St-Id of Constructed Systems 
Committee [3]: (1) observation and conceptualization; (2) 
a-Priori modelling; (3) controlled experimentation; (4) pro-
cessing and interpretation of data; (5) model calibration and 
parameter identification; and (6) utilization of the calibrated 
model i.e. digital-twin for simulations and decision-making.

The first step of St-Id involves observing all concerns and 
issues that are driving the application, followed by a sound 
business-case, as well as conceptualizing the structure. 
Advanced tools and technologies such as 3D Bridge Info 
Modelling (BRIM), data mining and computer vision tech-
nologies that may be employed in this step may improve the 
efficiency of information collection. To properly guide the 
application of St-Id, it is critical to assign a coordinator who 
would follow and integrate all of the Six Steps [2], and iden-
tify potential uncertainties associated with construction and 
history, loading mechanisms, kinematics, and critical intrin-
sic forces due to construction and environmental inputs.

In the second step, an a-priori 3D Finite Element model 
of the entire structure-foundation-soil system is drafted 
based on the information collected in the first step, and this 
model is utilized to aid in the selection of appropriate experi-
mental approaches, sensors, instrumentation and data acqui-
sition as well as data quality assurance plans to execute the 
following step. Many bridge engineers may not recognize 
the importance of an a-priori model, and they may believe 

Fig. 1   The selected bridge: (a) view captured from Google Maps; (b) site layout; (c) photo showing superstructure and substructure
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a field test or other experiment may be designed based on 
heuristics alone. Such an approach short-cuts the scien-
tific method: OBSERVE-HYPOTHESIZE-TEST-PROVE/
DISPROVE HYPOTHESIS, going back to Plato (429–347 
BC) and often leads to unreliable results given the levels of 
uncertainty in properly simulating the behaviour of a com-
plex and deteriorated system. Constructing an a-priori model 
helps to conceptualize a bridge and identify the principal 
mechanisms of uncertainty and how experiments may be 
designed to reduce the uncertainty.

Although sensing and information technologies have 
significantly improved in the last decade, Step three still 
involves trade-offs to ensure the accuracy and reliability 
of acquired data without significant and sometimes unnec-
essary cost. The fourth step involves the processing and 
interpretation of the experimental data. This step invariably 
aims to control and remove data errors and noise (averag-
ing, windowing, filtering), extract key response indices, and 
plot such indices temporally and spatially (response versus 
load position, load level, frequency, etc.) to facilitate effec-
tive visualization and interpretation. Once the data has been 
effectively validated, reduced and interpreted, the prelimi-
nary model is then calibrated in Step five to minimize its 
discrepancies with the experiment.

A calibrated model by leveraging heuristics and data as 
a product of St-Id can help bridge engineers reduce model-
ling errors, uncertainties and unreasonable assumptions in 
the condition evaluation of the structure. The general goal of 
this process is to reconcile the experiment and model, and in 
doing so to identify and explain the root causes of discrep-
ancy in the data and simulated responses. The calibrated 
FE model can be used in Step six through scenario analysis, 
parametric studies, or what-if simulations, to assist in iden-
tifying root causes of damage, designing effective repair and 
retrofit, risk analysis and bridge management. While St-Id 
provides the necessary information to the decision-making 
process, decision-making requires additional considerations 
and tools. Further, it is important to recognize that St-Id 
remains an art and its value depends greatly on the talent, 
heuristics and insight of the coordinator of the entirety of the 
6-Steps and those implementing these steps.

Without considering the significance of uncertainty in 
modelling the bridge system, typical approaches to model-
ling structures consistently fail to simulate critical behav-
iours of the system [4], and studies have shown the impor-
tance of using experimental data to guide numerical models 
to improve the reliability of simulations and minimize the 
discrepancy between the predicted and measured responses 
of a constructed system [5–7]. In the past decade, St-Id has 
been applied in the analysis of different types of bridges 
[8–14], and these research-through-application experi-
ences revealed that one of the most significant barriers to 
reliable St-Id is associated with errors from inaccurate or 

incomplete A-Priori models and model calibration. Many 
different FE representations of a bridge are possible at vari-
ous resolutions, and unless the dimensionality, boundary and 
continuity conditions are realistically represented, the result-
ing model may appear converged but may not be a reliable 
digital-twin. For this reason, the heuristics in observing and 
modelling bridge behaviour is critical for success.

2 � Finite element model updating

Finite element model updating has emerged in the 1990s as 
an important area for optimizing the design, construction 
and maintenance of civil engineering as well as mechani-
cal structures [15]. Calibrating or updating the preliminary 
model with experimental results is a critical step in the struc-
tural identification process, and the use of the experimental 
data to verify and validate a model eliminates some of the 
uncertainties and discrepancies regarding how the model 
simulates the characteristics of the actual structural system 
[16]. The model updating methods can be generally grouped 
into two categories: direct updating, and iterative methods. 
Direct updating consists of correcting the individual terms 
of the global mass and stiffness matrices until the measured 
behaviours may be represented [17]. The main disadvantage 
of direct methods is that directly changing mass and stiff-
ness matrices can lead to the loss of the original physics and 
geometric connectivity. Because of this shortcoming, the use 
of direct methods has largely faded. Iterative methods manu-
ally or automatically update model parameters in an itera-
tive manner consistent with physics and geometry until the 
discrepancies between model and experimental responses 
are reduced to an acceptable level.

Different optimization methods were leveraged to identify 
parameters that minimize the difference between the meas-
ured and predicted data. In most cases, a gradient-based 
optimization strategy is used. Both linear and nonlinear 
optimization algorithms, such as thrust-region-reflective 
algorithm and genetic algorithms, have been implemented 
to automatically update the parameters [18–20]. For nonlin-
ear analysis, more specific methods such as response sur-
face modelling, particle swarm optimization, Monte Carlo 
optimization, and genetic algorithms can be used. Recently, 
finite element model updating has been conducted using 
Bayesian statistics which gives a probabilistic interpreta-
tion of the model parameters [21–30].

Modal analysis outcomes such as natural frequencies 
and mode shapes extracted from vibration test data can be 
used as a diagnostic parameter in structural assessment pro-
cedures. Over the past decades, modal analysis has gained 
interest for various types of structures (e.g., single or mul-
tiple degree of freedom systems), especially for civil infra-
structures which are exposed to dynamic loads [31–34]. 
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Mottershead and Frizwell conducted a comprehensive lit-
erature survey of finite element model updating in 1993 [16], 
which has been used extensively for structural identification. 
Following that, more technical literature reviews on struc-
tural damage identification methods and model updating 
methods used for the detection, localization and quantifica-
tion of structural damage were provided by other researchers 
[35–38]. Bartoli et al., (2017) updated the posterior prob-
ability density function (PDF) of the elastic modulus of 
historic masonry towers using dynamic experimental data 
in a Bayesian approach considering uncertainties in finite 
element modelling and measurement errors [39]. Pepi et al., 
(2019) calibrated a SAP2000 model of a cable-stayed bridge 
with natural frequencies and mode shapes obtained from 
ambient vibration testing leveraging an updating Bayesian 
procedure [40].

3 � The test bridge and its performance

The test bridge (see Fig. 1a), is a multi-girder steel stringer 
bridge built between 1983 and 1984 with 100,000 average 
daily traffic with 5% trucks. The bridge served as a test spec-
imen for exploring answers to the questions in the introduc-
tion. North and Southbound traffic is carried by separate 
structures each featuring 4 simply supported spans (see 
Fig. 1b). Superstructures are composed of reinforced con-
crete decks cast on stay-in-place steel forms, detailed with 
studs to guarantee composite action with the steel girders. 
Each span is supported by 8 steel girders, laterally braced 
by steel truss cross-frames. In addition, the outer girders 
(Girders #1, #2 and #7, #8) are stiffened by horizontal wind-
braces that are parallel to the deck. Wind brace members are 
steel angles directly welded to the webs of the girders near 
their lower flanges.

The bridge exhibited many performance concerns some 
of which were captured in a recent inspection report by a 
credible professional engineering consultant who assigned a 
Condition Rating of Fair (5) to the superstructure. The rating 
was driven by the presence of fatigue cracks in the webs of 
various steel girders, and the settlements and drifting of the 
approach slabs due to the erosion of the fill under the slabs. 
A Satisfactory Rating (7) was assigned to the substructures. 
Additional critical performance concerns that were not indi-
cated in the inspection report were observed and identified 
by the writers and participating researchers. Examples of 
some of the performance concerns are shown in Fig. 2.

The next step of an assessment requires identifying poten-
tial risks based on the observed performance concerns. Risk 
of the disutility of a structure should be considered under 
four lifecycle performance limit states: utility and function-
ality, serviceability and durability, safety and failure mode; 
and finally resilience [41]. The observed (and anticipated) 

performance deficiencies are classified in each of the critical 
performance limit states in Table 1. Each one of these Limit 
States is associated with corresponding demands with differ-
ent return periods such as daily; 5–25 years; 75–750 years; 
and, > 1000 Years, respectively [42].

The performance deficiencies that were noted by the 
bridge inspectors were only the settling and drifting 
(Fig. 2d) of the approach slabs which caused a significant 
bump as traffic entered the bridge, and, the progression of 
the fatigue cracks that formed at the webs of the outermost 
steel girders to which wind braces were connected as shown 
in Fig. 2a. The causes for these performance deficiencies 
were stipulated—the bridge was not designed properly for 
drainage, and rainwater seeping through the failed joints 
gradually washed out and eroded the fill under the approach 
slabs and abutments. Consequently, the approach slabs set-
tled and drifted away from the bridge as shown in Fig. 2d. 
Researchers attributed the fatigue cracks to the localized 
lateral distortions at the girder webs caused by the wind 
brace elements that were directly welded to the web. Due 
to significant and coupled vertical and lateral vibrations 
of the superstructure (discussed further in the following) 
new fatigue cracks continued to form and propagate. Dur-
ing earlier inspection cycles, inspectors recommended drill-
ing holes and inserting bolts at the ends of these cracks to 
stop their propagation, but this did not stop new cracks from 
forming. It is interesting that the presence of fatigue cracks 
has distracted the inspectors from noting and flagging addi-
tional performance concerns such as the shear crack at a 
pier-cap shown in Fig. 2b. Inspectors and bridge engineers 
assumed the pier-cap shear crack is just another concrete 
crack such as observed on the abutments or deck. An expe-
rienced structural engineer, however, should be able to dis-
tinguish between benign versus dangerous cracks, pointing 
to a structural failure concern.

There were additional performance concerns that were 
observed by the researchers but were not referenced in the 
inspection report: (a) significant vertical vibrations exceeded 
20%g under truck traffic; (b) the deck exhibited full-width 
cracks along the span; (c) a significant shear crack at the 
cantilever extension of the pier cap supporting the first girder 
of the Southbound Span 2, as shown in Fig. 2b. Of the 4 
pier-cap extensions at each end of the span being studied, as 
well as at any of the other spans, no other pier-cap exhibited 
such a crack; (d) joints between the simple spans had failed 
and water draining through these joints severely corroded the 
bearings. In addition, the plates guiding the rocker bearings 
failed since the bearings were trying to move diagonally; 
and, (d) a natural gas pipe ran under the superstructure while 
a water trunk line crossed the subgrade within the pier foun-
dations. The gas pipe appeared to be affected by the vibra-
tions of the bridge.
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Whether the Fair (5) condition rating of a 30-Year old 
bridge on a major artery serving 100,000 vehicles a day—
including a substantial truck traffic—and with a multitude of 
performance deficiencies is acceptable should deserve fur-
ther discussion. The bridge conditions may have been better 
characterized with a lesser rating such as (4) indicating the 
bridge as structurally deficient (mainly due to the pier-cap 
shear crack) and including it in a retrofit program. While 
the likely causes of some of the performance deficiencies 
could be identified by experienced bridge engineers based 
on heuristics, the causes for the unusual level of vibrations, 

deck cracking and especially the single pier-cap shear crack 
were difficult to explain. A structural identification study 
explored if simulations could help explaining the causes of 
these distresses.

4 � The experimental program

The experimental program that was carried out by vari-
ous participants on the Southbound Span 2 is outlined in 
Table 2. Although some teams focused on the Northbound 

Fig. 2   Examples of performance concerns: (a) fatigue cracking on girders’ web, (b) pier cap cracking, (c) bearing distress, (d) settlement at 
approaches due to fill erosion 

Table 1   Performance concerns at performance limit states

Functionality Serviceability/durability Safety and stability of failure Resilience

Settlements and bumps at entry 
due to drifting of the approach 
slabs

Fill erosion Fatigue cracks on girder webs Bridge serves over 100,000 vehicles/day 
as major link to GWB and to NY City 
and NE

Excessive vibrations Pier cap crack
Deck cracking Gas utility
Joint failures
Bearing corrosion and damage Trunk-line No alternate route

Major impacts to regional GDP if the 
bridge is closed

Lack of effective drainage
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spans, the Southbound Span 2 (Fig. 1b) of the bridge offered 
greater challenges due to its un-symmetric skew geometry, 
high vibrations observed and the pier-cap support showing 
a shear crack.

The ambient vibration testing measured selected displace-
ments, strains and accelerations under traffic and ambient 
inputs. The forced excitation testing measured accelerations 
under controlled dynamic input induced by an instrumented 
impact hammer or by multiple shakers. Controlled load 
testing measured displacements and strains of the structure 
under increasing levels of controlled static loads induced by 
placing loaded trucks at various configurations. Measure-
ments were taken primarily using contact and wired sensors 
(accelerometers, displacement gages, strain gages) with the 
exception of an operational vibration test where University 
of Western Michigan demonstrated the use of laser tracking 
to measure displacements due to moving traffic.

A fiber optic-based long-term monitoring system was 
deployed by Princeton University to record strains and tem-
peratures under traffic loads during the period 2011–2016. 
Finally, wide-area Non-destructive Evaluation (NDE) scans 
were conducted by Rutgers University to evaluate the con-
dition of the bridge deck, identifying surface and subsur-
face defects and assessing delamination, concrete modulus 
and rebar corrosion activity. The Korean team scanned the 
cracked pier cap by radar to expose the reinforcement or its 
lack of.

4.1 � Vibration testing results

Ambient and Forced Vibration methods have been widely 
used to extract natural frequencies and mode shapes of 
bridges and other structures. Ambient vibration refers to 
the vibration excited by environmental or vehicular inputs. 

Ambient vibration testing becomes especially valuable 
when long-span bridges or other massive structures can-
not be excited with conventional excitation techniques 
such as shakers or controlled impacts. When budgetary 
constraints preclude the cost of access and traffic control, 
ambient vibration testing can provide a rapid, relatively 
inexpensive non-obtrusive method for identifying the 
modal properties of a structure, in addition to characteriz-
ing the response due to the operational inputs. Key aspects 
include the sensor density, the bandwidth and duration of 
acceleration measurements and signal processing.

Five different teams used various sensors to collect 
acceleration data to estimate the natural frequencies and 
mode shapes during ambient and/or forced vibration test-
ing (Table 2).

The frequencies (within a 15 Hz band) obtained by each 
team are listed in Table 3. The frequencies obtained by 
different parties indicated some variations as well as some 
missed or spurious modes. Modes 1,3,5,8,9,11 were identi-
fied as the first six vertical modes of the bridge by lever-
aging the a-priori model results. Modes 2,4,6,7,10 repre-
sented local modes or modes with predominant in-plane 
motion. Interestingly, some research teams failed to iden-
tify the first three flexural modes due to limited instrumen-
tation layouts. The discrepancies were also likely due to 
different ambient or forced vibration environments, imper-
fect sensor synchronization, sensor density/modal grid 
and/or signal processing settings and curve fitting algo-
rithms used by different parties with different hardware 
and software and at different times. Further, constructed 
systems may be considerably non-stationary due to how 
temperature, radiation, wind and humidity may influence 
the boundary and continuity (bearing) conditions.

Table 2   The experimental program carried out on the Southbound Span 2

Test Type Time Team Sensors and hardware

Ambient Vibration Testing April 2010 Drexel University 31 Accelerometers (PCB 393C)
Sep 2010 Austria (VCE) BRIMOS kinemetric sensors
July 2010 University at Exeter Wireless sensors (outer 41 nodes) and wired accelerometers (inner 

nodes)
June 2011 Utah State University 20 Sercel L4C 1.0 Hz. Seismometers
June 2011 KEC & Sejong University, Korea 15 Accelerometers (PCB Model 393B12)

Forced Vibration Testing June 2011 Drexel University 31 Accelerometers, instrumented hammer, load cell, NI cRIO
July 2010 University at Exeter Wireless sensors (outer 41 nodes) and wired accelerometers 

(inner) + Shakers
Controlled Load Testing Sep 2010 Drexel University Strain gages, displacement gages
Laser tracking Oct 2011 Western Michigan University Laser tracker, 1.5″ and 0.5″ reflectors
Long-term Monitoring 2011–2016 Princeton University Fiber Bragg Grating (FBG) Long Sensors
NDE June 2011 Rutgers University IE, ER, HCP, USW, GPR

June 2011 KCQR & PEC, Korea Schmidt hammer, UT, GPR
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The six modes associated with dominant vertical defor-
mations (Modes 1,3,5,8,9,11 in Table 3) were used in finite 
element model updating as described in the next section. 
The results obtained by Drexel University were selected for 
further analysis.

The mode shapes of the Six vertical modes extracted via 
forced vibration testing by Drexel University are shown in 
Fig. 3. It is noteworthy that the straight-skew plan geometry 

of the span, as well as its mass and stiffness characteristics, 
led to an unusual “flapping” shape for the first two modes 
shown in Fig. 3. The straight-skew plan geometry of the 
span led to significant vibrations with amplitudes of 20%g 
under ambient traffic conditions (Fig. 4a). A broad spec-
trum of ambient conditions and traffic input of Span 2SB 
was extracted from datasets collected during various times 
of a day (30 min in total). The averaged Power Spectral 

Table 3   Frequencies in Hz. extracted by different groups from vibration tests

Mode Ambient vibration Forced excitation

Drexel University Austria (VCE) KEC & Sejong 
University

Utah State 
University

University at 
exeter

Drexel University University 
at Exeter

1 2.89 2.72 2.86 2.98
2 3.10
3 3.79 3.75 3.52 3.70 3.75 3.83 3.69
4 4.47 4.50 4.3
5 5.23 5.14 5.27 5.21 5.22
6 7.75 5.96
8 9.47 9.18 8.92 9.38 9.50 9.23 9.49
9 11.61 11.79 11.14 11.70 11.74 11.70
10 12.25 12.30 12.40 12.25 12.20
11 14.80 14.81 14.94 14.90 14.80 15.00

Fig. 3   Mode shapes from forced vibration testing by Drexel University
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densities at mid-span are shown in Fig. 4b. As observed 
from the figure, the input from ambient excitation provided 
significant energy in the 2–15 Hz Band. This vibration was 
hypothesized as the principal cause of deck cracking and 
delamination.

4.2 � Controlled load testing

Load testing for understanding the safe capacity of a bridge 
is costly and disruptive. The actual cost often depends on the 
experience and resources that are dedicated: (a) constraints 
regarding traffic control; (b) the number and configuration of 
the trucks used in the loading, the loading program, as well 
as how loads are positioned on the span; (c) instrumenta-
tion selection and grid design; (d) software for real-time 
visual feedback of bridge responses as different levels of 
loads are positioned on the bridge. Depending on (a)–(e) 
it is possible to perform high-speed, crawl or static testing 
by loaded trucks. In the research program, Dr. Jeff Weidner 
under Dr. Franklin Moon’s mentorship designed, prepared 
and executed the load test.

The instrumentation plan is shown in Fig. 5. The primary 
sensors were clustered into a grid of twelve locations. At each 
location, a vertical displacement response was collected, as 
well as two strain responses (strain gages mounted on the top-
side of the bottom flange and on the web as shown in Fig. 5b) 
to allow the extraction of strain profile and the evaluation of 
the composite action. In a few locations, a third strain gage 
was added to confirm the linearity of the strain profile.

For the controlled load testing, two lanes were closed to 
traffic, with complete closure of all lanes when required by 
the load case. Loads were applied at the mid-span of the 
closure area with three load stage levels: 3 empty trucks (87 

Kips); 3 fully loaded trucks (230 Kips) and 6 fully loaded 
trucks (460 Kips). The displacement results obtained from 
the controlled load testing are shown in Fig. 6.

A review of the displacement profiles (Fig. 6a) of Girders 
#1, #3, #6 and #8 obtained under the full load level indicates 
that Girder #3 deflects the most at mid-span. This is expected 
given the static load distribution. A maximum displacement 
slightly larger than 0.8 inches was measured, corresponding 
to a drift of L/2000 and implying that the span was 2.5 times 
stiffer than anticipated by the code (L/800). The load–dis-
placement relations (Fig. 6b) also confirm this. However, 
we also note that at full load, the left end displacement of 
Girder #1 was as large as that of Girder #3. This was attrib-
uted to the cracked pier-cap which allowed an additional 
vertical deformation of Girder #1 at its bearing. The pier-
cap crack-width change was measured during the static test 
and the crack-width was observed to grow proportionally to 
the load. The strain profile (Fig. 7) at midspan of Girder #3 
indicated linear response (proportionality of strain vs load) 
with ~ 5.40 Ksi incremental steel stress under full load. How-
ever, Girders #8 strain reduced at higher loads—indicating 
some mechanism causing nonlinearity as load was increased.

The controlled-load testing proved to be the most 
expensive and disruptive experiment, lasting for 6 h and 
restricting traffic to only one lane during most of the pro-
cess, and for this reason the test had to be conducted after 
midnight. However, the wealth of information and con-
ceptual understanding from the proof-level load displace-
ments and strains made this a most valuable experiment. 
In fact, in addition to understanding the incremental stress 
levels under proof level load, it was possible to measure 
the actual flexibility and capture the nonlinear behaviour 
which was caused by the pier-cap crack. Although many 

Fig. 4   Results of ambient vibration monitoring of Span 2SB: (a) vertical acceleration time records of Girder #3; (b) averaged power spectral 
densities of accelerations at midspan



582	 Journal of Civil Structural Health Monitoring (2020) 10:573–594

123

load test applications rely only on strain measurements, 
the value of displacement measurements in a load test 
was observed to be greater, as discussed in the following 
in relation to parameter identification. Further, displace-
ments are easier to conceptualize and directly relate to any 
anomalies in structural system behaviour.

4.3 � Non‑destructive testing

The non-destructive testing (NDT) of the deck was per-
formed by Rutgers University. A Korean team of research-
ers applied NDT to check the rebar details within the 

pier-cap at the crack location. The Rutgers team focused 
on assessing the bridge deck deterioration using six NDE 
methods, while the Korean team explored the material 
properties, dimensions, and internal defects, in the vicin-
ity of the crack in the pier-cap.

Concrete bridge decks may go through different stages 
of deterioration. In many cases, salting agents can penetrate 
the concrete and cause rebar corrosion, which then results 
in micro and macro cracking (vertical cracks and delamina-
tion), and ultimately produces spalling of concrete. There-
fore, the multi-faceted NDT survey of the bridge deck 
by Rutgers University concentrated on the detection and 

Fig. 5   Instrumentation layout: (a) displacement sensor layout; (b) strain sensor layout

Fig. 6   Controlled static load 
testing results: (a) girder dis-
placement profiles caused by 6 
fully loaded trucks as shown in 
Fig. 5; (b) midspan load–dis-
placement relations under three 
loading scenarios (87, 230, 460 
Kips)
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characterization of three deterioration types: corrosion, 
concrete degradation, and delamination.

The Impact echo method was used to detect and char-
acterize delamination, the electrical resistivity to assess 
corrosive environment, half-cell potential to determine the 
probability of active corrosion, ultrasonic surface waves 
method to estimate concrete modulus, ground-penetrating 
radar to measure concrete cover and provide a qualitative 

deterioration assessment, and microwave technology by 
MoistScan detected areas of higher moisture content. The 
survey was conducted by discretizing the deck into a 0.61 m 
(2 ft) by 0.61 m (2 ft) grid. The first survey line (the longer 
side shown in Figs. 8, 9, 10) was one foot away from the 
curb, and the scanned area covered the first two lanes of 
Span 1SB and Span 2SB. Some of the NDT results of Span 
2SB, the area of which is 6.0 m (20ft) by 40.0 m (130ft), 
are shown in Figs. 8, 9, 10, and the results of the survey 
corresponding to delamination and corrosion are discussed 
further in the following.

Results of the Ultrasonic Surface Wave measurements, 
shown in Fig. 8 point to a low concrete strength, consid-
ering that the measured modulus was mostly in a 13,800 
to 27,500 MPa (2000–4000 ksi) range. This was confirmed 
through the review of design plans, which specified a low 
concrete modulus for the deck. The impact echo test results 
shown in Fig. 9 point to significant delamination in the deck. 
This was somewhat surprising, considering the low corro-
sion activity measured by Half-Cell Potential (Fig. 10) and 
fair corrosive environment obtained from Electrical Resis-
tivity. Given that the extent of delamination could not be 
caused by corrosion of reinforcement, the NDT scans further 
implied large vibrations as a possible reason for the wide-
spread delamination.

Fig. 7   Mid-span strains from the strain gages at the bottom flange for 
the three load scenarios applied at the center

Fig. 8   Results from ultrasonic 
surface wave testing showing 
concrete estimated modulus for 
Span 2 SB

Fig. 9   Results from impact echo 
testing showing delaminations 
for Span 2 SB

Fig. 10   Half cell potential test-
ing results showing probability 
of corrosion activity for Span 
2 SB
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The NDT scan by the Korean team included the measure-
ment of concrete strength of abutments and piers by Schmidt 
Hammer test, the measurement of crack depth using a con-
crete ultrasonic tester, the detection of rebars in the abutment 
and pier structures by Reinforced Concrete (RC) radar (see 
Fig. 11a), the measurement of paint thickness of steel girders 
using a digital coating thickness gauge, the measurement of 
the thickness of steel members and the detection of inter-
nal defects in welded areas with an ultrasonic tester. One 
noteworthy finding was the poor arrangement of rebars in 
the pier-cap crack location. In the cracked area of the north-
bound abutment of the bridge (see Fig. 1b), the measured 
spacing of horizontal rebars (= 43 cm) is larger than the 
recommended design spacing (= 30 cm). In addition, in the 
cracked pier cap (see Figs. 2b and 11a), there was no verti-
cal rebar (see Fig. 11b) within a distance of 1 m around the 
detected vertical crack.

4.4 � Long‑term monitoring by fiber‑optic sensors

Princeton University researchers instrumented six cross-
sections of Girders #2 and #5 along their top and bottom 
flanges by long-gauge FBG sensors in parallel topology (12 
strain sensors and 12 temperature sensors).

Analysis of data after 1-Year of monitoring (Fig. 12b, c) 
revealed that the neutral axis locations along the length of 
the girders remained stable except at the left end of Girder 
#2. The neutral axis locations shifted (shown on the top left 
of Fig. 12c) in the course of the year, implying a progression 
of delamination of the deck in the vicinity of the cracked 
pier cap and indicating a possible loss of composite action 
at this region.

5 � Finite element model updating

Two finite element models were developed with Abaqus 
[43] for the test bridge. The a-priori model (Fig. 13) was 
developed and based on the design drawings, and param-
eters were adjusted to account for the actual condition of 
the critical bridge components observed during the visual 
inspection. The close-up details of the model, showing how 
the girder, deck, pier and the bearings are represented, are 
illustrated in Figs. 13 and 14. The bridge deck, as well as the 
webs, flanges and stiffeners of the steel girders, were mod-
eled using 8-node 3D shell elements. Wind-bracings and 
cross frames, which connect the girders, were modeled using 
3-node quadratic 3D beam elements (Timoshenko beams). 
The parapet and barrier were modeled as beam elements 

Fig. 11   Application of RC radar and corresponding results in cracked pier cap

Fig. 12   Long-Term monitoring analysis: (a) site view of the bridge with instrumented girders #2 and #5 marked; (b) neutral axis analysis of 
strain data; (c) 1-year results from neutral axis analysis
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connected to the deck using rigid links. The steel girders 
were connected to the deck by shear connectors modeled 
using beam elements with a high value of the elastic modu-
lus for the baseline modeling representing fully composite 
action.

The material properties of steel for girders, cross frames 
and bracings complied with the specifications of ASTM(S) 
A36 according to the design drawings. Bridge piers were 
modeled with 3D solid elements. A mesh size of 6  in. 
was chosen for all the parts of the model after a mesh size 
convergence analysis, and the meshed model is shown in 
Fig. 13b. To simulate the dynamic properties of the bridge 
such as frequencies and mode shapes, the entire FE model 
was analyzed as the inertia properties of the substructures 
significantly impact the frequencies of the system. In simu-
lating the static properties of the system, only a free-body-
diagram of the superstructure was analyzed.

The south supports of span 2 SB are fixed bearings, and 
the north supports are rotating (rocking) movable bearings 
(see Figs. 13a and 14b). The boundary conditions at each 
bearing were represented by spring elements acting in 3 
directions: K1_L and K1_R are spring stiffnesses along with 

the longitudinal directions of fixed bearings and expansion 
bearings; K2_L and K2_R are vertical spring stiffnesses, 
and K3_L and K3_R refer to springs acting along the lateral 
direction). The shear connectors between deck and girder 
were modeled as beam elements, and Young’s modulus of 
the shear connector (E_shear_connector shown in Fig. 14a) 
was selected as one parameter for model updating.

To calibrate the a-priori model, experimental data 
obtained from vibration tests and static truck-load tests were 
processed and interpreted for model updating. The NDE test 
results were used to define the bounds for material properties 
in the FE model. The initial values of the parameters listed 
in Table 4 were used as starting points for the optimization.

The a priori model was both manually and automati-
cally calibrated by considering the experimental data. 
Manual calibration consisted of adjusting parameter values 
based on their expected influence on model characteristics 
and responses. The goal of this approach was to identify a 
set or parameter values which adequately represented the 
experimental behaviour. Although labour intensive, this 
process allows the user to explore the parameter space 

Fig. 13   Finite element model (with Piers) using Abaqus: (a) Nomenclature; (b) Meshing

Fig. 14   Model details of bridge bearings: (a) South fixed bearings; (b) North expansion bearings; L and R stand for Left (South) and Right 
(North); 1, 2 and 3 stand for longitudinal, vertical and lateral directions



586	 Journal of Civil Structural Health Monitoring (2020) 10:573–594

123

with more freedom and helps the development of heuris-
tics and intuition about the bridge’s characteristics.

The Abaqus Scripting Interface, a customized extension 
of standard Python, was used to modify parameters in the 
Abaqus models and to obtain static and dynamic responses 
from the models. The automated calibration utilized the 
Matlab optimization function fminsearch [44], (which is 
based on the Nelder-Mead simplex algorithm) to minimize 
the objective function of interest. Parameter limits were 
included in the Python scripts to bound the search region 
of the fminsearch function which is an unconstrained 
multivariable function. To mitigate the influence of local 
minima, multiple iterations of the automated calibration 
were performed using different sets of initial parameters.

5.1 � Model updating with vibration testing data

Parameter identification was performed using the first six 
modes (modes 1, 3, 5, 8, 9, 11 shown in Table 3) and first 
four modes (modes 1, 3, 5, 8 in Table 3) derived from 
ambient and forced vibration testing conducted by Drexel 
University. Modes derived from numerical models may 
include local modes of members, therefore, finding the 
corresponding modes for the modes extracted experimen-
tally is a critical step in the automated updating process. 
In this study, the Modal Assurance Criterion (MAC) of 
the mode shapes, a statistical indicator that is sensitive 
to the largest difference between comparative values and 
insensitive to small changes or small magnitudes, was 
used in conjunction with a frequency comparison to pair 
experimentally and numerically extracted modes. The 
MAC value is defined as:

where �ai
 is the i-th mode shape of the numerical model; �ej
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ij-th mode pair. The MAC is bounded between 0 and 1, with 
1 indicating fully consistent mode shapes and 0 indicating 
that the modes are not consistent.

Corresponding numerical mode shapes of a sought exper-
imental mode can be identified by finding the max MAC 
value for the modes within a frequency range (i.e. ± 5 Hz 
around the mode frequency). Local modes and modes with 
predominant in plane motion can occasionally provide large 
MAC values and thus, it will be helpful to filter out such 
numerical modes before the comparison with the experimen-
tal mode shapes. For instance, a simple filtering method was 
proposed to remove lateral modes by limiting the maximum 
longitudinal displacement to 30% of the maximum vertical 
displacement and the maximum lateral displacement to less 
than 50% of the maximum vertical displacement.

When both natural frequencies and mode shapes were 
leveraged, the objective function implemented for model 
updating was defined as:

 where wfi
,wmi

 are weighting factors (assumed as wfi
=10, wmi

=1.0), fei is the i-th modal frequency of the test bridge, fai 
is the i-th modal frequency of the FE Model, MACii is the 
MAC value for the i-th mode pair, n is the number of modes.

Table 5 presents the parameter values corresponding to 
the updated models (calibrated with ambient and forced 
vibration data), while the frequencies and corresponding 
mode shapes are shown in Fig. 15. As shown in Table 5, the 
updated value of K2_L1, the vertical stiffness of the spring 
representing the South Support Stiffness under Girder #1 
(i.e. stiffness provided by the cracked pier-cap), is signifi-
cantly decreased using the first 4 or 6 modes of ambient 
vibration data and the first 6 modes of forced vibration data. 
All other parameters remain fairly uniform irrespective of 
the experimental dataset used for calibration.

The results in Fig. 15 imply that if Operational Monitor-
ing (a strategy significantly cheaper and non-disruptive com-
pared to a MIMO modal analysis) is carefully executed, even 
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Table 4   Initial values assumed 
for the critical parameters of the 
FE model

Parameters Description Initial Value

D_Deck Density of deck 0.086 lb/in3

E_Deck Young’s modulus of deck 3453 ksi
E_Parapet Young’s modulus of parapet 3453 ksi
K2_L, K2_R Vertical bearing stiffness at Left and right side 500 k/in
K2_L1 Vertical pin bearing stiffness above pier-cap (along South Side) 500 k/in
K3_R Lateral rocker bearing stiffness (along North Side) 500 k/in
E_shear_connector Young’s modulus of shear connectors (measure of composite action) 3 × 104 ksi
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if a relatively small number of modes are properly extracted, 
a digital twin capable of capturing critical structural behav-
ior can be generated. Standards to guarantee the successful 
implementation of Operational Monitoring in terms of sen-
sors and density, data collection and processing should be 
collated from a few experts who have refined this method.

It is noteworthy that the first 4 modes of ambient vibration 
data delivered the same updating results as the first 6 modes 
of ambient vibration data, as well as appeared sufficient in 
observing a stiffness decrease at the cracked corbel although 
a reduction in the number of modes used for parameter 
updating can affect the estimates of the parameters.

5.2 � Model updating with controlled load testing 
data

The displacements and strains obtained from 12 locations 
(at 1/4, 1/2, 3/4 Span of Girders #1, #3, #6, and #8 shown 
in Fig. 5) for 6 fully loaded trucks were used for model 
updating. The automated calibration was executed using 
both displacement and strain measurands together, as well 
as considering each response modality independently. The 
objective functions implemented were defined for the three 
scenarios as:

Displacement objective function:

Table 5   Values of critical parameters updated using vibration testing datasets

Parameter Units Initial model Bounds Calibrated with ambient vibration 
data

Calibrated with forced vibration 
data

First 4 modes First 6 modes First 4 modes First 6 modes

D_Deck lb/in3 0.086 [0.07,0.1] 0.085 0.085 0.085 0.085
E_Deck ksi 3453 [3000,4500] 3733 3733 3733 3555
E_Parapet ksi 3453 [3000,4500] 3555 3555 3555 3733
K2_L, K2_R k/in 500 [0,1000] 350 350 350 350
K2_L1 k/in 500 [0,1000] 100 100 350 100
K3_R k/in 500 [0,1000] 485 485 485 485
E_shear_con nector ksi 3.0 × 104 [2.9 × 104,1010] 3.0E05 3.0E05 3.0E05 3.0E05

Fig. 15   Comparison of experimental and numerical frequencies and modes
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Strain objective function:

Displacement and Strain objective function:

where wd, ws are weighting factors (assumed equal to 1.0) for 
displacement and strain, Dispei, Strainei are the experimental 
displacement and strain at the i-th location, Dispai, Strainai 
are the displacement and strain obtained from the Abaqus 
model at the i-th location.

Table 6 presents the experimental results and calibrated 
analytical results using displacement and strain measure-
ments for model optimization. First, only the displace-
ments were considered in the calibration using Eq. 3. 
Then only the strains were considered (Eq. 4). Finally, the 
Objective Function in Eq. 5 that incorporates both dis-
placements and strains was used.

Calibration using only displacement data and both dis-
placement and strain data resulted in similar values for 
the parameters of the final calibrated model. Calibration 
using only strain data did not identify the same parameter 
values resulting in a smaller reduction for the stiffness of 
the cracked pier cap (K2_L1). This is attributed to the fact 
that strain responses were highly localized and were not 
as significantly affected by the selected model parameters 
as the displacements. Further, strain signal to noise values 
were much smaller than displacements and therefore were 
influenced much more by noise and numerical computa-
tional errors.

The vertical displacements of Girders #1, #3, #6, and 
#8 obtained from the manually calibrated model (with 
displacement data) is compared with the displacements 
measured during controlled load testing (Fig. 16a). A 
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discrepancy in the vertical displacement at 1/4 span (the 
node located at 390 inches from the south support) of 
Girder #1 remained even after calibration. This suggests 
that the linear model is unable to accurately simulate the 
cracked pier-cap’s lack of stiffness even after optimiza-
tion. The actual impacts of the pier-cap crack onto the 
serviceability, durability and safety of the bridge is para-
mount. Due to the structural damage of the pier-cap, the 
superstructure ends up transferring the loads to other bear-
ings that are properly supported by the undamaged middle 
region of the pier. The continued degradation of the deck 
as well as the possible loss of composite action in the 
vicinity of the cracked pier which were indicated by the 
long-term monitoring by Princeton researchers corrobo-
rate this observation.

To address the discrepancy, an additional parameter E_
shear_connector_L1 (Young’s modulus of shear connectors 
of 1/3 span of Girder #1 and #2), was added for automated 
calibration. The initial value of the new set of parameters is 
shown in Table 7.

Table 7 summarizes the parameter optimization results 
obtained by leveraging both the displacements and strains 
measured during the truckload test under full load. The 
simulated displacement profiles of the instrumented girders 
well-correlate with the experimental measurements except 
for Girder 1 in Fig. 16b.

The values of measured versus simulated displacements 
and strains are compared in Table 8. As the measured dis-
placement or strain becomes small, the percentage error 
between measured and simulated responses increase given 
the nature of the objective function which prioritizes larger 
measurement values (which have a larger experimental sig-
nal to noise ratio). In general, displacement discrepancies of 
15% and strain discrepancies of 25% are noted if we ignore 
the errors for the extremely low strain responses close to the 
measurement systems’ sensitivity threshold.

An observation is that in spite of the nonlinearity (due to 
deck cracking and delamination as well as the shear crack 
in one pier-cap), it was possible to calibrate a finite-element 
model with parameter calibration errors remaining within 

Table 6   Values of manual 
parameters updating using 
controlled load testing datasets

Parameter Units Initial model Bounds Calibrated 
with displace-
ment

Calibrated 
with strain

Calibrated with 
displacement and 
strain

E_Deck ksi 3453 [2000,4500] 3733 3733 3733
E_Parapet ksi 3453 [2000,4500] 3750 3555 3750
K2_L, K2_R k/in 500 [0,1E04] 920 829 920
K2_L1 k/in 500 [0,1E04] 200 350 200
K3_R k/in 500 [0,1E04] 500 485 500
E_shear_connector ksi 3.0E04 [0,1E07] 3.0E06 3.0E04 3.0E06
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Fig. 16   Vertical displacements comparison: (a) results obtained from manually calibrated model with initial parameters; (b) results obtained 
from automatically calibrated model with new start point

Table 7   Values of automated parameters updating using controlled load testing datasets

Parameter Units Initial model (new 
starting point)

Bounds Calibrated with 
displacement

Calibrated with 
Strain

Calibrated with 
displacement and 
strain

E_Deck ksi 3453 [2000,4500] 4500 4500 4500
E_Parapet ksi 3453 [2000,4500] 4500 4500 4500
K2_L, K2_R k/in 500 [0,1E04] 1275.33 9685.12 1303.93
K2_L1 k/in 0.1 [0,1E04] 0.0 0.0 0.0
K3_R k/in 500 [0,1E04] 92.95 575.78 106.82
E_shear_connector ksi 3.0E06 [0,1E07] 6.77E06 9.84E06 4.25E06
E_shear_connector_L1 ksi 0.1 [0,1E07] 0.12 0.0 0.10

Table 8   Summary of model 
updating leveraging static 
testing

Location Measured 
Disp. (in)

Simulated 
model Disp. 
(in)

Diff (%) Measured strain Simulated 
model strain

Diff (%)

Girder 1—1/4 − 0.625 − 0.603 3.47 8.60E−05 8.60E−05 0.32
Girder 3—1/4 − 0.616 − 0.617 − 0.22 1.12E−04 1.35E−04 − 20.66
Girder 6—1/4 − 0.358 − 0.312 12.86 7.70E−05 7.70E−05 1.09
Girder 8—1/4 − 0.075 − 0.075 0.00 1.60E−05 3.60E−05 − 131.51
Girder 1—2/4 − 0.639 − 0.728 − 13.98 1.13E−04 1.22E−04 − 7.86
Girder 3—2/4 − 0.846 − 0.847 − 0.07 1.84E−04 2.36E−04 − 28.55
Girder 6—2/4 − 0.447 − 0.398 10.92 1.08E−04 1.19E−04 − 10.05
Girder 8—1/4 − 0.079 − 0.086 − 8.30 6.00E−06 3.00E−05 − 383.60
Girder 1—3/4 − 0.467 − 0.525 − 12.37 8.40E−05 1.03E−04 − 22.93
Girder 3—3/4 − 0.53 − 0.528 0.33 1.18E−04 1.24E−04 − 4.75
Girder 6—3/4 − 0.249 − 0.205 17.65 7.00E−05 6.90E−05 1.58
Girder 8—3/4 − 0.019 − 0.006 70.22 5.00E−06 1.90E−05 − 273.20
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5% for the frequencies, 15% for girder displacements and 
25% for girder strains that exceed sensor sensitivity.

While the finite-element model does point to a damage 
at a location corresponding to the pier-cap crack, it does 
not directly indicate the severity of the damage given its 
resolution. To increase such resolution, individual shear 
studs representing composite action could be considered 
as independent variables to update. However, this would 
have resulted in too many parameters to update causing 
other uncertainties in the optimization process. A digital 
twin (high-resolution FE model) of the structure could 
also incorporate the NDE scan results to account for the 
local distribution of delamination as well as estimated 
concrete stiffnesses.

Updating a digital twin proved to be a complex process. 
Difficulties including convergence to local minima of the 
objective function can lead to unreasonable parameter iden-
tification. The variability of the parameter values obtained 
using ambient and forced vibration as well as displacement 
and strain information confirm such challenges, as shown 
in Tables 5, 6 and 7. Some parameters have limited influ-
ence on the measured static and dynamic deformation of 
the bridge and their identification prove challenging (for 
instance K3_R, representing the bearings stiffness along 
the lateral direction 3). However, parameters which strongly 
influence the measured static and dynamic deformation of 
the bridge, such as the spring stiffness K2_L1 (reaction stiff-
ness of the cracked corbel) consistently converge to quanti-
ties lower than initially assumed.

Focusing on this critical parameter, the optimization of 
the digital twin with static measurements under proof load 
unequivocally highlighted the corbel deficiency (K2_L1 ~ 0 
in Table 7). The digital twins calibrated with the forced 
vibration and even the inexpensive ambient vibration testing 
results point to the same damage mechanism. Operational 
monitoring or ambient vibration testing, when properly 
implemented, can successfully identify performance con-
cerns and provide the best benefit/cost value for condition 
assessment.

5.3 � Scenario simulations

As previously mentioned, the pier-cap at the south end 
of Girder #1 was the only cracked pier-cap for the entire 
bridge. This could be a consequence of design or construc-
tion shortcomings. Recall that the radar test results in the 
vicinity of the crack pointed to a lack of shear reinforce-
ment (Fig. 11b). However, it is not known if other piers 
had similar design and construction flaws.

The model calibrated using displacement measurements 
only was used for several simulations with moving vehi-
cles, and assuming fully composite action and idealized 
supports (fixed bearing and expansion bearing) in order 

to simulate the bridge when it was NEW. The most severe 
load combination due to three trucks (two trucks moving 
along Lane 1 and one truck moving along Lane 2) was 
sought. To accomplish this, cross correlation was computed 
between the time series of total reaction forces on Bearing 
1S and Bearing 1 N caused by separate moving loads acting 
on Lane 1 and Lane 2. Considering a minimum distance 
(50 ft) between two trucks on the same lane, a load com-
bination of three trucks was adopted as the most severe for 
both dynamic and static analysis. The simulation results 
shown in Fig. 17 represented a load scenario maximizing 
shear stresses at the cross section of the cracked pier-cap.

Numerical values of the maximum shear stresses in 
the pier cap were summarized in Table 9, and a Dynamic 
Amplification Factor (DAF) value of 1.28 was calculated 
by the ratio of dynamic and static live load shear stresses. 
The maximum shear stress under dead load stress alone is 
slightly larger than the concrete shear capacity within the 
pier cap. The maximum shear stress under dead load and 
dynamic truckloads is 135 psi, exceeding the shear capac-
ity of concrete at the pier-cap (110 psi). Such stresses, in 
absence of shear reinforcement (see Fig. 11b), are likely 
responsible for the shear crack at the corbel. Consequently, 
the South end of Girder 1 virtually lost its support stiffness 
causing loads to be redistributed to other bearings.

The American Association of States Highway and 
Transportation (AASHTO) Load and Resistance Factor 
Design (LRFD) specification [45] indicates the dynamic 
amplification factor as 1.33 for bridges. The DAF 1.28 
obtained from finite element model simulations is very 
close to the DAF 1.33 defined in the design code. How-
ever, the influence of surface roughness, which had been 
proven to be an important factor for DAF [46–48], was 
not taken into account in the simulation. To obtain a 
more reliable dynamic amplification factor under mov-
ing truckloads, surface roughness should be experimen-
tally evaluated by profiling the bridge deck and further 
analysis may be conducted to explore the effects of other 
parameters [46–54, 55], such as vehicle speed, structure 
damping properties, vehicle mass, stiffness and damping 
of suspensions and tires. There is evidence that amplifica-
tion factors much higher than 1.33 may be possible for 
responses such as bearing reactions when all of the criti-
cal parameters governing actual truck crossing effects on 
bridges are considered.

6 � Conclusions

The “International Bridge Study” revealed design, con-
struction and maintenance shortcomings that have led to 
multiple bridge performance concerns. It was possible 
to pinpoint the root causes of some of the deteriorations 
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and damage by heuristics. For example (a) the settlements 
of the approach slabs were obviously caused by the ero-
sion of the fill under them due to bridge rainwater not 
being properly drained; (b) the connection details of the 
wind-bracing to the main girder webs created lateral dis-
tortions at these points, which were aggravated by cou-
pled vertical and lateral vibrations of the bridge and led 
to fatigue cracking. The lateral braces were observed to 
cause web fatigue cracking at a number of other bridges 
and their direct welding on to the web were already iden-
tified by FHWA as a fatigue-critical detail. The lateral 
stiffness provided by these braces could have been better 
provided by diaphragms; (c) the failures of many rocker 
bearings were due to the tendency of the bridge move-
ments due to live loads and temperature effects to occur 
along various directions which were not accommodated 

by the single-direction rockers. These bearings need to be 
replaced by neoprene bearings that have the capacity to 
move in many lateral directions.

The study also demonstrated that heuristics may not 
be sufficient for diagnosing and mitigating all of the root 
causes for the performance deficiencies of the test bridge. 
For example, the pier-cap shear crack was not even recorded 
by inspectors. The study, therefore, demonstrated the value 
of an integrated and scientific approach to condition and 
performance evaluation by leveraging the structural-iden-
tification concept. By designing and interpreting the field 
experiments supported by proper analytical prediction using 
the A-Priori model, a greater value was achieved from the 
field experiments. It was possible to design a load test with 
real-time monitoring of critical bridge responses. The inte-
gration of a sufficient number of sensors such as accelerom-
eters, strain and displacement transducers provided valuable 
and necessary information for a mechanistic understanding 
and robust modelling of the bridge for simulations. What is 
most important, however, is that the conclusions of struc-
tural identification for a small sample of bridges may be 
extended into generic understanding of design errors and 
inspection shortcomings in the current practice.

Based on the analysis of the field experiments and model 
updating, the following general conclusions could be 
formulated:

Fig. 17   Simulation results of three moving vehicles: (top) maximum shear stress estimated in the corbel cross section; (bottom) trucks configura-
tion causing maximum reactions at bearings 1S and 1 N supported by cracked corbel

Table 9   Maximum shear stresses obtained from the simulation of 
three moving trucks

Actions Max corbel 
shear stress and 
DAF

Dead load 114.0 psi
Static truck load 16.36 psi
Dynamic truck load 21.00 psi
DAF 1.28
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1.	 Ambient vibration testing by operational monitoring, if 
performed and processed properly, successfully revealed 
the first several modes and frequencies of the structure. 
These were shown as adequate for parameter identifica-
tion of a numerical model of the bridge; the much cost-
lier forced vibration test by impact or harmonic inputs 
did not offer a clear advantage against ambient vibration 
in terms of information value except that the uncertainty 
in the test results would be reduced.

2.	 Controlled proof-load testing was especially useful in 
demonstrating the location and effects of damage (even 
when damage may not be visible) and the reserve live-
load capacity of the bridge in spite of the damage given 
that the maximum stress under proof-load level was 
5 ksi under 460 Kips of concentrated proof-level truck 
load. The challenge in designing this kind of testing is to 
apply the load in increments and monitor and visualize 
response in real-time for safety. Significant load i.e. six 
dump trucks fully loaded by road salt were required for 
this test and the bridge had to be closed to traffic over 
several hours.

	   In spite of its value, this kind of test should be 
reserved for the most critical cases due to the high cost 
in disruptions; the considerable expertise required in test 
planning and execution; and the risks associated with 
proper proof-level loading while measuring critical 
bridge responses. BOTH displacement and strain meas-
urements were found to be essential in such a test rather 
than ONLY strain measurements. Unfortunately, most 
load tests are currently executed with only strain trans-
ducers. Parameter identification proved the relative value 
of displacements to strains and the writers recommend 
to use both types of measurements in any load test!

3.	 NDT applications were useful in revealing the variation 
in material properties and the extent of concrete deck 
delamination. NDT also indicated that delamination was 
NOT due to the corrosion of deck reinforcement. This 
leaves vibration as the probable cause discussed in the 
following. It is also important to note that NDT applica-
tions without vibration or load testing of the system are 
not as valuable as they are not sufficient for identifying 
damage or deterioration due to overlapping of multiple 
causes, and cannot help determine the capacity and pos-
sible failure modes of the system; Other experimental 
approaches, such as long-term monitoring, provided 
highly useful complementary insights but only since 
they followed from the structural identification exercise.

4.	 The research revealed that operational vibrations that 
are in the 20% g range are often detrimental to the ser-
viceability and durability of a bridge, and the design 
of bridges should incorporate the effects of geometry 
on their vibration characteristics. Some of the amplifi-
cations due to vibration were attributed to the unusual 

straight-skew geometry and the corresponding mode 
shapes. Dynamics obviously played a significant role in 
the deterioration of the deck as well as fatigue cracking, 
although proper design would have mitigated fatigue 
cracking.

5.	 Researchers conclude that a careful visual inspection 
by a professional bridge engineer who is equipped with 
excellent heuristics resulting from decades of practice 
could have observed and recorded all the damage and 
deterioration including the pier-cap crack. However, we 
have little heuristics in bridge dynamics, as bridges are 
designed, inspected, maintained and managed by assum-
ing static behaviour. In design and rating, load effects are 
increased by an impact factor, but the levels of ampli-
fication that was interpreted for the test span would be 
higher if this simulation incorporated effects of bridge 
surface profile on truck inputs.

6.	 Perhaps the most important conclusion regards the 
necessity of measurements during bridge inspections. 
Accelerations, strains, tilts and displacements can now 
be measured by wireless sensors that may be quickly 
deployed, and operational monitoring of a bridge would 
reveal a wealth of understanding regarding the root 
causes of distresses and deteriorations [42]. Since we are 
fast losing the truly valuable experienced bridge engi-
neers with heuristic knowledge, we should be making 
a transformation to objective metrics that will quantify 
the conditions and performance of a bridge. Given that 
the cost of typical overpasses often exceeds $Tens of 
Millions, we cannot justify not demanding a new era of 
rational measurement of bridge performance and char-
acteristics by objective performance and health indices 
in bridge engineering practice.

7.	 Regarding Conclusion 6, we should also recognize the 
fact that there are NOT many researchers and engineers 
who combine experience in experiment design and IT 
know-how along with a deep understanding of bridge 
structural engineering. While many professional enti-
ties do claim expertise in sensing and data acquisition, 
there is much more to claiming an ability to design and 
execute a field test so that measurement data may be 
trustworthy and can lead to interpretation and decision-
making. The study reported in this paper brought such 
international experts together. However, when we con-
sider widespread applications of field experiments that 
will yield meaningful data, we have to acknowledge the 
need for an extensive training and education program. 
Unfortunately, current business models for education 
and training in experimental arts by combining the phys-
ical laboratory and the field is not sufficient for wide-
spread field measurement applications. Federal, State 
and local agencies have to work together to establish 
education and training on field experiments with reli-
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able measurements. Otherwise we may only continue to 
discover only how little civil and bridge engineers really 
know about bridge behavior, performance and safety.
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