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Abstract
Debates about the moral status of social robots (SRs) currently face a second-
order, or metatheoretical impasse. On the one hand, moral individualists argue 
that the moral status of SRs depends on their possession of morally relevant 
properties. On the other hand, moral relationalists deny that we ought to attribute 
moral status on the basis of the properties that SRs instantiate, opting instead for 
other modes of reflection and critique. This paper develops and defends a prag-
matic approach which aims to reconcile these two positions. The core of this pro-
posal is that moral individualism and moral relationalism are best understood as 
distinct deliberative strategies for attributing moral status to SRs, and that both 
are worth preserving insofar as they answer to different kinds of practical prob-
lems that we face as moral agents.

Keywords Moral status · Social robots · Pragmatism · Ethics

1 Introduction

Advances in AI and engineering may soon revolutionize the boundaries of our moral 
communities. The effects of integrating social robots (SRs) into our homes, work-
places, schools, hospitals and labs, transportation sector, military, and entertainment 
industries will undoubtedly be far-reaching.1 The more sophisticated these machines 
become—as they increasingly display intelligence, emotions, autonomy, creativity, 
and sapience—the deeper and more complex the relationships we are likely to form 
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1 Following Kate Darling, I take a social robot to be “a physically embodied, autonomous agent that 
communicates and interacts with humans on a social level (Darling 2016, 2). Whether this definition 
includes chatbots and other large language models is an open question (given that these technologies 
are technically embodied in hardware). The pragmatic approach to moral status developed in this paper 
could, in principle, apply to these cases as well. Although I shall focus primarily on SRs given their cen-
trality in recent debates.
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with them.2 Some philosophers have no trouble envisioning near-future scenarios 
in which we have extended moral consideration to intelligent machines (Bostrom, 
2014; Floridi, 2002; Gunkel, 2014; Tavani, 2018). On this view, as robots acquire 
human-like capacities we shall owe them certain forms of respect and find ourselves 
weighing their interests against our own. Future engineers may come to have the 
kinds of obligations toward their robotic inventions that parents have toward their 
children (Schwitzgebel & Garza, 2015, 108–9).3 Other philosophers doubt that these 
scenarios are likely to occur—at least anytime soon (Andreotta, 2021; Mosakas, 
2021; Müller, 2021). For these skeptics, social robots are artifacts. No matter how 
complex their behavior becomes, our obligations to them will never differ signifi-
cantly from those we have to our toasters. Of course, owing to our own psychological 
tendencies to project mentality or agency onto social robots, we may risk mistakenly 
ascribing moral patiency to them. But these are outcomes to be avoided, perhaps 
by implementing design principles which limit the degree to which machines are 
intended to physically resemble humans (Bryson, 2009).

The question of whether we could have moral obligations to SRs is part of a 
broader debate concerning their moral status or their moral personhood.4 To say that 
an entity has moral status means that its interests matter for their own sake, or that 
it is worthy of being treated with moral concern.5 While some authors use the terms 
moral status and moral personhood interchangeably, more commonly, the former is 
used to denote that an entity has intrinsic moral worth, whereas the latter indicates a 
higher level of moral considerability (Gordon & Gunkel, 2022; Kamm, 2007).

Philosophical debates about the moral status of social robots have encountered 
two significant impasses that show no signs of abating. The first, and more widely 
acknowledged impasse occurs at a first-order level, and concerns questions about 
the grounds of moral status of SRs. Theorists are divided about which set of proper-
ties—for example, sentience, intelligence, sapience, or some other feature—justifies 
our having moral obligations toward SRs. Some writers advocate for a unicriterial 
account of moral status, maintaining that only a single property can confer moral 
status to SRs. Others defend multicriterial approaches, according to which a variety 
of properties are morally relevant.

3 In addition to the parent–child relationship, other relationships that have been used to analogize the 
human–robot relation include the employee-employer relation, or the god-creature relation.
4 In this paper, I take the term moral status to be synonymous with ‘moral standing’, ‘moral consider-
ability’ and ‘moral patienthood’.
5 For related characterizations of the concept of moral status, see Warren (1997), DeGrazia (2008, 183), 
DiSilvestro (2010, 12), and Harman (2003, 174). Jaworska and Tannenbaum (2013) offer an overview of 
the literature on the grounds of moral status.

2 For a general discussion of the potential impact of robots within our lives, see Bostrom (2014), Dar-
ling (2016; 2021), Nørskov (2016). For a discussion of the economic impact of integrating robots into 
the workplace, see Ford (2015), Danaher (2017). Some writers have considered features of human–robot 
relations, especially sexual and romantic relations with robots (Danaher 2019; Frank and Nyholm 2017; 
Jecker 2021a; McArthur 2017), but also friendship (Jecker 2021b; Marti 2010) and care-giving (Sharkey 
and Sharkey 2010). Since the European Parliament’s Committee on Legal Affairs issued a 2017 report 
proposing the creation of the category of “electronic personhood,” there has been considerable discus-
sion of the legal status of social robots. For an overview of this debate, see Parviainen and Coeckelbergh 
(2021).
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This paper focuses on a distinct second-order impasse. Here, disagreement con-
cerns not which properties ground moral status, but rather the viability of attributing 
moral status based on an entity’s properties in the first place. I shall use the terms 
moral individualism (MI) and moral relationalism (MR) as labels for the two sides 
of this debate. Moral individualists contend that whether an entity has moral sta-
tus is a function of its intrinsic properties (McMahan, 2005; Rachels, 2005).6 Moral 
relationalists, by contrast, deny that inquiry into the first-order questions is neces-
sary or fruitful. When it comes to deliberating about the scope of one’s obligations, 
these writers argue that moral status attributions should not result from identifying 
status-conferring properties, but from some other type of reflection—for example, 
through practices that expand our imagination and emotional sensibilities (Coeck-
elbergh, 2010, 2012, 2014, 2018; Gunkel, 2011, 2014, 2018; Jecker et al., 2022a).

It is typically assumed that MI and MR are mutually exclusive positions.7 The 
central aim of this paper is to contest this assumption by arguing that it is possible to 
embrace both views, albeit in constrained forms.

Section 2 examines recent debates concerning the moral status of SRs and argues that 
both the individualist and relational strategies encounter serious limitations. On the one 
hand, moral individualism faces problems involving semantic indeterminacy, as well as 
problems stemming from skepticism about the normative relevance of status-conferring 
properties. On the other hand, I contend that moral relationalism fails to account for the 
fact that appeals to such properties do often factor into moral justification.

In the face of these challenges, I contend that individualists and relationists have 
good reason to adopt constrained versions of their positions. A constrained individu-
alism holds that a social robot’s possession of salient properties can factor into our 
moral reason-giving practices. But it denies that any property can provide agent-
neutral moral reasons. A constrained relationalism allows that there are certain prac-
tical contexts in which appeals to status-conferring properties are appropriate, while 
continuing to insist on the indispensability of alternative modes of moral reflection 
and deliberation for other practical contexts.

Section  3 presents the core argument for a pragmatic account of moral status, 
which aims to reconcile constrained versions of MI and MR. My primary aims are 
(1) to justify the claim that MI and MR can be synthesized, and (2) to show how 
they can be reconciled in practice—especially in cases where the two approaches 
appear to conflict.

Rather than view MI and MR as competing theories about the nature of moral 
status, a pragmatic approach conceives of them as distinct deliberative strategies 
for attributing moral status to SRs. I argue that because both strategies answer to 
different practical problems that moral agents face, they are valuable for differ-
ent purposes. Moral individualism—when suitably constrained—presents a set of 

6 James Rachels describes moral individualism as “a thesis about the justification of judgements con-
cerning how individuals may be treated. The basic idea is that how an individual may be treated is to be 
determined, not by considering his group memberships, but by considering his own particular character-
istics” (Rachels 2005, 173).
7 Recent exceptions include Gordon (2021) and Gordon and Gunkel (2022). I discuss their view below 
in Section 3.
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deliberative strategies that provides value clarity and that proves helpful in solving 
coordination problems. By contrast, moral relationalism presents a set of delibera-
tive strategies that preserve the complexity of our values. These complexity-preserv-
ing strategies are crucial for individual moral development and for facilitating moral 
transformation within communities. Elucidating the practical value of these delib-
erative strategies not only lends support to the claim that MI and MR can be synthe-
sized (by showing that both approaches answer to separate practical concerns), but 
it also provides a blueprint that shows how they might be integrated in practice—a 
task I take up in Section 3.4.

2  The Moral Status of Social Robots: Current Views

2.1  Moral Individualism: For and Against the Moral Status of Social Robots

Most philosophers concerned with the moral status of SRs subscribe to moral indi-
vidualism—or as it is often called—a property-based view (Andreotta, 2021, 24; 
Gordon, 2021, 463; Mosakas, 2021, 430). According to this position, whether 
a social robot has moral status depends on whether it possesses morally relevant 
intrinsic properties, such as sentience, sapience, intelligence, or rationality, among 
others.

Moral individualism invites (at least) three sets of questions: metaphysical 
questions about which properties are status conferring, empirical questions about 
whether social robots can (or do) instantiate these properties, and epistemological 
questions about whether we can know that SRs instantiate them. Given that these 
questions currently lack definitive answers, moral individualism is consistent with 
arguments both for and against the claim that social robots may someday possess 
moral status.

Consider the view—call it robot rights optimism—that social robots either cur-
rently, or will likely someday soon possess moral status.8 Eric Schwitzgebel and 
Mara Garza advance an argument along these lines, called the No-Relevant-Differ-
ence Argument (NRDA) (Schwitzgebel & Garza, 2015, 99):

P1 If A deserves some degree of moral status and B does not deserve the same 
degree of moral status, then there must be some relevant difference between A 
and B that grounds the difference in moral status.
P2 There are possible AIs or social robots who do not differ in such relevant 
respects from entities (e.g., human beings) who currently possess moral status.
C1 Therefore, there are possible AIs who deserve some degree of moral status.

Schwitzgebel and Garza do not offer an extended defense of the first premise, but 
simply insist that its denial would render “ethics implausibly arbitrary” (Schwitzge-
bel & Garza, 2015, 99).

8 Proponents of this view include Coeckelbergh (2010, 2014, 2018, 2022a), Gordon (2021, 2022a), and 
Gunkel (2011, 2014, 2018).
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The second premise is general enough to permit disagreement about which prop-
erties ground moral status and to allow agnosticism about whether social robots will 
someday display those properties (given, for instance, reasonable expectations about 
technological innovation).9 Perhaps unsurprisingly, optimism that social robots 
either presently or will soon possess moral status tends to be a function of the prop-
erties one takes to be status conferring.

Schwitzgebel and Garza adopt a permissive “psycho-social view of moral sta-
tus” according to which only psychological properties and social properties are 
status conferring (Schwitzgebel & Garza, 2015, 100–1).10 They also defend the 
second premise against possible objections, noting that the claim is quite modest 
given its modality. While some artificially intelligent entities (e.g., smartphones) 
appear not to instantiate morally relevant psycho-social properties, it is difficult to 
argue that no artificially intelligent entity will ever instantiate such properties. As 
these authors observe,

no general argument has been offered against the moral status of all possi-
ble artificial entities. AI research might proceed very differently in the future, 
including perhaps artificially grown biological or semi-biological systems, 
chaotic systems, evolved systems, artificial brains, and systems that more 
effectively exploit quantum superposition (104).11

While Schwitzgebel and Garza articulate a relatively standard individualist position 
within debates about the moral status of SRs, others argue for an even more permis-
sive view. For example, Luciano Floridi has advanced a stronger—and much more 
controversial—framework, information ethics, which affords some degree of moral 
status to anything that can be considered an information object (Floridi, 1999, 2002).12

Other moral individualists—call them robot rights skeptics—deny that social 
robots will likely soon (or ever) possess status-conferring properties.13 These writers 
accept the first premise of the NRDA while denying the second.

One motivation for skepticism stems from what Adam Andreotta has recently 
called the hard problem of AI rights. Like many other writers, Andreotta takes 
phenomenal consciousness to be a necessary condition for moral status ascription 

9 Some writers take the issue to be whether social robots will ever possess status-conferring properties, 
whereas others focus more on the question of whether social robots will likely soon possess those properties.
10 In admitting that social properties are status conferring, these authors are not thereby committing 
themselves to a relationalist view. As I shall explain below, MR is not (necessarily) the idea that moral 
status is conferred by virtue of relationships. Rather it consists in both a negative (anti-individualist) 
dimension as well as a positive dimension, which suggests that moral status ascriptions should be arrived 
at through various forms of critical reflection.
11 For a discussion of the likelihood that these technologies will be available in the (relatively) near 
future, see Bostrom (2014).
12 For critical discussions of Floridi’s information ethics—especially as it bears on the questions of robot 
rights—see Brey (2008), Coeckelbergh (2010, 217), Gunkel (2014, 122–6) and Mosakas (2021, 436–8).
13 See for example Andreotta (2021), Mosakas (2021), Müller (2021), and Veliz (2021). For skeptical 
arguments grounded in the adverse social implications of ascribing moral status to SRs see Turkle (2011) 
and Bryson (2009). Relatedly, others have argued that, in principle, SRs are incapable of being moral 
agents (Sparrow 2021).
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(Andreotta, 2021, 24).14 Our moral concern for humans and non-human animals, for 
example, is justified only if such creatures undergo subjective experiences and are 
capable of suffering (24). Despite its popularity, this view seems to run up against a 
serious problem: given the absence of an agreed upon theory of what consciousness 
is or how it arises, how can one justify attributing moral status to anything? In other 
words, it seems difficult to even apply the consciousness criterion of moral status 
barring a solution to the hard problem of consciousness (i.e., the problem of explain-
ing why physical processes generate qualia).15 When it comes to the moral status 
of other humans and non-human animals, Andreotta thinks there is a way around 
this issue. One can attribute conscious experiences to non-human animals because 
of their behavioral, evolutionary, and biological similarities to us (Andreotta, 2021, 
25). But since there are comparatively few (if any) relevant evolutionary or biologi-
cal similarities between humans and social robots, we cannot appeal to this explana-
tory strategy. As Andreotta observes,

Given that advanced AIs will likely be constituted in ways that are very dif-
ferent to us… current approaches to animal consciousness do not map well 
to questions of AI consciousness. The ‘Hard Problem’ for AI rights… stems 
from the fact that we still lack a solution to the ‘Hard Problem’ of conscious-
ness (Andreotta, 2021, 19).

There is a well-known thought experiment that challenges the idea that evolution-
ary and biological similarities provide our only justification for attributing phenom-
enal consciousness to other entities (Schwitzgebel & Garza, 2015, 103; Chalmers, 
1995). Consider a phenomenally conscious human whose brain is gradually replaced 
by silicone chips. If, as seems intuitively plausible, minor replacement would not 
result in the loss of phenomenal consciousness, then one should not expect a different 
result were the process to be carried out iteratively until the brain was transformed 
completely.16 So long as the patient’s behavior remained largely unchanged—and 
especially if they continued reporting the presence of conscious experiences—there 
does not seem to be grounds to deny that they would still be conscious.

In addition to this thought experiment, there are other ways for moral individual-
ists to avoid the skeptical conclusion that the hard problem of AI rights entails. On 
the one hand, one might circumvent the biological-evolutionary explanatory strategy 
by appealing to empirical tests for consciousness. Recently, for example, Susan Sch-
neider has proposed several frameworks for testing whether a machine is conscious 
(Schneider, 2019).17 On the other hand, an individualist could deny Andreotta’s 

15 For a discussion, see Chalmers (1995).
16 Andreotta does not find this line of argument convincing given its reliance on intuitions about cases 
for which we have no empirical support (Andreotta 2021, 27–8).
17 The first, “AI Consciousness Test” is meant to serve as a sufficient, but not necessary condition for 
determining consciousness (Schneider 2019, 50). It attempts to “challenge an AI with a series of increas-
ingly demanding natural language interactions to see how readily it can grasp and use concepts based on 
the internal experiences we associate with consciousness” (51). For critical discussions of Schneider’s 
tests, see Andreotta (2021).

14 See also Mosakas (2021, 431).
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claim that consciousness is a necessary condition for moral status. As mentioned 
above, Schwitzgebel and Garza’s psycho-social view leaves open the possibility that 
social properties may be sufficient to ground the moral status of entities that lack 
conscious experience. And Floridi’s information ethics allows that an entity can 
have moral status without being consciously aware (Floridi, 2002).18

2.2  Problems with Moral Individualism

Despite its predominance within debates about the moral status of social robots, MI 
faces several challenges. In this section, I examine these objections and contend that 
they suggest the need for a constrained individualism, which embraces a limited role 
for status-conferring properties within moral practice while rejecting the claim that 
these properties produce agent-neutral reasons. This position will serve as a premise 
in my argument for a pragmatic approach in Section 3.

Mark Coeckelbergh argues that moral individualism encounters conceptual and 
epistemological problems, which make it difficult or impossible to ascribe moral sta-
tus in practice, and which generate interminable disagreements about the limits of 
moral concern (Coeckelbergh, 2010). Consider problems involving semantic inde-
terminacy. Virtually every property that the individualist deems “status-conferring” 
is vague or ambiguous. As David Gunkel puts it, terms such as sentience, conscious-
ness, rationality, or agency, are “undecided and considerably equivocal”, and have 
contested meanings not only within philosophy, but across psychology, neurosci-
ence, and robotics (Gunkel, 2014, 116). But without a clear understanding of what 
these concepts mean, it is hard to see what licenses the moral individualist to use 
them in ascribing moral status. More generally, the problem of semantic indetermi-
nacy belongs to a wider philosophical issue that encapsulates not only status-confer-
ring properties, but normative concepts as well.

This criticism depends on two more general claims. First, that one cannot be jus-
tified in valuing x, without having a clear sense of what x is. And second, that moral 
individualism cannot be action-guiding unless one can determine which entities 
instantiate status-conferring properties. The first point has to do with indeterminacy 
involving a term’s intension, whereas the second has to do with its extension. While 
I think there is some plausibility to these objections, I worry that critics of moral 
individualism overestimate their decisiveness. An individualist could concede that 
their theories are predicated on contested concepts, while denying that this poses 
unsurmountable problems. For example, Andreotta suggests that our intimate famil-
iarity with first-personal conscious experiences licenses our use of the term “con-
sciousness” in moral theorizing (Andreotta, 2021, 25). We may not be able to define 
or explain the nature of phenomenal experience, but it is something with which each 
of us is, presumably, well-acquainted.

Semantic inferentialism provides a more promising (and to my knowledge, unex-
plored) way of developing the problem of semantic indeterminacy. Rather than 

18 Neely argues that it is possible for AI to have interests even if they lack phenomenal consciousness, 
and that this suffices for their having moral status (Neely 2014).
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frame the issue in terms of our concepts’ intensions or extensions, the critic might 
argue that the moral individualist relies on a cluster of concepts whose inferential 
relationships are poorly understood or obscure. Consider, for example, the relation-
ship between sentience and having interests. Even if there were greater consensus 
about the definition or referent of these terms, one might still wonder about the 
entailment relations between them. Some philosophers contend that sentience is a 
necessary condition for having interests (DeGrazia, 2008). On this view, someone 
who claimed to be concerned about their plant’s interests (e.g., in being watered) 
would be exhibiting a conceptual confusion (or speaking metaphorically). Other 
authors think that these notions can be held apart, such that one can intelligibly 
attribute interests to nonsentient entities or envision cases in which a sentient being 
did not have interests (Neely, 2014, 98).19

In response, a moral individualist might accept that within ordinary discourse infer-
ential connections between status-conferring concepts are messy, but insist that they 
can be given greater determinacy when contextualized. It may be pointless to ask in 
general whether having interests entails being sentient. What matters is that within a 
localized sociolinguistic practice such as a scientific theory or a legal framework, these 
relationships can be more clearly specified. In other words, it is possible to avoid the 
problem of inferential semantic indeterminacy by relativizing inferential relations to 
particular language games. Within a well-defined theoretical context, for example, one 
can clearly specify the connections between concepts such as sentience, interests, or 
harm. But in doing so, one must concede that whatever normative conclusions follow 
from the arguments employing those concepts are only likely to appear compelling 
to participants in those practices. This response—as I shall discuss in greater detail 
below—is made available if one adopts a constrained version of individualism.

Setting aside questions of meaning, another objection to MI is that there is no 
principled way of determining which intrinsic properties are morally relevant. Call 
this the problem of relevance. As Coeckelbergh puts it, since “[o]ur moral intui-
tions differ on what criteria are the relevant ones”, questions about which properties 
ground moral status generate unavoidable disagreements (Coeckelbergh, 2010, 212). 
Many people will readily concede, for example, that a dog’s capacity to feel pain 
serves as a perfectly good reason not to kick him. Indeed, many moral individual-
ists predicate their claim that sentience is a sufficient condition for possessing moral 
status on the intuitive idea that causing pain to a sentient being is inherently morally 
objectionable. For critics of MI, however, it is always possible to envision someone 
who does not share this intuition. There are people whose background beliefs and 
desires are configured in such a way that they do not take causing pain to a sen-
tient being to be inherently objectionable. A religious fundamentalist, for example, 
might simply regard as irrelevant the capacity to experience pleasure or pain. When 
it comes to attributing moral status, they might insist that the only thing that really 

19 Another example of the inferential indeterminacy would be the question of whether consciousness 
is conceptually separable from notions such as intelligence or rationality. Andreotta argues that these 
notions are independent of one another, such that it is possible to have an intelligent machine that is 
not phenomenally conscious (Andreotta 2021, 22–23). But one could envision someone who denied this 
claim of independence.
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matters morally is the possession of a soul. Of course, moral individualists who take 
sentience to be a morally relevant property will claim that the would-be fundamen-
talist is being unreasonable. But it is unclear what force this sort of consideration is 
supposed to have.

For critics of MI, what motivates the problem of relevance is skepticism toward 
the claim that any property can have intrinsic moral relevance (and therefore, that it 
can provide agent-neutral reasons for action). On their view, relevance is a relative 
notion. While it may be true that many people take sentience to be a morally relevant 
property (and therefore, view it as a reasonable condition for ascribing moral status), 
critics of MI take this to be a contingent fact about those people and not a necessary 
feature of sentience.

Some critics of MI, whose views I shall discuss in the next section, take the prob-
lem of relevance to necessitate a radically different approach to moral status (Coeck-
elbergh, 2010; Coeckelbergh & Gunkel, 2014; Gunkel, 2014). That is, they take the 
problem (in conjunction with the other issues discussed above) to undermine the very 
idea that properties can ground moral status. Ultimately, I shall I contend that these 
conclusions are too hasty. The problems discussed in this section are best addressed 
not through a total abandonment of moral individualism but by amending it.

One way of circumventing the problem of relevance is to adopt a constrained indi-
vidualism, which holds that the question of which properties are morally relevant can 
be contextualized. Adapting a central insight of metaethical constructivism, the con-
strained moral individualist maintains that whether an agent has reason to regard a cer-
tain property as status conferring is a function of their background practical identities 
(Korsgaard, 1996, 2009; Street, 2012).20 As Christine Korsgaard puts it, “[o]ur concep-
tions of our practical identity govern our choice of actions, for to value yourself in a 
certain role or under a certain description is at the same time to find it worthwhile to do 
certain acts for the sake of certain ends, and impossible, even unthinkable, to do oth-
ers” (2009, 20). Put simply, a property’s moral relevance is a contextual notion, which 
depends on the background beliefs and values constitutive of one’s practical identity. 
This perspective preserves the individualist’s idea that a moral patient’s properties can 
factor into our reason-giving practices, while abandoning their claim that these reasons 
can be agent-neutral. This proposal will ultimately play an important role in my argu-
ment for a pragmatic view of moral status, which I shall discuss in detail below.

2.3  Moral Relationalism and Social Robots

In this section, I consider a family of approaches to the moral status of SRs that 
typically sets itself in opposition to moral individualism. This view, which I have 
been referring to as moral relationalism, rejects the idea that an entity’s moral status 

20 This idea is, however, not limited to metaethical constructivism, but has been developed in consider-
able detail within other areas of philosophy—notably feminist philosophy (Lindemann 2019, chapter 4) 
and pragmatism (Rorty 1989). It finds empirical support from social identity theory and self-categoriza-
tion theory (Jenkins 2014).
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depends on its properties. In doing so, MR hopes to reorient debates about the moral 
status of SRs toward alternative metatheoretical commitments. Like MI, MR is not a 
univocal position, but includes a constellation of philosophical views sharing com-
mon features. While this discussion draws primarily from the relational accounts 
of moral status developed by Mark Coeckelbergh and David J. Gunkel, theirs are 
by no means the only such approaches. A growing number of scholars have devel-
oped relationalist approaches that draw from non-Western cultural perspectives—
especially African conceptions of personhood (Coeckelbergh, 2022b; Jecker et al., 
2022a, b; Wareham, 2021).

Moral relationalists contend that entities cannot be adequately understood or 
defined apart from the social and natural relations in which they stand to other 
entities (Coeckelbergh, 2014, 64). This is not a metaphysical claim that an entity’s 
moral status is grounded in its relations to other entities, but rather a methodological 
claim about how inquiry about an entity’s moral status ought to proceed. As Mark 
Coeckelbergh explains, to substitute a relational ontology for a properties-based one 
would be tantamount to substituting one “dogmatic” approach for another (Coeck-
elbergh, 2014, 65). The relationalist’s contention is that moral status is always 
ascribed within a complex socio-historical context, and that this context ought to 
be the primary site of critical moral reflection. When it comes to the moral status of 
SRs, adopting methodological relationalism requires one to interrogate their “rela-
tions with other machines and with humans” and to understand how these entities 
are “naturally, materially, socially, and culturally embedded and constituted” (64).

This commitment to methodological relationalism is closely connected to a sec-
ond feature of MR, namely that moral agents and moral patients are mutually co-
constituting. Relationalists typically put this point as a rejection of the Cartesian 
subject-object dichotomy. On this view, moral status is not something that exists 
antecedently to and independently of social relations (or of any relations, for that 
matter). Rather, it is “itself the outcome of the process of relation and interaction” 
(Coeckelbergh, 2018, 149). This is not to say that moral status ascription is simply a 
matter of fiat. Rather, we find ourselves “thrown” into a world of extant social rela-
tions, within which the limits of moral concern appear natural or fixed. As Coeckel-
bergh explains,

when I, as a moral subject, “ascribe” moral status to an entity, I am not the first 
one to do so and the way I do it and the status I ascribe are probably already 
available in my society, my culture, and my language – more generally in what 
Wittgenstein would call my ‘form of life’… Therefore, the question of moral 
standing is always connected to the question who is part of the moral com-
munity and what moral games are already played when and before I ask the 
question (149).

A third commitment underlying moral relationalism concerns the target of moral 
reflection and deliberation. The fact that moral status ascription is always the out-
come of context-dependent social relations suggests the need for a critical or tran-
scendental perspective. Rather than inquire into the grounds of moral status, a 
relational view interrogates the conditions of possibility for such ascription (Coeck-
elbergh, 2014, 64). That is, it implies that “we need to reveal and criticize the social 
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background of the question” (Coeckelbergh, 2018 149). Consider, for example, how 
an entity’s moral status is “partly constituted by the way we talk about it” (Coeckel-
bergh & Gunkel, 2014, 724). In particular, Coeckelbergh and Gunkel claim that our 
practices of naming have significant moral consequences, insofar as they function 
as a “way of demarcating the moral community” (725). For example, that people 
seldom consume their pets—plausibly—has to do with how they relate to them. One 
way in which these relations are expressed is through “bestow[ing] singular proper 
names on an individual, and thereby individuated, animal” (725). As Coeckelbergh 
and Gunkel observe, “[w]e call this specific dog ‘Lassie’ or that cat ‘Mister Wisk-
ers.’ When an animal is named in this fashion, it often takes on face and is protected 
from abuse and killing. It becomes a ‘pet’, a ‘family member’, etc. rather than an 
‘animal’” (725).21 From this perspective, moral individualism misses an important 
site for critical moral reflection and transformation. Naming practices are an impor-
tant feature of our moral landscape that ought to be subject to moral reflection. But 
names are not properties. They are relational phenomena that cannot be adequately 
understood apart from the complex social interactions in which they are embedded.

As Coeckelbergh  and Gunkel acknowledge, compared to moral individualism, 
MR offers little by way of definite, prescriptive recommendations (Coeckelbergh & 
Gunkel, 2014, 728; Coeckelbergh, 2018, 153). As they observe, “[t]his analysis of 
conditions of possibility for relations does not in itself advance a straightforward 
normative position” (728). Unlike the moral individualist, relationalists do not, for 
instance, offer a set of necessary or sufficient conditions for attributing moral status. 
Their approach leaves things at a greater level of indeterminacy, which they main-
tain, is unavoidable.

Nonetheless, one can glean some positive recommendations from their propos-
als. First, relationalism motivates the cultivation of a set of meta-normative or meta-
critical attitudes. As Coeckelbergh puts it, “a cautious, patient, and open attitude 
(and indeed character), then, can be said to constitute a meta-moral demand and a 
meta-virtue or moral-epistemic virtue” (Coeckelbergh, 2018, 156). Given that moral 
status attributions are the outcome of relations and interactions that are themselves 
evolving, one ought to acknowledge that one’s own attitudes and commitments con-
cerning the limits of moral concern are likely to evolve as well.22

A second positive feature of moral relationalism is that we ought to take seri-
ously the role of art in moral edification and reflection. Considering a number of 
performance pieces and installations querying the boundaries between humans and 
machines, Coeckelbergh writes:

works of art such as these invite us to destabilize and critically question 
established meanings and borders, here to question the sharp border between 
machines and humans, or at least invite us to consider how in our imagination 
and feeling we already easily cross this border – whatever science or meta-
physics may tell us (Coeckelbergh, 2018, 155).

21 The notion of “taking on face” is one that Gunkel and Coeckelbergh derive from Emmanuel Levinas.
22 In response, scholars have recently argued that, despite its own claims to promote a critical or reflex-
ive attitude, MR ends up perpetuating anthropocentric biases (Gordon 2022b; Sætra 2021).
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Finally, a relational approach requires that one take seriously “the phenomenol-
ogy and experience of other entities such as robots” (Coeckelbergh, 2018, 149), by 
interrogating how these entities appear to us through our embodied social relations 
with them (2018, 149; 2010, 214; 2014, 64). This requires contending with our emo-
tional and affective responses to social robots, rather than viewing these phenomena 
as “mere appearances” or mistakes in need of correction.

2.4  Problems with Moral Relationalism

Moral relationalist attempts to rethink the moral status of social robots beyond the 
individualist paradigm have encountered considerable resistance. The most common 
objection is that relationalism amounts to an untenable form of relativism. That is, 
“taking the relational turn,” renders impossible rational disagreement about moral 
status ascription, and leaves us with little to no normative guidance. This objection 
is expressed by Kestutis Mosakas, who writes:

It seems that what the relational approach is fundamentally concerned with 
is our feelings and attitudes towards different entities, since that is what con-
stitutes the basis of our relations; but without any central moral properties or 
guiding principles, it is difficult to see how this approach could genuinely help 
us in our moral decision-making without getting bogged down in a sea of rela-
tive judgements (Mosakas, 2021, 434).

Similarly, Vincent Müller objects that “the core of the relational turn” is sim-
ply a “version of anything goes that dissolves the question of moral patiency to 
a random act of will” (Müller, 2021). An unacceptable implication of MR is that 
“anything I happen to care about receives moral status” (Müller, 2021). Thus, for 
relationalists, no manner of ascribing moral status can be considered “better” or 
“worse” than any other.

While there is certainly merit to these concerns, I worry that individual-
ist critics tend to overstate their case when they claim that moral relationalism 
entails an “anything goes” approach to moral disagreement. As we have seen, 
relationalists do provide limited forms of normative guidance by recommending 
meta-normative values—such as open-mindedness—that ought to govern moral 
deliberation (Coeckelbergh, 2018). These values can serve as a basis for rational 
critique of extant moral status ascriptions, and can go some way towards adjudi-
cating between competing views about the limits of moral concern. For example, 
a relationalist could maintain that one mode of ascription is preferable to another 
on the basis of the fact that its proponents have more thoroughly considered the 
issue. More importantly, nowhere, to my knowledge, has a moral relationalist 
ever denied that agents ought to offer reasons in support of their judgments about 
moral status. What they deny is that one can legitimately derive agent-neutral 
normative reasons by inspecting an entity’s non-moral properties.

A second objection is that relational approaches fail to do justice to our consid-
ered moral judgments about particular cases (Mosakas, 2021, 436). Critics worry 



1 3

The Moral Status of Social Robots: A Pragmatic Approach  Page 13 of 22 51

that MR ends up denying moral status to entities who ought to be afforded moral 
status when those entities fall outside of appropriate social relations. Consider, 
for example, what Mosakas calls the Robinson Crusoe Problem: if relationalism 
is true, then Robinson Crusoe (i.e., a person stranded on an island, standing in 
no social relations to others) would lack moral status, whereas Paro (i.e., a non-
sentient baby seal-shaped robot used to treat dementia patients) would be mor-
ally considerable. For Mosakas, “that is a problem, because, in case of an ethical 
dilemma, it would seem that no one in their right mind should morally prioritize 
Paro over Crusoe” (435). Any theory that so flagrantly violates our moral intui-
tions ought to be rejected.

In response, a moral relationalist might concede that while a Robinson Crusoe 
figure would lack moral status in theory, it is difficult to conceive of a practical 
context in which such a figure could ever exist. Given that a human infant would 
not survive without the care of others, it is unclear how Crusoe could come to 
exist without standing in social relations to others (arguably, from the time of 
conception, all humans stand in social relations by virtue of existing with another 
human body, or through connections to their biological parents and those who 
nurture them). Perhaps the idea is that Crusoe stands in no present relations to 
others—such that anyone to whom they were once related has either perma-
nently forgotten this fact or died (presumably, there would have to be no known 
records of Crusoe, since such knowledge would arguably generate some sort of 
social relation). But even if such extraordinary circumstances were to occur, what 
gives Mosakas’s argument its force is the possibility of an actual moral dilemma 
in which somebody must decide between prioritizing Crusoe or Paro (Mosakas, 
2021, 435). At this point, a moral relationalist could insist that by virtue of hav-
ing to make such a decision, the would-be moral decision-maker would thereby 
enter into a social relation with Crusoe. Thus, by the relationalist’s standards 
Crusoe would have moral status.

Nonetheless, I agree that there is a legitimate worry about the degree of nor-
mative guidance that relationalism is able to offer. One reason for dissatisfac-
tion with this position is that we do ultimately encounter practical contexts in 
which there are unavoidable disagreements about the moral status of SRs. Even 
someone who rejects the existence of exceptionless moral principles could rightly 
demand some form of normative guidance that extends beyond what the relation-
alist has provided.

In addition to these concerns about normative guidance, I submit that there is a 
more serious problem with relational approaches, namely, that they lack a theory of 
error which can explain why properties-based approaches seem to capture so many 
people’s moral intuitions. Arguably, many people do appeal to an entity’s properties 
when justifying how it should be treated. For many moral agents, it is plausible that 
our moral concern for others is grounded in (or at least reflects our sensitivities to) 
their properties or attributes. Because she can feel pain is, on the face of it, a reason-
able response to the question of why one ought not to pull the cat’s tail. Although 
proponents of the relational turn raise compelling conceptual, epistemic, and prac-
tical problems for a general theory of moral status limited exclusively to intrinsic 
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properties, they fail to explain moral individualism’s intuitive appeal and its evident 
role in moral-discursive practice.23

The relationalist must either explain these intuitions away or find a way to accom-
modate them. The proposal developed in this paper opts for the latter option. Rela-
tionalist approaches go too far in completely eschewing status-conferring properties 
from moral practice; and, consequently they fail to appreciate the possibility of a 
more narrowly circumscribed version of the property-based view. The constrained 
individualism, which I introduced above, affords properties a role within moral rea-
son-giving, while denying that they can be understood independently of their rela-
tions to an agent’s background beliefs and values. Similarly, one might adopt a con-
strained relationalism, according to which, transcendental social critique, projects 
of imaginative expansion, and other deliberative strategies proposed by relationalists 
are indispensable for some forms of inquiry into our treatment of SRs, while conced-
ing that properties can be morally relevant within other deliberative contexts. I now 
turn to a defense of this position.24

3  Toward a Pragmatic Account of Moral Status

I have been arguing that the challenges to moral individualism and moral relation-
alism push both views in the direction of more constrained positions. Moral indi-
vidualism can confront the problems of semantic indeterminacy and relevance by 
jettisoning the claim that status-conferring properties provide agent-neutral reasons 
for action. This can be achieved, I suggested, by relativizing the relevance of sta-
tus-conferring properties to background practical identities. Likewise, a constrained 
form of moral relationalism will concede that the identification of status conferring 
properties can play some role in moral reason-giving practices. In what follows I 
shall operate with constrained versions of both MI and MR in mind.

24 Constrained relationalism bears important similarities to other positions within the theoretical land-
scape. John Danaher has recently advanced a view called ethical behaviourism (EB), according to which 
an entity has moral status if it consistently behaves like other entities to which we ascribe moral sta-
tus (Danaher 2020). Both EB and constrained relationalism are compatible with a range of views about 
how moral status attributions are justified (Danaher 2020, 2024). Moreover, both views prioritize nor-
mative and epistemological questions about moral status over metaphysical ones (Danaher 2020, 2027). 
But whereas EB focuses on justifying empirical inquiry into an entity’s behavior as a primary means of 
determining its moral status, constrained relationalism focuses on a broader range of deliberative strate-
gies, including transcendental critique, sociolinguisitic analysis, phenomenological inquiry, and so on. 
Constrained relationalism also shares important affinities with pluriversal approaches to ethical thought 
(Reiter 2018). While a detailed comparison is beyond the scope of this paper, both positions are amena-
ble to multiple legitimate methods and forms of inquiry in ethics. They are also resistant to the assump-
tion that all ethical questions—including those about the limits of moral considerability—admit of a sin-
gle answer that holds universally.

23 In claiming that relationalists require a theory of error, I do not mean to claim that appealing to status-
conferring properties to ground moral status is a universal practice. Indeed, traditional sub-Saharan Afri-
can and contemporary Japanese societies do not rely on individualist intuitions (Jecker and Nakazawa 
2022). My claim is that insofar as relationalists deny the legitimacy of individualist justifications, they 
owe an explanation not only of why these justifications are mistaken, but of how such a justificatory error 
became so prevalent—especially within post-enlightenment Western societies.
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While this compromise goes some way toward reconciling MI and MR, more 
needs to be said about how the two positions can be integrated or synthesized. 
Recently, John-Stewart Gordon and David J. Gunkel have suggested that both MI and 
MR may be needed to face the ethical challenges that AI and social robots pose (Gor-
don, 2021; Gordon & Gunkel, 2022). While I agree with the direction of their pro-
posal, it leaves open questions about how the two views can be rendered compatible. 
In particular, a key challenge that remains is to explain what synthesizing MI and MR 
would look like in practice, especially given cases where they are likely to conflict. 
The pragmatic approach that I shall defend aims to throw light on these questions.

The main argument presented in this section is a pragmatic one. The key to inte-
grating constrained forms of MI and MR is to consider them as distinct theoreti-
cal toolkits, or deliberative strategies that answer to different problems that agents 
face. On the one hand, I shall argue that MI offers a set of value simplifying strat-
egies that are especially useful in addressing moral coordination problems (i.e., 
problems in which agents with potentially different moral outlooks must agree on 
how to act). On the other hand, I maintain that MR offers a set of strategies for pre-
serving the complexity of our values, which are indispensable for moral edification 
and social criticism.

This proposal requires a radical—but on my view, fruitful—shift in perspective. 
Rather than viewing MI and MR as competing theories about the nature of moral 
status, I recommend that philosophers turn their attention to neglected pragmatic 
questions about the point or function of MI and MR. The advantages of this shift in 
focus are twofold: First, it lends further support to the claim that constrained ver-
sions of MI and MR are compatible. Instead of theoretical rivals, both perspectives 
are construed as tools that answer to different sets of problems. Second, shifting 
philosophical attention to moral individualism’s and relationalism’s functions offers 
a blueprint for how they can be integrated in practice. That is, a pragmatic approach 
can help determine when MI ought to be prioritized over MR and vice versa.

I shall outline this pragmatic approach in several steps. In Section 3.1 and 3.2 I 
explain what it means to construe MI and MR as deliberative strategies. In doing so, 
I shall highlight the central functional advantages of each strategy and discuss the 
practical contexts for which they are best suited. Next, Section 3.3 summarizes key 
advantages of a pragmatic approach. Finally, Section 3.4 offers several broad-strokes 
suggestions of what such an approach might look like in practice.

3.1  Moral Individualism and Value Clarity

When it comes to determining which entities have moral status and how those enti-
ties ought to be treated, moral individualists offer the following deliberative strat-
egy: identify a set of properties that are status-conferring, and then determine which 
individuals instantiate those properties. A pragmatic approach to moral status attri-
bution invites several questions about this deliberative strategy: What is the point of 
applying it? In which contexts is such a strategy called for?

I submit that MI offers a deliberative strategy that discharges two central func-
tions. On the one hand, it affords agents a kind of value clarity about the scope of 
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their moral obligations. On the other hand, it aims to resolve moral coordination 
problems amongst agents with potentially different evaluative standpoints. Allow 
me to discuss both functions in turn.

So often, our moral outlooks involve a welter of inchoate ideals and values. 
Although they may seem natural or intuitive (from the inside, so to speak) it can 
often be difficult to explain or justify our moral perspectives. In particular, it can 
be especially difficult to justify why we feel compelled to extend our moral consid-
eration towards certain moral patients rather than others. By distilling questions of 
moral status to a set of objective properties, MI offers agents a significant source of 
value clarity that helps them articulate and justify their moral views.

Consider, for example, the normative complexity and practical indeterminacy that 
a person is likely to experience when adopting an ethical commitment to environ-
mentalism. On the one hand, an environmentalist may find certain courses of action 
to be required of them, without being able to articulate precisely why. They may, for 
instance, feel a sense of direct obligation to preserve ecosystems even without being 
able to specify clearly their reasons for doing so. Perhaps they might appeal to their 
love of nature, the importance of conservation, or some desire to promote biodi-
versity—perhaps they may simply appeal to the fact that they care about the envi-
ronment. On the other hand, their commitment to environmentalism may generate 
tensions and conflicts with their other moral commitments and intuitions. They may 
find themselves confronted with questions about the adverse environmental impacts 
of their profession or lifestyle. Perhaps they may find their commitment to environ-
mentalism to be at odds with their commitment to animal rights (Sagoff, 1984).

Moral individualism offers a helpful deliberative strategy in such cases. It allows 
an agent to effectively cut through this morass of values and sentiments, thereby 
delivering a kind of value clarity about the scope of her obligations and the rea-
sons underlying them. Many environmentalists, for example, have been attracted to 
biocentrism—a framework that enables them to maintain that all living things have 
intrinsic value. This form of moral individualism serves to simplify and clarify the 
complex values and motivations underlying an environmentalist moral outlook in 
order to facilitate deliberation and the justification of their projects.

In addition to providing value clarity, MI can serve as a powerful mechanism for 
solving moral coordination problems. By distilling questions of the basis of moral 
status down to a simplified set of properties, MI can facilitate rational discussion 
about the limits of moral concern, especially when the parties to such disagreement 
have diverging moral outlooks. This mechanism works by identifying some set of 
properties that are likely to appear morally salient from as wide a range of perspec-
tives as possible. In doing so, it can motivate moral rules or policies that aspire to a 
high degree of generality and scope.

Consider, for example, a group of researchers charged with developing policies 
governing the treatment of research subjects (human or non-human). Given the pos-
sibility of participants whose moral intuitions, values, attitudes, and beliefs may vary 
considerably, the policymakers face a coordination problem: they must design rules 
for the treatment of research subjects that will appear reasonable from a potentially 
wide range of moral perspectives. Here, MI’s value clarifying strategy is especially 
fruitful. It enjoins the policymakers to identify the kinds of properties that are likely 
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to seem morally salient to a wide variety of potential participants and to develop 
policies that focus on the treatment of entities who instantiate those properties.

It is no surprise, for example, that sentience plays a key role in the deliberations 
of research ethics boards charged with assessing experiments on non-human ani-
mals, or that patient autonomy factors so significantly in the field of medical eth-
ics. Scientific research and clinical medicine are practical contexts in which we are 
likely to face moral coordination problems. They involve institutions in which moral 
agents with varying normative outlooks must all agree on how to behave. Both sen-
tience and autonomy are excellent candidates for status-conferring properties in 
these contexts because they are likely to appear morally relevant from a wide range 
of perspectives.

3.2  Moral Relationalism: Preserving Value Complexity

On the face of it, MR may appear to offer a deliberative strategy that closely resem-
bles that of MI. One might expect it to operate as follows: first identify which social 
relations are relevant, and then determine whether an entity stands in the appropriate 
relationships to others. On my view, however, this characterization is misleading. To 
put the point in the terminology I introduce above, to see MR as recommending this 
strategy is to construe it in metaphysical rather than methodological terms—a char-
acterization that many relationalists outright reject (Coeckelbergh, 2014). In claiming 
that an entity’s moral status is intertwined with its social relations, the relationalist is 
not attempting to state the necessary and sufficient conditions for something’s having 
moral status (Coeckelbergh, 2014; Jecker et al., 2022b). Rather, the purpose of such 
a claim is to reorient the focus of moral inquiry toward the conditions under which 
moral status is ascribed. While different relationalist accounts emphasize different 
sets of strategies for undertaking such inquiry, they all share a sensitivity to the com-
plexity and indeterminacy of those moral contexts in which moral status is ascribed.

Allow me to reiterate some of the various relationalist complexity preserv-
ing deliberative strategies mentioned above in (Section  2.3). Moral relationalists 
recommend:

 (i) Transcendental inquiry into the historical, social, political, and economic con-
ditions under which the limits of moral community are drawn (Coeckelbergh, 
2010)

 (ii) Sociolinguistic inquiry into how our linguistic practices (e.g., naming) shape 
the boundaries of our moral communities (Coeckelbergh and Gunkel, 2014).

 (iii) Phenomenological inquiry into the affective or experiential dimensions of our 
relations to entities (Gunkel, 2014, 2018).

 (iv) Social-relational inquiry into the normative quality of our relations to other 
entities or their roles within the moral community (Jecker et al., 2022a).

In contrast to MI—which aims to clarify and simplify our values—these complex-
ity preserving strategies are not geared toward securing moral agreement with others. 
Rather, they are indispensable mechanisms of moral edification and social criticism. 
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By engaging the imagination and subjecting our moral intuitions to critical scrutiny, 
MR can facilitate forms of moral transformation that MI struggles to provide.

For example, while MI may help clarify and justify our values, it is unlikely to 
lead anyone to transform their intuitions about which properties confer moral status 
in the first place. By contrast, while moral relationalism may not offer tools for solv-
ing moral disagreements, it promotes the sorts of inquiry that can lead people to dra-
matically revise their moral intuitions. Complexity preserving deliberation can lead 
us to regard as morally relevant features that were once seen as unimportant.

3.3  Advantages of a Pragmatic Approach

I have argued that MI and MR recommend deliberative strategies that are useful 
within different practical contexts. Moral individualism offers value simplifying 
strategies that are best suited for contexts in which we need to clarify our values 
or to coordinate our behavior with others. Moral relationalism offers complexity 
preserving strategies that have the potential to challenge and transform our moral 
outlooks. By engaging the imagination and critiquing our intuitions these strategies 
are invaluable sources of moral edification and social criticism. Having outlined this 
pragmatic approach, allow me to state several of its advantages.

First, this approach allows one to better appreciate the compatibility of MI and 
MR. So long as the two are treated as competing theories about the nature of moral 
status, they are bound to appear irreconcilable. By focusing instead on the practical 
effects of adopting individualist or relationalist standpoints—that is, by focusing on 
the deliberative strategies they offer—it is possible to view them as answering to 
distinct practical needs. Their complementarity lies in their being different tools for 
different purposes.

A second advantage of this approach is that it can help make sense of cultural 
variability in moral status ascription. Recent studies have suggested significant 
differences in cultural values expressed towards technology in general and social 
robots in particular (Jecker & Nakazawa, 2022). When it comes to how moral status 
is understood and justified, a growing number of authors have argued that African 
conceptions of personhood embody a relational conception of moral personhood 
rather than an individualist conception (Coeckelbergh, 2022b; Jecker et al., 2022a, 
b; Wareham, 2021).

The pragmatic approach developed in this paper is well positioned to account 
for this cultural variability. Rather than assume that some cultures have privileged 
insight into the nature of moral status that others lack, the relative presence of indi-
vidualist or relationalist tendencies across cultures may be explained by differences 
in the kinds of practical problems that these cultures face. One hypothesis (that mer-
its further exploration) is that cultures that experience a greater prevalence of the 
kinds of moral coordination problems described in Section 3.1, will be more reliant 
on moral individualism and its associated model of personhood.

Finally, a pragmatic approach offers a blueprint for deploying both sets of strate-
gies in practice. It helps us better understand when to prioritize MI or MR. Gener-
ally speaking, I have argued that the former is especially useful in contexts in which 
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we face moral coordination problems, whereas the latter is better suited toward con-
texts in which we are aiming for moral edification and cultural criticism. In what 
follows, I develop these suggestions in greater detail.

3.4  Applying the Pragmatic Approach

One implication of the pragmatic approach is that it advises against speaking about 
the moral status of social robots in general. Rather, than begin by investigating the 
nature or grounds of moral status, on a pragmatic approach one would need to begin 
by identifying the practical contexts in which moral individualism and moral rela-
tionalism’s deliberative strategies are called for. I have already offered a general char-
acterization of how this might look. But allow me to spell this out in more detail.

First, one feature of the constrained form of individualism I recommend is its 
domain specificity. Rather than ask which properties ground moral status in general, 
one should begin by looking to the contexts where the individualist’s value-simpli-
fication strategy would be most appropriate. On my view, the most salient contexts 
are those in which the following two conditions hold:

 (i) Moral agents with potentially radically different moral outlooks will need to 
interact with social robots.

 (ii) These situations require agents to coordinate their attitudes concerning the 
treatment of SRs.

One could envision these conditions being met as SRs are integrated into domains 
such as healthcare, education, industry, entertainment, and the military. These are 
domains in which it is necessary to coordinate the behavior of agents whose back-
ground beliefs and values often exhibit significant divergence. In these cases, a con-
strained form of individualism recommends identifying the stakeholders involved in 
the situation, considering which properties are morally salient from the perspective 
of those relevant stakeholders, and then developing rules and policies that take those 
properties to be status-conferring.

By contrast, moral relationalism is most applicable within contexts in which 
agents are striving for moral self-transformation and social criticism. As social 
robots increasingly come to inhabit our shared social world, a constrained version of 
moral relationalism will be especially useful for facilitating reflection on our shared 
practical identities with those machines. For the most part, the identities and social 
roles we currently adopt—be it our familial roles, professions, memberships in vari-
ous organizations, religious affiliations, and so on—are ones we share with other 
humans. But as social robots develop complex capacities that enable them to partici-
pate in social practices, it is easy to imagine cases in which we would begin to ask 
whether they could be said to occupy these shared identities as well. The integration 
of SRs into medical practices would almost certainly raise questions about what it 
means to be a healthcare provider. Might practitioners someday regard the intelligent 
machines with whom they increasingly interact and cooperate as “fellow surgeons”? 
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On my view, these questions are not ones that are best answered by attempting to 
simplify our values in the service of cooperation with others. Rather, these kinds of 
question require critical and imaginative reflection—that is to say, they demand the 
sort of complexity-preserving strategies offered by MR.

On a constrained version of MR, an important resource for critical reflection on 
the possibility of shared practical identities with social robots would be the produc-
tion and enjoyment of art, literature, and film. These mediums challenge us to rethink 
our existing practical identities but also to imagine possible future shared identities. 
In doing so, they can help us reassess the meaning and relevance of the properties and 
relations we do currently see as salient and important. For example, films like Her, 
or Ex Machina challenge us to rethink the meaning of notions such as intelligence, 
friendship, suffering, agency, and trust through their depictions of human–machine 
interaction. Art and literature can extend the use of our concepts to new situations, 
thereby affecting a kind of moral reorientation. These projects of moral self-transfor-
mation and social criticism that MR encourages may ultimately lead to revisions in 
the individualist-oriented policymaking within our shared institutions by leading us 
to rethink which properties are, in fact, the morally relevant ones.
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