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The question as to how one should assess the performance of sentencing algorithms 
has hitherto received almost no attention in the discussion of the use of artificial 
intelligence in criminal justice practice. In an attempt to initiate a dialogue on this 
topic, I have argued that an ethical assessment criterion is contingent on penal the-
ory, and consequently, the fact that such ethical theories have not been sufficiently 
developed to determine the severity of sentences means that in many cases it will 
not be possible to assess the performance of sentencing algorithms.

Thomas Douglas, in his very thoughtful reply, has suggested a candidate for an 
assessment criterion which is designed to overcome some of the challenges out-
lined in my paper. What he contends is that such an assessment should be based on 
the mean (or median) judgement of what constitutes the optimal sentencing length 
as determined by a range of experts holding different penological views. This will 
provide what he calls the “target sentences”. The performances of sentencing algo-
rithms should then be assessed on the grounds of:

“Expert Agreement Criterion: α is preferable to β in relation to some range 
of cases R if and only if, across R, α recommends sentences that are over-
all closer to the target sentence pattern R than are those recommended by β” 
(Douglas, 2024).

This criterion is not meant as a criterion of rightness. Rather, it is suggested as 
a “heuristic” which, in Douglas’ view, makes it “very likely” that we will reach 
the right answer as to which algorithm is ethically preferable. The idea of intro-
ducing a heuristic when one is navigating a field dominated by theoretical disa-
greement, seems attractive. This is also partly what I had in mind when I consid-
ered the “over-punishment criterion” according to which α would be preferable 
to β if and only if α determines sentences that are more lenient than β (Ryberg, 
2024). However, in comparison, Douglas’ criterion has the major advantage that 
it considers sentences across a range of cases, which means that it helps to avoid 
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the problem facing the over-punishment criterion; namely, that this criterion can-
not be applied when α recommends more lenient sentences in some case while 
β recommends more lenient sentences in other. Thus, though I am very sympa-
thetic to Douglas’ proposal it still seems to me that the main concern of my paper 
– namely, that the current theoretical deficiencies within the ethics of punishment 
will often block the possibility of assessing the performance of sentencing algo-
rithms – remains unresolved, even if we are considering a heuristic such as the 
Expect Agreement Criterion. The three following examples underline this worry.

First, the current theoretical disagreement amongst experts within the eth-
ics of punishment is not only about the severity of sentences, such as the length 
of prison terms. There is also disagreement about the types of punishment that 
should be imposed. For instance, while some theorists believe that imprisonment 
should be maintained as a punitive measure, others are very skeptical. But if there 
is expert disagreement about the appropriate types of punishment – that is, if one 
expert recommends imprisonment in some cases, while another recommends 
alternative sanctions – then it is not sufficient to refer to the “mean or median 
view” of sentence severity. It is not clear that the Expert Agreement Criterion 
will be of much help in the face of expert disagreement of this nature.

Second, suppose that we are only considering sentences that vary across one 
dimension; that is, for instance, the length of prison terms (or the magnitude of 
fines). Even in this case, it is not clear in what sense the Expert Agreement Crite-
rion will bring us closer to what constitutes the ethically right sentences. Simply 
put, suppose that one penal expert is a consequentialist who believes that it fol-
lows from her theory that the right punishment for a particular crime is one year 
in prison. Suppose, further, that another expert is a retributivist who believes that 
her theory implies that the appropriate punishment is three years in prison. In the 
light of this sort of disagreement, would a sentencing algorithm that recommends 
the mean sentence (two years behind bars) have brought us any closer to what 
constitutes the ethically right punishment (as compared to one that recommends 
one or three years)? In one sense, it is obvious that the two-year sentence can be 
regarded as a compromise between the two competing views. However, one could 
also argue that the recommended punishment would be ethically wrong both from 
a consequentialist and a retributivist point of view, and therefore the sentence 
would ultimately lack any sound ethical foundation. Thus, it is not clear to me in 
what sense the Expert Agreement Criterion is “very likely” to bring us closer to 
the right answer.

Third, and perhaps most importantly, the kind of deficiency that currently exists 
within the ethics of punishment is not only due to there being different penal theo-
ries that provide different answers on optimal sentencing severity. As pointed out 
in my discussion of the Penal Ethical Criterion, the main challenge is that none 
of these different penal theories have succeeded in providing answers as to how 
severely various crimes should be punished. Broadly speaking, consequentialist the-
ories are often empirically underdetermined, while retributivist theories have not yet 
succeeded in developing the theoretical framework required to determine the sever-
ity of appropriate punishments (see also Ryberg, 2004, 2020). This means that there 
will be cases where it is currently not possible to determine the “mean or median” 
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sentences on the grounds of consequentialist or retributivist expert views, and where 
the Expert Agreement Criterion therefore will not be applicable.

In summary, I am very sympathetic to Douglas’ brilliant idea of developing a 
heuristic that can help us to navigate this theoretical field. However, as illustrated 
in the three above examples, I still believe that the current theoretical deficiencies 
within the ethics of punishment constitute a major obstacle to the possibility of 
assessing the ethical performance of sentencing algorithms, and that this challenge 
has not been sufficiently met by invoking the Expert Agreement Criterion.
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