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Abstract
Search engines are important contemporary sources of information and contribute 
to shaping our beliefs about the world. Each time they are consulted, various algo‑
rithms filter and order content to show us relevant results for the inputted search 
query. Because these search engines are frequently and widely consulted, it is nec‑
essary to have a clear understanding of the distinctively epistemic role that these 
algorithms play in the background of our online experiences. To aid in such under‑
standing, this paper argues that search engine algorithms are providers of “bent 
testimony”—that, within certain contexts of interactions, users act as if these algo‑
rithms provide us with testimony—and acquire or alter beliefs on that basis. Specifi‑
cally, we treat search engine algorithms as if they were asserting as true the content 
ordered at the top of a search results page—which has interesting parallels with how 
we might treat an ordinary testifier. As such, existing discussions in the philosophy 
of testimony can help us better understand and, in turn, improve our interactions 
with search engines. By explicating the mechanisms by which we come to accept 
this “bent testimony,” our paper discusses methods to help us control our epistemic 
reliance on search engine algorithms and clarifies the normative expectations one 
ought to place on the search engines that deploy these algorithms.
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1 Introduction

Ashish is enthusiastic about climate activism. Over the years, he has collected 
numerous articles and references about the threat of climate change and the actions 
we ought to take in response. Betty, a good friend of Ashish’s, knows about this 
list and trusts him as an authority on the topic. One day, she asked him, “Is cli‑
mate change real?” Ashish goes through his list of references and orders it—plac‑
ing on top those articles that are most relevant to Betty’s question and those that he 
thinks she might find most useful. He then hands this set of ordered articles to Betty, 
with no other exposition. Betty trusts that Ashish has done a good job of ordering 
the articles. So, she only reads the first few articles from the top. In so doing, she 
acquires new beliefs about climate change.

What has Ashish done here? He doesn’t seem to be directly making any asser‑
tions about climate change. He is simply ordering content for Betty to engage with. 
Despite this, it seems like Betty’s new beliefs are, in some way, influenced by Ash‑
ish’s ordering. How should we think about this influence?

We raise this case because it is similar in important ways to another, much more 
common case. Suppose Betty had Googled the same question. This time, an algo‑
rithm would do what Ashish did—ranking and ordering a set of articles based on 
their relevance to Betty’s inputted search string and her user profile. Assuming Betty 
only clicks on the first few links from her Google search results, the new beliefs 
she might acquire about climate change would be similarly influenced by Google’s 
algorithms.

Algorithms play an important role in bringing us information each time we inter‑
act with online search engines. Different search engines use different algorithms—
varying in terms of their design, the imperatives being optimized for (such as content 
novelty, user ‘stickiness’, or advertising revenue), and the degree of personalization, 
among other things. Nevertheless, all search engine algorithms,1 in essence, perform 
the same basic functions. That is, based on their assessment of what is best for us 
and our search query, they bring to fore certain pieces of content and push other 
pieces to the back of the queue. In so doing, these algorithms play a directive role 
in structuring the information we are exposed to online and, in turn, contribute to 
shaping our beliefs about the world. For this reason, it is important to have a clear 
account of the distinctively epistemic role played by the content‑ordering that these 
algorithms perform. Our paper attempts to provide one such account.

Specifically, this paper argues that users of search engines act as if search engine 
algorithms are providers of testimony, and acquire or alter beliefs on the basis of this 
apparent testimony. Making this connection to “testimony”—a well‑explored notion 
in epistemology—can allow us to better understand the epistemic relation between 

1 The terms “recommendation systems” or “content‑filtering algorithms” are sometimes used in the 
computer science literature, as well as in popular discourse, to refer to the algorithms that search engines 
use. To stay clear of any potential terminological inconsistencies that might arise with the use of these 
more precise terms, we use the more generic term “search engine algorithms” throughout.
 For a discussion on the ubiquity and use of such algorithms, see Chaney et al. (2018).
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the beliefs that we acquire online and the content‑ordering process carried out by 
search engine algorithms. In Sects. 2 and 3, we clarify the connections between the 
epistemology of testimony and our interactions with search engine algorithms. In 
Sect. 4, we sketch some of the implications of our account—focusing on how users 
can control the influence that these algorithms have on our beliefs and how we ought 
to treat the search engines that deploy them.

2  Algorithmic Content‑Ordering as Testimony

By way of motivating some of the arguments in this paper, let us begin by looking 
at a previous attempt to characterize googling2 as related to testimony, by Gunn and 
Lynch (2018). To quote them in full:

Consulting Google (the actual web‑browser) is like asking someone about 
whom to ask for an answer. And any act of googling (finding information 
online) by its very nature is dependent upon the beliefs and actions of other 
people. In that way, googling is more like testimony. (p. 43)

According to Gunn and Lynch, googling is similar to testimony because, in both 
cases, we are reliant on the beliefs and actions of others when acquiring or altering 
beliefs. To build their case, they first draw a distinction between “consulting Google 
(the actual web‑browser)” and “the act of googling (finding information online).” 
The former seems to refer simply to the act of typing up a search‑string and retriev‑
ing Google’s list of search results. “Consulting Google,” thus, simply tells you 
who to seek testimony from, but not what to believe. “Googling,” however, refers 
to engaging with the content we select from a Google results page and (possibly) 
acquiring or altering our beliefs in the process. Since this content is produced by 
others, we necessarily and directly rely on others to form new beliefs while “goog‑
ling.” Herein lies their proposed connection to testimony. When we consult Google, 
we are put in contact with a wide range of potential testifiers—those who produce 
blogs, news websites, forums, videos, and other such forms of online content—and, 
in turn, adjust our beliefs on the basis of the assertions made by these testifiers. As 
such, googling resembles testimony because of our epistemic reliance on those who 
produce the content that gets presented to us when we perform a Google search.3

2 Since Google is currently by far the most popular search engine (cf. StatCounter, n.d.), throughout this 
paper, we interchangeably use the phrases “Google’s algorithms” to refer to search engine algorithms and 
“googling” to refer to online searching.
3 Although Gunn and Lynch’s account focuses primarily on our epistemic reliance on those who produce 
the content that we engage with online, one might also consider how we are reliant on fellow Google 
users—whose data and search habits improve the quality of the recommendations Google provides to 
us—as well as Google’s engineers who designed these algorithms. On a broader reading of their claim 
that googling resembles testimony because of it is “dependent on the beliefs and actions of others,” one 
might reasonably extend their account to include these other groups and thereby build a more compre‑
hensive view of how googling resembles testimony. Gunn and Lynch, however, do not explicitly men‑
tion these other groups, and our own suggested improvement for their view (i.e., that we should better 
consider our epistemic reliance on search engine algorithms themselves) still holds even on this extended 
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Gunn and Lynch’s account can help us begin to understand the epistemic role 
played by Google when we acquire or alter beliefs online. However, it is not clear 
whether they sufficiently take into account the work that Google’s algorithms are 
doing to filter and order content when we consult the search engine. On one reading 
of their account,4 the only relevant consideration is the epistemic reliance we might 
have on the people who produce the content we engage with. Such an account would 
certainly be incomplete. Suppose, instead, we had a website (say, “Xoogle”) that, 
each time we visit it, randomly directs us to a new piece of content. Clearly, while 
xoogling, we would be similarly reliant on the people who produce the content we 
end up engaging with, even if we happened to find this content randomly. But it 
would seem strange to suggest that xoogling is a kind of testimony in precisely the 
same way that googling is. Surely, any account of how we form beliefs when we 
engage with content online must consider the role that search engine algorithms play 
in bringing that content to us. The need to develop such an account is exactly what 
motivates this paper.

In this paper, we argue that users treat search engine algorithms as if these algo‑
rithms provide us with testimony. The implied connection to “testimony,” however, 
already raises an obvious worry. A common view in the epistemology of testimony 
is that the primary speech‑act of testimony is a speaker’s saying, telling, or asserting 
something (Adler, 2017; Searle, 1969). Suppose, in our previous case, Ashish had 
instead directly made an assertion, say, “Because of climate change, ice sheets have 
shrunk by more than 4000 gigatons in the last two decades.” Since, as we know, 
Betty trusts Ashish to be an authority on climate change, she believes his assertion. 
In this case, it would not be a problem to say that Betty acquires a belief based on 
testimony provided by Ashish. When Ashish makes an assertion, he puts forward a 
proposition that he represents as true. Betty adds this proposition to her set of beliefs 
when she accepts his testimony. It is this connection between Ashish’s assertion and 
Betty’s belief that underpins traditional accounts in the epistemology of testimony. 
But no such connection seems to exist when Ashish simply handed her an ordered 
list of articles, or indeed, in the case of search engine algorithms. Can something 
count as testimony even in the absence of assertion?

Interestingly, Regina Rini offers one account of testimony in the seeming absence 
of assertion (2017). She discusses the case where someone you trust, to whatever 
degree, shares a piece of fake news that, in time, appears on your social media feed. 
In this case, it is not immediately clear whether or not this person, by sharing or 
retweeting a fake news story, is actually asserting the content of that story. Rini 

Footnote 3 (continued)
version of their account. As a result, we did not discuss this extension in our main text, but instead raise 
it as footnote for interested readers.
4 Gunn and Lynch do acknowledge that googling is a “preference‑dependent” mode of inquiry—Google 
tells us who to consult based on its assessment of what we might like and what links we will click (p. 
43). Preference dependence is, of course, one important way in which google differs from “xoogle.” 
However, they do not specify how exactly this feature of preference dependence is relevant to their 
account of how googling resembles testimony. As such, a reading that the only relevant consideration for 
them is our dependence on the actions and beliefs of others is, while perhaps strict, not uncharacteristic.
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suggests that this ambiguity arises from “disputed norms of communication.” Social 
media is a relatively new mode of communication, and we have not yet come to a 
consensus about whether, for instance, a retweet counts as an endorsement of the 
content being retweeted. Because of these disputed norms, we do not seem to be 
able to say for certain that an assertion is being made. Even so, “we treat social 
media sharing as if it were ordinary testimony, at least until something goes wrong” 
(p. 48).Rini calls this “bent testimony.” In general, we might say that someone (or 
something) provides us with “bent testimony” if we treat them as if they had pro‑
vided us with ordinary testimony, even though disputed norms of communication 
make it difficult to ascertain whether this person (or thing) is actually testifying.

A closer look at how we usually interact with Google suggests that search engine 
algorithms might be similarly providing us with bent testimony. Notice, for a start, 
that a Google search does not return a single answer to a query.5 Rather, Google’s 
algorithm compiles and orders all the articles it can find that are related to an input‑
ted search query. This could mean tens of pages of search results and hundreds of 
links to relevant articles. These articles are likely to vary considerably in their asser‑
tions. So, if the average user followed enough links, it is likely that they would be 
exposed to a variety of different perspectives that they would then need to weigh 
against each other before deciding what to believe (Boutin, 2011; Weisberg, 2011). 
But most of us rarely do this.

Rather, as various empirical studies have suggested, many Google users rarely 
click more than a few links from the top. Users typically do not look further than 
the first few pages of search results (Jansen & Spink, 2006) and are strongly biased 
towards links that are higher up in the search results even when they are obviously 
less relevant to their search query (Pan et al., 2007). In a comprehensive study by 
Joachims et al. (2007), it was found that people spend the longest amount of time 
viewing—and are most likely to click on —the first link of a search results page, 
with sharp drops in viewing‑time and click‑through rates from the second link 
onwards. Various explanations have been offered for why this is the case. Oulasvirta 
et al. (2009) found that users are overwhelmed by the number of choices available 
to them in a long list of search results, and tend to look for proxies (such as order‑
rankings) to make their choice easier. Moreover, users are typically unaware of the 
influence that order‑rankings have on their choice and do not view their decision 
to select the results at the top of their list as irrational or problematic (Epstein & 
Robertson, 2015). Expertise and familiarity with the search engine seem to play a 
role too: it has been shown that users who type more complex search strings with 
advanced Boolean variables tend to also look at more pieces of content further down 
their list of results  (Jansen et  al., 2000). Studies have also examined how general 
beliefs about the reputation and competence of the search engine—including the 

5 More recently, Google has implemented a feature called “Quick Answers” that highlights at the top of 
the first page of search results a single answer to certain types of simple search queries—like “Who is the 
Prime Minister of Singapore?”, or “What’s two plus six?”—where single answers are possible. But even 
so, below this highlighted “quick answer,” you would still find the set of ordered links as you would in an 
ordinary Google search.
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credibility of Google’s brand, the design and layout of its website, and the repu‑
tability of its algorithms and engineers—can influence our trust in the relevance 
and truthfulness of the results at the top of a search results page (De Cremer et al., 
2019; Jansen et al., 2009; Westerwick, 2013). Thus, as these various studies show, 
the average user seems to treat Google with “a default, prima facie trust” (Gunn & 
Lynch, 2018). Moreover, and important to the present line of reasoning, it is often 
the case that the first few links in a search results page usually point to articles that 
are quite similar to each other.6 It is then also safe to say that the average user in 
reality only engages with one or two unique assertions per search.

With this reasoning in mind, let us return to our original example. Suppose Betty, 
after a Google search, says, “Google told me that temperature fluctuations are com‑
mon in nature, and man‑made carbon emissions have little to do with it.” It is likely 
to be the case that the top choices for Betty’s search results point to articles that 
make this particular assertion. Articles that feature later on in her search results 
might have made a different or conflicting assertion (say, “There is an overwhelming 
scientific consensus that man‑made carbon emissions contribute directly to rising 
temperatures”), but, Betty is likely not to read those. Here, Betty’s statement—that 
Google told her some fact about climate change—seems like a reasonable thing to 
say, because she is treating Google’s algorithms as if they are recommending the 
content featured at the top of a search result.

As such, because of the way we ordinarily use Google, the assertions that are 
brought to the top of our search results by its algorithm are often the only ones we 
will engage with (and potentially accept). We trust that the algorithm will place con‑
tent documenting true assertions at the top of search results. This trust is what allows 
us to reduce the many, possibly diverse points of view represented in the results for 
any search query to a single assertion that fits the statement: “Google told me X.” In 
other words, this trust is what reduces content‑curation to a recommendation. These 
algorithmic recommendations, in practice, seem comparable to the assertions of an 
ordinary testifier.

However, according to Rini’s account, testimony is bent when there are disputed 
norms of communication that make it difficult to decide whether a seeming testi‑
mony includes an assertion or not. For example, in her discussion of the bent tes‑
timony provided by retweeters of fake news, the relevant disputed norm is whether 
the retweeting of an article counts as an endorsement of its claims. Such disputed 
norms are an important part of what makes bent testimony “bent.” Are there compa‑
rable disputes about googling?

To locate the relevant disputed norms about googling, it is helpful to once again 
compare our interactions with retweeters and with search engine algorithms. In 
Rini’s example, disputes seem to arise because, when a retweeter recommends a 

6 This is often, but not necessarily the case. The articles at the top of a search result have high ‘similarity 
scores’, are hosted on websites of comparable repute, and are closely related to the search input we type 
in. If, for instance, two sources deemed reputable by the algorithm (say, The New York Times and The 
Washington Post) make dramatically different assertions about a topic, these might appear together at the 
top of a search results page. It’s hard to say how often this happens.
 For details on the design of Google’s ‘PageRank’ algorithm, see (Page, 2006).
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piece of content, it seems reasonable to think that they are also endorsing its claims. 
But they might not intend such an endorsement, and it is difficult to ascertain the 
retweeter’s intent only based on the contents of their tweet. So, absent other infor‑
mation, we “implicitly assume that our social media interlocutors … believe what 
they share” (Rini, 2017, p. 48). There are, of course, some differences in the work 
that retweeters and search engine algorithms put in to bring a piece of content to the 
end user. However, there is at least one important similarity: in both cases, it appears 
as if a piece of content is being recommended—whether by the retweeter or by the 
algorithm. It is in this shared practice of content recommendation that we might 
locate the disputed norms relevant to our interactions with search engine algorithms.

Consider the following example: suppose Ashish writes to Betty one day, “I came 
across this video lecture describing how the oil industry withheld information about 
climate change from us for several years. I think you’ll find it very interesting!”. Can 
Betty ascertain whether Ashish is endorsing the claims in the video? It is hard to 
say. Ashish doesn’t say whether or not he approves of the video, only that he thinks 
Betty will. It could be that Ashish completely disagrees with the claims made in the 
video, but thinks that it would provide some insights that could benefit Betty’s ongo‑
ing exploration of climate change. But Betty cannot be faulted for thinking that this 
video recommendation—especially from someone she perceives to be an authority 
on the topic—reflects Ashish’s endorsement for its claims. Absent contextual infor‑
mation about why and how a piece of content was recommended, it is thus diffi‑
cult to ascertain whether the recommendation counts as an assertion of the content’s 
claims. The relevant disputed norms when it comes to content recommendations, 
therefore, seems to arise from slippage between the statement of recommendation, 
“I think that this P‑asserting piece of content is good for you” and the assertion, “I 
think that P.”

Earlier in this paper, we suggested that most of us treat search engines as if they 
were recommending the content ordered at the top of a results page. Usually, algo‑
rithms order content based on relevance, novelty, personalized fit, or other similar 
criteria. However, when we selectively choose to engage only with content ordered 
at the top, it is unclear whether this choice is based on our assessment that this con‑
tent is, say, more relevant to our inputted search string, or whether it is more likely 
to contain true claims. At least, both possible bases for our choice seem reasonable. 
As such, there seems to be a similar disputed norm about whether a search engine 
algorithm merely recommends some P‑asserting piece of content based on truth‑
independent criteria (such as relevance to one’s inputted search string), or whether it 
endorses P as true.

Importantly, this disputed norm is not a mere eccentricity that only exists in 
the interactions between users and search engine algorithms. Google itself rou‑
tinely describes its own search ranking process by appealing to both truth‑related 
and truth‑independent criteria interchangeably. When describing their methods for 
detecting spam, for analyzing a search query’s keywords to locate relevant websites, 
and for analyzing the accessibility and user‑friendliness of website designs, they 
typically refer to truth‑independent criteria such as “usefulness” or “relevance to the 
search query” (Google Search, n.d.‑a). However, when describing their methods for 
assessing the expertise, trustworthiness and authoritativeness of content, and their 
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“search quality” guidelines, they regularly suggest that their highly‑ranked content 
should contain true claims (Google Search, n.d.‑b; Google Search, n.d.‑c). Some 
of Google’s newer features—such as “Quick Answers,” “Featured Snippets,” and 
“Knowledge Graph”—which present prominent information in a card or image sep‑
arately from the list of search results—are described as providing convenience and 
ease‑of‑use to users (Google Search, n.d.‑d), even though these cards are arguably 
as close as it gets to a direct assertion from Google about what it considers to be the 
correct answer to our inputted search query. Popular writing about search engines 
also frequently make similar appeals to truth‑independent criteria (such as rele‑
vance, convenience, transparency) while concurrently suggesting that search engines 
are crucial for helping us find true and accurate information (cf. Hillis et al., 2012; 
McKinsey, 2011; Roesler, 2021; Rothman, 2018). These divergent accounts suggest 
persistent and widespread confusion about whether search engine algorithms merely 
recommend pieces of content based on truth‑independent criteria or whether they 
are helping us find true information. This is, we suggest, the relevant disputed norm 
at play when we treat search engine algorithms as providers of bent testimony.

To summarize our argument so far: we have suggested that Rini’s account of 
“bent testimony” provides a useful basis for understanding the influence that search 
engine algorithms have over our beliefs. The testimony of these algorithms is bent 
because:

(1) We trust that search engine algorithms reliably order relevant and useful content 
at the top of a search results page. Consequently, we only engage with a few 
pieces of content, and therefore only encounter one or two unique claims per 
search. In so doing, we treat search engine algorithms as if they are “recommend‑
ing” the content featured at the top.

(2) Disputed norms exist about whether the recommendation of a piece of content 
counts as an assertion of its claims.

As such, statements of the form “Google told me X!” are more than just a turn 
of phrase. Because of the way in which we usually interact with search engine algo‑
rithms, it indeed seems as if these algorithms are making assertions and providing 
testimony—much like any other testifier. When we form beliefs based on the con‑
tent we engage with online, we do so at least partly on the basis of such testimony. 
However, importantly, this testimony is “bent”—search engine algorithms seem to 
provide us with testimony only when certain disputed norms are present in our inter‑
actions with them.

3  Bent Testimony Versus ‘Real’ Testimony

Throughout this paper, following Rini (2017), we have added the modifier “bent” to 
the well‑explored notion of testimony. At this point, it is important to briefly clarify 
this modifier’s purpose. In line with Rini’s use of the term, one might say that X pro‑
vides them with bent testimony when:
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(1) Within certain interactional contexts, and in particular, when there are disputed 
norms of communication, it is not clear whether X is providing testimony or not.

(2) Despite this, one acts as if X was providing us testimony, and acquires or alters 
beliefs on that basis.

Importantly, this does not entail that X is actually providing testimony, but sim‑
ply that, within certain contexts, we treat X as if it was a testifier. The primary over‑
lap between bent testimony and “real” testimony is that in both cases, we acquire or 
alter beliefs on the basis of the actions or assertions of another. There may be other 
conditions necessary for something to count as “real” testimony—and, in fact, there 
are several competing accounts in the epistemology of testimony about what these 
conditions might be. However, it is not necessary for the purposes of this paper to 
engage with these debates. This paper does not argue that search engine algorithms 
in fact provide us with testimony, only that in our usual interactions with search 
engines, we act as if they do.7

Treating search engine algorithms as providers of bent testimony has far‑reach‑
ing implications for how we ought to interact with search engines while acquiring 
beliefs online. Before discussing these implications, however, we will consider two 
possible objections about algorithmic bent testimony.

3.1  Retweeters Could Have Testified, but Algorithms Strictly Cannot

Consider, once again, Rini’s original account of the bent testimony of social media 
sharing. One might be confused about whether the specific act of sharing content 
counts as testimony, but it does not seem at all controversial to suggest that social 
media posts could contain testimony. Rini’s puzzle is motivated precisely by this 
tension between the ordinary testimony of social media posts that make direct asser‑
tions, and the bent testimony of social media sharing. It might not be immediately 
clear that such a tension exists when we talk about the bent testimony of search 
engine algorithms—since it might not be obvious that algorithms could have testi‑
fied. This might then be an important disanalogy between retweeting and googling. 
If we entirely rejected the notion that it is even in principle possible for algorithms 
to make assertions and provide testimony, it would be difficult to conceive how their 
testimony could be, in the case of content‑ordering, “bent.”

Testimony has often been considered to be strictly originating from human beings 
(Tollefsen, 2009). This is because, at least:

7 Some might prefer to avoid using a well‑explored term like “testimony”—with modifier or without—in 
favour of terms like “evidence” or “influence.” But, for this paper, it does not matter so much what we 
call it. We would only have to engage in these terminological discussions if we were arguing that search 
engine algorithms were, in fact, providing testimony (and, perhaps, not just “evidence”). Hopefully even 
those who prefer a more restricted use of “testimony” would agree that, in some cases, we might act as if 
someone (or something) was giving us testimony and acquire/alter beliefs on this basis, even if they, in 
fact, were not testifying. This concession is all we need for the arguments in the paper to proceed.
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(1) Testimony requires the testifier to sincerely believe the claims they are testifying 
about

(2) Testifiers intend to present evidence or make an assertion about a matter in dis‑
pute (Coady, 1992; Lackey, 2008; Pagin, 2016).

By comparison, even metaphorically, it seems inaccurate to suggest that search 
engine algorithms “believe” what they recommend and “intend” to provide testi‑
mony. It seems like humans alone can possess beliefs and intentions, and, as such, it 
is incorrect to talk about algorithms in comparable terms.

Certainly, this claim is not without controversy. Some have argued that animals 
can have beliefs (Bermúdez, 2007; Rescorla, 2009), as can groups such as compa‑
nies or governments (Tuomela, 1992). Similarly, a full discussion about whether 
algorithms can have beliefs and intentions, then, needs more careful arguments to be 
mounted on either side—but such a discussion may not be necessary for this paper. 
We suggest that neither belief nor intention is strictly necessary for testifiers to pro‑
vide testimony. Consider the following brief examples, both inspired by Jennifer 
Lackey8:

(1) A creationist teacher discusses the theory of evolution with her class, despite 
not believing the theory. Her students, unaware of what their teacher actually 
believes, come to believe the theory of evolution.

(2) Ashish is talking with some friends about climate change, and asserts,”The 
recent wildfires and hurricanes are all related to climate change – and it’s all 
our fault!”. Betty happens to be passing by and overhears this conversation. She 
comes to believe this claim—even though Ashish did not intend for her to hear 
his assertion.

In both cases, beliefs are being acquired on the basis of testimony—even if, in 
one case, the testifier didn’t believe the claim being testified, and in the other, they 
didn’t intend to provide testimony. It is then unclear why we should deny the pos‑
sibility of algorithmic testimony solely on the basis of them not having beliefs and 
intentions.

We have shown earlier how, from the point of view of users, the testimony from 
search engine algorithms looks and feels like ordinary testimony. One would need 
compelling and obvious reasons to demarcate this seeming testimony from “real” 
testimony. However, it is not clear that such reasons exist. As such, claims about the 
impossibility of algorithmic testimony appear to be overstated.

Moreover, several scholars have further developed the notion that there does 
not seem to be a principled reason to deny the possibility of algorithmic testimony. 
Many have gone further than we have here, to build positive accounts of how algo‑
rithms can be testifiers. Some, like Bruno Latour, wholly reject the idea that there 

8 Despite opening up the possibility for algorithmic testimony for this essay, Lackey seems to be among 
those scholars who believe only humans can testify (2008, p. 189). See Freiman and Miller (2020) for a 
more comprehensive engagement with her concerns about non‑human testimony.
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is any meaningful distinction at all to be drawn between the testimony of humans 
and non‑human artefacts (Latour, 2005, 2012). Other accounts preserve a distinction 
between human and algorithmic testimony but treat both forms as valid. Freiman 
and Miller (2020) provide a thorough overview of the various positions available to 
those seeking to defend algorithmic testimony. Nickel (2013) and Wheeler (2020), 
for instance, suggest that machines can assert only if they are capable of insincer‑
ity—of violating the epistemic norm that assertions should represent the truth. They 
discuss how machines can be designed to violate epistemic norms that we would 
normally apply to testifiers, and if so, we cannot but think of such machines as testi‑
fiers. As another example, Freiman and Miller (2020) develop an account of “quasi‑
testimony,”9 which features a similar notion of conformity to ordinary norms of tes‑
timony. On this account, machines can be said to be quasi‑testifiers if they satisfy 
two conditions: first, that they are designed to produce outputs that resemble testi‑
mony phenomenologically, and second, that their outputs conform either with epis‑
temic norms that they are parasitic on (as Nickel and Wheeler suggest), or to what 
would have been an epistemic norm of testimony in a similar context.10

Since, as suggested earlier, we are not arguing that search engine algorithms are 
in fact testifiers—it falls outside of the scope of this paper to fully engage with these 
various accounts of algorithmic testimony. We primarily wish to show that Rini’s 
original puzzle does not disappear entirely when we move away from retweeting, 
towards googling. For this purpose, it suffices to show, as we have done, that plau‑
sible defenses of algorithmic testimony have been mounted elsewhere, and that we 
do not have very good reasons to insist on a clear line separating human testimony 
from all other kinds of testimony. As such, it would be premature to rule out the pos‑
sibility of algorithms as providers of bent testimony simply based on the prima facie 
unintuitiveness of algorithmic testimony.

3.2  The Bent Testimony of Content‑Algorithms Does Not Sustain 
the Corresponding Beliefs Acquired by the Search User

Suppose that a trusted friend hands you a sealed, opaque box and tells you that it 
contains a beetle. If you accept his claim, for the moment, your belief that the box 
contains a beetle is sustained by your friend’s testimony. You then open the box, and 

9 Freiman and Miller (2020) are among those who believe that there is a meaningful distinction to be 
drawn between the testimony of humans and algorithms. Their use of the modifier “quasi” while dis‑
cussing algorithmic testimony is mainly to emphasize this distinction. Despite this, they believe that we 
might similarly acquire or alter beliefs on the basis of both ordinary testimony as well as “quasi” testi‑
mony.
10 Freiman and Miller suggest that when a machine’s output, by design, resembles human testimony 
(e.g., an automated announcement in a natural language on a loud speaker), the machine’s design‑
ers “count on its users to correctly decipher the meaning of the output and correctly assess its validity 
because they recognize the testimony‑like epistemic norms under which the output is produced” (p. 13). 
In turn, when users expect this machine output to conform to epistemic norms that would be in place for 
similar interactions (e.g., an announcement on a loud speaker made by a human), we are treating this 
machine as a “quasi‑testifier.” See Freiman and Miller (2020, pp. 11 – 14) for a more thorough discus‑
sion of quasi‑testimony.
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indeed, find a beetle inside. However, once the box is opened, the evidence from 
your own perception greatly diminishes your epistemic dependence on your friend’s 
testimony. Your belief that the box contains a beetle, then, is no longer sustained by 
testimony.

Now, suppose your friend instead gives you a sealed, transparent box and tells 
you that it contains a beetle. This time, you do not need to open the box to see the 
beetle inside. Although your friend still provides you with testimony, your belief that 
the box contains a beetle is, at best, only weakly—if at all—reliant on his testimony.

One might think that this latter case resembles a Google search. When we per‑
form a Google search, we receive a considerable amount of additional information 
about the content being featured, in addition to their position on the list of search 
results. Typically, we would be able to see the source of the website hosting this 
content, the date it was posted, and a brief preview of the content, among other 
things. These other pieces of information might help us decide which links to click 
on and which content to engage with, thereby influencing the beliefs we acquire 
while searching. As such, even if we accept the notion that Google’s algorithms 
are providers of bent testimony, it is unclear whether the beliefs we acquire while 
searching are reliant on this testimony.

There are certain clear cases where it is indeed the case that other factors—such 
as the reputation of the website hosting the content, or the perceived quality of the 
previewed content—are dominant factors in our decisions to select articles from a 
search result page. Suppose Betty was using Google to navigate to the Wikipedia 
page for the Paris Agreement—perhaps because she trusts Wikipedia to give her a 
quick and truthful introduction on the topic. Here, clearly, it would not matter which 
position Wikipedia occupies in her list of search results. In such cases, where we 
have strong opinions about which sources are trustworthy, the ordering of content 
by search algorithms might not play an important role. Moreover, another important 
disanalogy between googling and our vignette is that, in the former case, we are 
explicitly requesting for specific information to be provided to us, via our inputted 
search query. Thus, one potentially easy way to assess pieces of content—independ‑
ent of their position on the list of search results—is to evaluate the extent to which 
they are relevant and useful for answering our search query. If Betty searches for the 
Paris Agreement, and the first few results happen to contain guides for travelling to 
Paris, she would, correctly, disregard them.

However, we often consult Google about topics we might not know enough about 
to have prior opinions about which sources are trustworthy. And, sometimes—espe‑
cially when searching about hotly contested topics—we may encounter multiple 
pieces of content that contain conflicting assertions, but appear equally relevant to 
our inputted search string. In such cases, algorithmic bent testimony could play a 
larger role. Unless the links at the top of such searches are of obviously poor quality, 
or are hosted on websites known to contain conspiracy theories and inaccuracies, or 
are obviously irrelevant to our inputted search query, we would rely on algorithmic 
bent testimony to select pieces of content to engage with.

As such, although we do receive other potentially relevant pieces of information 
when we carry out a Google search (e.g. reputation of the source, quality of the pre‑
viewed content, etc.), such information may not always override the influence of the 
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search engine algorithms’ bent testimony. This epistemic relationship might be best 
captured by tweaking the analogy from earlier once again. Suppose you ask your 
friend to hand you a box containing a random insect. He then hands you a translu‑
cent box. You can make out a small, dark moving object that seems like an insect, 
but cannot make out what it exactly is. He then tells you that the box contains a 
beetle. If he had instead told you the box contained a butterfly, you might have disre‑
garded his testimony. However, since his testimony accords with what you expect to 
find inside the translucent box—i.e., a small, dark insect—you believe him. In this 
case, your belief that the box contains a beetle is not sustained purely based on his 
testimony, since you have some (albeit imperfect) ways of perceiving what the box 
contains. However, you are still epistemically reliant, in some way, on his testimony.

Similarly, it could be the case that other pieces of information influence which 
content we engage with (and which beliefs we acquire) when we search. However, in 
many cases, it does seem that the ordering of content in search results also plays an 
important role. The empirical results discussed earlier—which describe how many 
Google users only select a few links from the top of a results page (see, e.g., Pan 
et al., 2007; Joachims et al., 2007)—attest to this fact. We cannot so readily dismiss 
our reliance on the bent testimony of search engine algorithms.

4  Implications

Thus far, we have developed an account of how search engine algorithms provide us 
with a kind of bent testimony, and we have shown that this account can withstand 
at least a few immediate objections. In this final section, we turn to one remaining 
question: how might this account help us be more epistemically responsible for the 
beliefs we acquire while searching online?

We have shown how users only come to accept this bent testimony within a par‑
ticular interactional context: namely, when we treat algorithms as if they were rec‑
ommending the content ordered at the top and when we treat the recommendation 
of a piece of content as an assertion of its claims. The implications of our account 
derive directly from this previous discussion of context and norms.

Firstly, and most directly: should we deem this necessary, if we decrease our 
credence in the notion that the content ordered towards the top of a list of search 
results is any likelier to contain true claims than the content later in the queue, we 
would, in turn, decrease our reliance on the bent testimony of search engine algo‑
rithms. Accordingly, we might look further down the list of search results and pay 
closer attention to other factors—such as the reputation of the source website or the 
quality of the content preview—while deciding which content to engage with. We 
might also like to seek a “second opinion.” We might, for instance, consult another 
search engine, like DuckDuckGo, Yandex, or Bing, or alter our personal settings on 
Google—by changing our location or logging out of our account (or going “incog‑
nito”)—to obtain search results that are personalized for a different person.

These are all, of course, commonly proposed as “digital media‑literacy skills” 
we should all adopt while navigating the Internet. Various primers have been 
written about the skills necessary to search effectively online, and the strategies 
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necessary to ensure that larger sections of society acquire these skills (see, e.g., 
Nentwich & Konig, 2012; van Deursen & van Dijk, 2014). Even so, we provide 
a fresh reason to pursue these skills—for the sake of reducing our epistemic 
dependence on the bent testimony of search engine algorithms. Users are not, as 
is sometimes assumed, powerless, passive recipients of algorithmic recommen‑
dations from search engines. The ordering and filtering carried out by a search 
engine algorithm only amount to a “recommendation” under certain interactional 
contexts. And, importantly, we retain at least some control over these interactions. 
By adjusting our credence in our belief that search engine algorithms expose us 
to true claims, we might have better control over how we acquire beliefs online.

However, it seems infeasible to expect that everyone would be able or will‑
ing to adjust their personal search strategies and appropriately control their reli‑
ance on the bent testimony of search engine algorithms. It therefore serves to ask: 
how should we treat search engines (and the organizations that operate them), 
given that many of us acquire beliefs on the basis of the bent testimony of their 
algorithms?

On one view, search engines should be treated as neutral and should not be 
held responsible for the pieces of content their algorithms serve up. Google, 
for example, seems to think that this is the case—that search results are simply 
a “reflection of the content publicly available on the web” (Google Privacy & 
Terms, n.d.). We might better understand their position by thinking in terms of 
the disputed norm discussed earlier—about whether a recommendation of a piece 
of content counts as an endorsement of its claims. Those—like Google—defend‑
ing neutrality must necessarily say that recommendations are not endorsements, 
at least not in the case of search engine algorithms. But this would be in stark 
opposition to how most of us actually interact with these algorithms. When we 
accept their bent testimony, we do in fact see algorithms as endorsing the pieces 
of content ordered at the top. The norm adopted during most interactions with 
search engine algorithms seems to be opposite to the norm that defenders of neu‑
trality would have us adopt. This seems manifestly unreasonable.

Accordingly, since many of us continue to acquire beliefs on the basis of the 
bent testimony of search engine algorithms, we ought to treat search engines as 
testifiers. By adopting norms that are consistent with our ordinary interactions 
with its algorithms, we should insist that Google is not neutral, but rather an 
active participant in the process by which we acquire beliefs online. We should, 
then, expect them to behave as responsibly and sincerely as we would expect from 
any other testifier.

Having such expectations from Google is not just reasonable and consistent, 
but also normatively necessary. To see why, consider the two following illustra‑
tions of interactions with ordinary testifiers:

(1) Betty goes into a shopping mall, stops the first person she sees there, and asks 
him whether climate change is a real and immediate threat.

(2) Betty asks Ashish, her close and trusted friend, whether climate change is a real 
and immediate threat.

22   Page 14 of 19



“Google Told Me So!” On the Bent Testimony of Search Engine A… 

1 3

In (1), it would be unfeasible for Betty to check or confirm this stranger’s reli‑
ability as a source of testimony. She has not met this person before and is unlikely 
to seek his testimony again—so it would be difficult for her to assess his reliability, 
and unnecessary for her to try to do so. So, if Betty accepts his testimony, she does 
so on the basis of prima facie trust. This is not the case for (2). Since Ashish is her 
close friend, and it is possible that Betty might seek his testimony again, it would be 
both desirable and feasible for Betty to come to a reasoned assessment of Ashish’s 
trustworthiness.

In many ways, search engine algorithms as testifiers resemble the case in (2). 
Google has been, for the past decade, among the most visited websites in the 
world—with about 88 billion unique visits in 2020 (SimilarWeb, 2020). Google’s 
algorithms are consulted widely and often. However, these algorithms operate in the 
background of our experience while searching online. Seemingly oblivious to the 
work they are doing to bring content to us, we reflexively accept their bent testi‑
mony. In this way, it seems like we treat Google’s algorithms with the same prima 
facie trust that we would extend to the stranger in (1). Given how often we seek their 
testimony, and how much influence they have over our beliefs, this seems irrational.

This is especially so because, as several scholars have suggested, search engine 
algorithms may not always provide reliable testimony. Introna and Nissenbaum 
(2000) famously argued that search engines “systematically exclude (in some cases 
by design and in some, accidentally) certain sites and certain types of sites in favour 
of others, systematically giving prominence to some at the expense of others” (p. 
169). Since their early contribution, we have learnt a great deal about what these 
systematic exclusions look like. Safiya Noble, for example, provides a comprehen‑
sive account of the biases against marginalized groups (especially women of color) 
that are embedded in search engine algorithms. She discusses how, for instance, a 
search with the term “black girls” is more likely to return sexually explicit content 
as compared to a similar search for “white girls” (Noble, 2018). Other scholars have 
also provided evidence that search engines disproportionately promote paid content 
(and make it harder to distinguish sponsored listings from non‑sponsored ones), 
limit our exposure to points of view that differ from our own, and promote sensa‑
tionalizing content that is more likely to “generate clicks” (Diaz, 2008; Grimmel‑
mann, 2011; Vaidhyanathan, 2012; Verma et al., 2020). Furthermore, we know that 
many contemporary organizations devote considerable time and resources to “search 
engine optimization”—to manipulate their website designs such that they might fea‑
ture higher up on Google’s search results. All this suggests that our prima facie trust 
that search engine algorithms reliably bring forward true and relevant content may 
be unwarranted. Multiple, well‑resourced studies have shown us how search engine 
algorithms get things wrong, systematically and often, and as such, the reliability of 
their algorithms as a source of testimony seems to be an open question.

It is often said that it is difficult for users to assess exactly how reliable or unreli‑
able search engine algorithms are (Miller & Record, 2013; Pasquale, 2015). These 
algorithms are often kept secret, and even when they are not, one would need deep 
technical expertise to understand precisely how they work. The average user of 
Google cannot be expected to come to a full understanding of the inner workings 
of search engine algorithms, to determine whether or not their testimony is reliable.
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While true, this is beside the point. We frequently make assessments about the 
reliability of other people’s testimony, even when we cannot fully understand the 
inner workings of their mind. For instance, if someone gave us testimony that we 
later found to be false, or if we learned that their testimony is biased—we would 
at least update our beliefs about their reliability, and we may be suspicious about 
accepting their testimony again in the future. Google seems to be immune to such 
suspicions. When Google gives us an inaccurate answer, we would just seek tes‑
timony from them again, perhaps this time with different search input. When evi‑
dence about embedded biases in Google’s search algorithms comes to light, we all 
but ignore it. It is this double standard, in particular, that needs to be remedied.

This paper will stop short of making specific and detailed policy or legal rec‑
ommendations about how we ought to treat search engines. In part, this is because 
social and computer scientists still have much to tell us about how exactly search 
engine algorithms are designed and how we interact with them. Even so, we would 
suggest that such recommendations might derive directly from the normative and 
legal expectations we have from ordinary testifiers. To illustrate, if we think that a 
particular testifier is consulted widely and often, we might want to alert them to any 
errors we find and help improve their reliability. For Google, this might entail allow‑
ing users to give feedback and suggestions when they find the content at the top 
of a search result to be untrustworthy or inaccurate. For widely consulted testifiers, 
we might also want to invest time and resources towards improving our understand‑
ing of how and why they get things wrong. If so, we would want to better support 
the various scholars and activists working to uncover the biases embedded in search 
engine algorithms, and those working to develop policy and technical interventions 
that mitigate these biases and their social consequences.

In sum, the implications of our view are underpinned by two general ideas. First, 
understanding how exactly the testimony of search engine algorithms is bent can 
help us control the influence that this algorithmic testimony might have on our 
beliefs. Rejecting this bent testimony, if we deem that necessary, entails rejecting 
the notion that search engine algorithms bring to fore content that is more likely 
to contain true claims. Second, and perhaps more importantly, we should treat the 
bent testimony of Google’s algorithms like we would the testimony of anyone else—
especially when it comes to handling new evidence that bears on our appraisal of 
how reliable these algorithms are as testifiers.

5  Conclusion

We have argued here that search engine algorithms provide us with a kind of testi‑
mony when they bring to fore some pieces of content for us to engage with and push 
behind others. This testimony is “bent,” because:

(1) We treat these algorithms as if they are recommending to us the content that they 
feature at the top of a search results list, trusting that this content is more likely 
to contain true claims.
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(2) There are disputed norms of communication about whether the recommendation 
of a piece of content counts as an assertion of its claims.

An understanding of this mechanism of bent testimony shows us how to control 
our reliance on it, if we so desired. Decreasing our reliance on this bent testimony 
entails decreasing our credence in the belief that the content ordered at the top of a 
search engine is any likelier to contain true claims. Further, we have argued that we 
ought to treat search engines as if they were testifiers. By having comparable expec‑
tations between search engines and ordinary testifiers, we would be able to pursue 
policy and legal interventions that befit the outsized role that these search engines 
seem to play when we acquire beliefs online.

Finally, although we restricted our discussion to the content‑curation algorithms 
used in search engines, they are far more ubiquitous. Similar algorithms operate in 
the background of our experiences almost throughout the Internet—on entertain‑
ment platforms (such as YouTube or Netflix), shopping platforms (like Amazon or 
Book Depository), and social media platforms (like Facebook or Twitter). When we 
acquire or alter beliefs by engaging with content on these platforms, these beliefs 
might be similarly reliant on the bent testimony of the algorithms that bring that 
content to us. We think it is possible to extend our account here to other types of 
content‑curation algorithms as well. For this reason, we hope that future research‑
ers will embark on pursuing such an extension, and in turn, develop a more general 
account of the testimony provided by algorithms that curate and order content.
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