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Abstract
With automation of routine decisions coupled with more intricate and complex 
information architecture operating this automation, concerns are increasing about 
the trustworthiness of these systems. These concerns are exacerbated by a class of 
artificial intelligence (AI) that uses deep learning (DL), an algorithmic system of 
deep neural networks, which on the whole remain opaque or hidden from human 
comprehension. This situation is commonly referred to as the black box problem 
in AI. Without understanding how AI reaches its conclusions, it is an open ques-
tion to what extent we can trust these systems. The question of trust becomes more 
urgent as we delegate more and more decision-making to and increasingly rely on 
AI to safeguard significant human goods, such as security, healthcare, and safety. 
Models that “open the black box” by making the non-linear and complex decision 
process understandable by human observers are promising solutions to the black box 
problem in AI but are limited, at least in their current state, in their ability to make 
these processes less opaque to most observers. A philosophical analysis of trust will 
show why transparency is a necessary condition for trust and eventually for judging 
AI to be trustworthy. A more fruitful route for establishing trust in AI is to acknowl-
edge that AI is situated within a socio-technical system that mediates trust, and by 
increasing the trustworthiness of these systems, we thereby increase trust in AI.

Keywords  Artificial intelligence · Deep learning · Black box · Transparency · Trust · 
Trustworthiness

e-Trust, or trust in the context of digital environments or between humans and arti-
ficial agents, has gained considerable attention over the last few decades (Taddeo 
& Floridi, 2011). Questions about essential features of e-trust, its relation to stand-
ard notions of trust, and the extent to which trust in technology, whether considered 
as autonomous agents or artifacts, continue to be salient, especially as technology 
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becomes more ubiquitous in everyday life and gains considerable power and 
sophistication.

With increasing automation of routine decisions coupled with more intricate and 
complex information architecture operating this automation, concerns are increas-
ing about the trustworthiness of these systems. Indeed, some scholars even have 
argued that the growing dependence on these systems gives rise to “the threat of 
algocracy—a situation in which algorithm-based systems structure and constrain 
the opportunities for human participation in, and comprehension of, public deci-
sion-making” (Danaher, 2016, 246). These concerns are exacerbated by a class of 
artificial intelligence (AI) that uses deep learning (DL), an algorithmic system of 
deep neural networks, which on the whole remain opaque or hidden from human 
comprehension.1

This situation is commonly referred to as the black box problem in AI. Observ-
ers can witness the inputs and outputs of these complex and non-linear processes 
but not the inner workings. How AI reaches its conclusion is opaque or hidden from 
view. Without understanding how AI reaches its conclusions, it is an open ques-
tion to what extent we can trust these systems. The question of trust becomes more 
urgent as we delegate more and more decision-making to and increasingly rely on 
AI to safeguard significant human goods, such as security, healthcare, and safety.

Technical solutions are being pursued to this problem by developing models that 
“open the black box” by making the non-linear and complex decision process under-
standable by human observers. This class of models, referred to as explainable artifi-
cial intelligence or XAI, are promising solutions to the black box problem in AI but 
are limited, at least in their current state, in their ability to make these processes less 
opaque to most observers.

Questions about why trust is more valuable than reliability also are important 
to consider in the context of AI and other technologies. No doubt that the appeal 
of AI is that it promises to be more reliable than humans in carrying out complex 
operations. Already we have witnessed that by using DL techniques, scientists can 
develop computer programs, such as AlphaGo, that are superior to human counter-
parts. But from an ethical perspective, there are important distinctions between trust 
and reliability we should heed when thinking about implementation of AI in cases 
where something of moral significance is at stake.

A philosophical analysis of trust will show why transparency is a necessary 
condition for trust and eventually for judging AI to be trustworthy. In a moral con-
text, how and why something is carried out is as important as reliability. Given this 
account, the inscrutability of AI explains why many do not trust these technologies. 
As noted, XAI offers a promising avenue for making AI more transparent and there-
fore trustworthy, but it has limitations in terms of its applicability. A more fruitful 
route for establishing trust in AI is to reject the binary distinction between humans 
and technology and acknowledge the mediating role that technology plays in human 
life and that it is interwoven in our lives (Kiran & Verbeek, 2010). In other words, 

1  Opacity and the black box problem are not exclusive to DL as other forms of machine learning also can 
be opaque. Because DL is paradigmatic of the black box problem, it is the focus of this paper.
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AI is situated within a socio-technical system that mediates trust, and by increasing 
the trustworthiness of these systems, we thereby increase trust in AI.

1 � Trustworthiness and Transparency

There are at least two related senses in which we think or speak about trustworthi-
ness. In the first sense, we talk about trustworthiness when an individual is deliber-
ating whether to trust another or not. In these cases, one is making judgments about 
whether another person is trustworthy in the sense of able-to-be-trusted. The trus-
tee’s motivational states, interests, character, past performance, competency, and 
other personal characteristics all factor into the trustor’s judgments. Trustworthiness 
in this sense is the judgment that to trust in a person is fitting or appropriate given 
the circumstances. We also talk about trustworthiness in the sense of the trustee’s 
responsiveness to the trust placed in her. That one has been entrusted provides the 
trustee with reasons or motivations to be responsive in the appropriate way. In these 
cases, the trustee is making herself trustworthy in the sense of being in some way 
responsive to trust (Pettit,  1995; Hardin, 2004; Jones, 2012). Trustworthiness there-
fore can either be judgments about the conditions under which one places trust in 
another or one’s being responsive in a certain way to having been entrusted with 
something.

Though the two accounts are related in that a trustor might consider whether a 
trustee would have reasons or motivations to be responsive to the trust placed in 
her in judging whether she is trustworthy, trustworthiness as a judgment about the 
fittingness of trust is temporally if not logically prior to trustworthiness as a respon-
siveness to trust. Trust typically is thought to be relational where A trusts B to do 
X (Flores & Solomon, 1998). Entering into such a relationship usually entails that 
one makes some judgment or otherwise determines the trustworthiness of another in 
the sense that one is justified or confident in placing trust. In this important way, A 
trusts B to X means that A has some judgment about B’s trustworthiness or likeli-
hood of making good on X. Trust in this sense requires the judgment that B is capa-
ble, disposed, and committed to acting in A’s behalf in doing X. Such a judgment 
requires a well-grounded belief about B’s ability and willingness to do X. In other 
words, A has good reasons to believe that B will do X.

What counts as good reasons for trusting is a matter of considerable debate, but 
at the very least that B is capable or competent to do X is necessary for A to trust 
B (Baier, 1986; Jones, 1996, 2012; Simpson, 2012). Those in whom we place trust 
usually are up to the task. Of course, there might be times in which one places trust 
in another with little knowledge of the trustee’s competence, but these cases typi-
cally are either the first stage of an iterative process to gather information about the 
person’s competence or as a means to induce the kind of responsiveness associated 
with the second sense of trustworthiness (Pettit, 1995). In typical cases however, A’s 
judgment about B’s trustworthiness involves some judgment about B’s competence. 
In other words, B is deemed to be reliable in doing or achieving X. At minimum 
then, trustworthiness as the fittingness of trust can be understood as:
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(1) A trusts B to do X only if A judges B to be trustworthy where trustwor-
thy means that A has good reason to believe that B is competent in doing X.

Many cases of reliance might also satisfy the conditions in (1) to the extent 
that one has good evidence of another’s competence in doing X without necessar-
ily trusting them. Everyday transactions with others, especially with those about 
whom we know very little, can be cases of reliance rather than trust. The barista 
at a local coffee shop is competent in fulfilling orders accurately and quickly. The 
barista certainly is competent in carrying out these duties, but what would justify 
the claim that one trusts the barista rather than simply relies on her? At the very 
least, with respect to their competence in fulfilling drink orders, trust in one’s 
barista is indistinguishable from reliance.

Our relationship with technology often is one of reliance rather than trust. We 
rely on computer and digital technology to procure many goods and services: 
banking, transportation, healthcare, and, to an increasing degree, even education. 
Yet many people report a lack of trust in these technologies and the companies 
that manage and produce them. According to the 2020 Edelman Trust Barometer, 
trust in technology has declined in 21 of 26 markets surveyed; trust of AI was 
reported by less than 50% of respondents in the USA, Canada, the UK, Germany, 
France, and Ireland; and only 44% of respondents globally believe that the use of 
AI will have a positive impact (Edelman Trust Barometer, 2020). Yet the use of 
technology and AI continues to rise.

To make the distinction between reliance and trust clearer, several theorists 
of trust argue that trust, unlike reliance, involves vulnerability on the part of the 
trustor and so requires that the trustee be aware of and responsive to the trus-
tor’s interest or wellbeing (Baier, 1986; Hardin, 2004). We expect that the trustee 
will not take advantage of our vulnerability even if the opportunity should arise. 
Responses to violations of trust typically entail feelings of betrayal, not just dis-
appointment, because the trustee not only has failed to be competent but also has 
failed to consider, honor, or respect the trustor’s interests or goods (Baier, 1986).

The definition of trustworthiness in (1), therefore, is insufficient. Because 
trust requires some acknowledgment or consideration of the goods or interests of 
another, judgments about another’s trustworthiness need to include these factors. 
Trustworthiness as the fitting of trust can be revised as:

(2) A trusts B to do X only if A judges B to be trustworthy where trustwor-
thy means that A has good reason to believe that B is competent in doing X 
and that B would act in A’s behalf.

Acting in one’s behalf means that one is acting in another’s interest or for their 
good. In the context of trust, it means that one will not betray another should the 
occasion arise. That trust involves investment in another’s interests or goods, and 
prohibitions against betrayal suggest that trust is also different from reliance in 
that it is a moral concept. Trust is a relationship of reciprocal duties, obligations, 
and expectations, and so feelings of betrayal or outrage are apt should trust be 
violated (von Eschenbach 2019).
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Because trust is a moral relationship that takes into account interests and goods, 
acting in another’s behalf requires that one also act in ways consistent with these 
goods and interests. How and why B does X is just as important as that B does X. 
B can betray A not only in failing to do X but also if she does X in a way that is not 
felicitous to A’s interests or goods.

I entrust my broker with a sum of money to invest with the expectation that my 
broker will provide a reasonable return. I trust my broker with my money, judge her 
to be competent in producing returns on investments, and have reason to believe that 
my broker would act in my behalf by not betraying me in stealing my money. Sup-
pose also that I am strongly committed to sustainability and counteracting the effects 
of climate change. Were my broker knowingly to invest my money in fossil fuel 
companies or coal power plants that are at odds with my commitment to combating 
climate change, I might still be justified in feeling betrayed even if my broker makes 
good on providing a return on my investment, especially if my broker is aware of my 
commitments. Acting in another’s behalf, therefore, also entails that one act in ways 
consistent with, or at the very least not in opposition to, that person’s values and 
commitments and that these provide some reason or justification for one’s action.

For one to have good reason to believe that another would act in one’s behalf 
then requires some understanding or insight as to how and why the person would 
carry out that task. Another’s actions or intentions would have to be transparent for 
one to judge that person as trustworthy. Without knowing how another intends to 
or typically does carry out that which they are entrusted, one is unable to be sure of 
whether that person will act in one’s behalf and therefore is trustworthy.

The standard account of trust, where one is judged to be reliable and competent, 
is not sufficient for “moral” trust. We need the further requirement that actions are 
done in the right way (how) and for the right reasons (why). The procedures and 
principles one employs or follows in carrying out what one has been entrusted to 
do are as important as the reasons one has to do so. For trust to be fitting in a moral 
sense requires that the trustee follows norms and expectations in carrying out activi-
ties related to that which they have been entrusted to do. If one does so in a way that 
violates conceptions of justice or legality or even our deep commitments, we would 
not judge that person to be trustworthy and trust would not be fitting.

2 � Opacity of Deep Learning

Significant concerns have been raised in recent years about the moral hazards asso-
ciated with the increasing prevalence of algorithms and their use as a substitute for 
human judgment in decisions within the criminal justice system, consumer credit 
ratings, finance services, college admissions, and job applications, among others 
(Eubanks, 2018; O’Neill, 2020).Worse still, the use of algorithms seems to have a 
disproportionately adverse impact on the poor and marginalized in society due to 
implicit biases in these algorithms. Ethical concerns are exacerbated by the fact that 
often there is a lack of transparency into these algorithms and how they operate. 
Issues about by what standards we measure or assess the function of algorithms or 
how we govern their use become more acute (D’Agostino & Durante, 2018).
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The Correctional Offender Management Profiling for Alternative Sanctions, or 
COMPAS, is a commercial tool used by several courts and probation offices to pre-
dict recidivism of offenders seeking parole. A recent analysis by ProPublica deter-
mined that black defendants were much more likely to be incorrectly judged to be 
high risk for recidivism than white defendants, and white defendants were much 
more likely to be incorrectly judged to be low risk for recidivism than their black 
counterparts (Larson et al., 2016). The analysis also showed that “even when con-
trolling for prior crimes, future recidivism, age, and gender, black defendants were 
45 percent more likely to be assigned higher risk scores than white defendants” 
(Larson et al., 2016). Despite their relatively low level of criminality, female defend-
ants also were almost 20% more likely to receive a high-risk score than men (Larson 
et al., 2016).2

ProPublica’s analysis highlights one notable example of widespread use of an 
algorithm that is flawed because of systematic bias that often reflects existing social, 
racial, and economic inequities. The dearth of precise data in some instances can 
introduce bias into algorithms by forcing designers to develop proxies for the infor-
mation they are seeking. Algorithms used as alternatives to credit agency scores to 
assess loan applications have come under scrutiny because of the use of proxies, 
such as zip codes, which disproportionately discriminate against minority communi-
ties (O’Neill, 2020).

The use of algorithms itself is not objectionable especially when algorithms can 
be more accurate than human judgment. Moreover, that algorithms can exhibit bias 
does not differentiate them from human decisions or evaluations. What is objection-
able about the use of these algorithms in making decisions that significantly impact 
people’s lives, however, is that because of proprietary interests or confidentiality, 
algorithms lack transparency and so results are difficult, if not impossible, to dispute 
or appeal. The harms that they can potentially perpetrate often have no remedy, and 
those who suffer these harms consequently lack recourse to address them.

Transparency is an even bigger issue for DL networks that are becoming more 
prevalent in AI. Machine learning systems and deep learning networks can be 
opaque due to the absence of any mechanism to reproduce or explain decision-mak-
ing processes or “reasons” for reaching a decision given that “ex ante predictions 
and ex post assessments of the system’s operations alike will be difficult to formu-
late precisely” (Zerilli et al., 2019, 664). This “black box problem” in AI becomes 
especially worrisome when coupled with outcomes that are ethically problematic, 
such as biased algorithms or decision models. Without an adequate understanding 
of how decisions are reached using DL, the criteria for trustworthiness cannot be 
satisfied.

2  ProPublica’s analysis of COMPAS is useful for heuristic purposes but not without criticism. Subse-
quent analyses have raised questions about ProPublica’s conclusions regarding racial bias but uncovered 
other serious concerns that remain hidden due to a lack of transparency (Fisher et. al., 2019; Rudin et. al., 
2020). Other analysis has suggested that it is no more fair or accurate than human judgment (Dressel & 
Farid, 2018).
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Opacity in machine learning is a complex and nuanced phenomenon that may 
admit of variation depending upon particular stakeholders, their interests, and 
sophistication (Zednik, 2019). Systems can be opaque to the extent that epistemi-
cally relevant elements are unknown to an agent and so opacity might vary depend-
ing on the agent (Humphreys, 2009). Generally speaking, however, machine learn-
ing algorithms can be opaque in two senses: (1) the process or mechanism for 
how machine learning arrives at outputs from given inputs may be inaccessible or 
unknowable, and (2) inputs themselves may be unknown to programmer or observ-
ers. This opacity might be due to proprietary concerns, technical illiteracy, or the 
characteristics of machine learning (Burrell, 2016). The innate complexity and non-
linear functions stemming from the neural network architecture of DL and that it 
uses hundreds of billions, if not trillions, of parameters in carrying out its computa-
tion is what contributes to DL’s opacity in the last sense. This type of opacity dif-
fers from the opacity of simpler algorithms that are opaque due to proprietary con-
siderations or concerns about competition in that there is no easy way in which to 
make DL transparent. Companies can disclose their proprietary algorithms to other 
experts to make them transparent, but because of DL’s scale and complexity, it may 
never be transparent to anyone, not even to the expert.

Take for example the case of Deep Patient, in which researchers created a deep 
neural network to examine 12  years of electronic medical records from 700,000 
patients. Deep Patient proved to be better able to predict future disease and disabili-
ties, especially diabetes, schizophrenia, and cancer, using information such as previ-
ous diagnoses, medications, lab results, and procedures than simpler algorithms or 
human counterparts (Miotto et al., 2016). Because Deep Patient is opaque, however, 
researchers do not know how or why it comes to its diagnoses and therefore cannot 
learn from it nor explain to the patient exactly what causes or factors are contribut-
ing to their morbidity and how.

3 � Trust Issues

The opacity of “black box” AI systems and some algorithms poses significant chal-
lenges from an ethical perspective especially when considering questions of trust. It 
is clear that in many cases, such as Deep Patient, these systems can be more reliable, 
if not more competent, than human judgment. Because reliability is only one crite-
rion for trustworthiness, however, predictive power and competency alone are insuf-
ficient reasons to trust these systems.

As discussed previously, trust requires that we also appreciate or understand how 
something or someone will carry out the task at hand. Because these systems are 
opaque in precisely the sense that we cannot or do not know how the algorithm or 
neural network reaches its outcome, these systems fail to satisfy this important crite-
rion to be judged trustworthy. We might judge these systems to be reliable, but trust 
would not be fitting due to the absence of evidence that these systems would carry 
out these functions in a manner consistent with our goods or interests.

To return to a previous example, the use of algorithms might be reliable as a 
means for predicting recidivism in some specific cases, but without understanding 
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how the algorithm reaches its conclusion or ensuring that it is free from bias, it can-
not be trusted to execute its purpose of securing the aims of our criminal justice sys-
tem. Because equality and impartiality before the law are foundational principles of 
our justice system, we have an interest in ensuring that these goods are upheld and 
honored along with other aims. Without adequate evidence or transparency into the 
operations of the system, we cannot be assured that these algorithms are acting on 
our collective behalf.

This example is less concerning because eventually we were able to understand 
the algorithm and identify through further analysis that there was bias in the system. 
In a sense, the number of false positives and false negatives rendered the system 
less reliable as well as inadequate for upholding other values of our criminal justice 
system and so was seen as deficient even from a technical standpoint. The picture 
becomes much more complex, however, when we consider systems involving artifi-
cial intelligence and machine learning.

Because of their speed and sophistication, DL and AI systems are becoming 
increasingly more relied upon in carrying out complicated predictions across a num-
ber of domains, but as discussed, also much more difficult to understand without 
adequate transparency into how these systems work. Due to their increasing reli-
ability and accuracy, moreover, these systems are being employed to make decisions 
involving significant human goods and interests, such as national security, health-
care, transportation, finance, and information systems. The absence of transpar-
ency coupled with increased prevalence of DL present potential ethical dilemmas 
especially when the consequences of these outputs are significant, such as when AI 
predicts acts of foreign aggression, makes specious medical diagnoses, or causes 
driverless vehicle accidents (Bleicher, 2017; Guidotti et al., 2018). The inability to 
understand or explain why errors were made or how conclusions with significant 
consequences were reached presents considerable challenges and undermines one’s 
confidence, if not trust, in these systems.

With respect to trust, however, not all transparency is equal. Certainly, com-
parisons between DL’s neural networks and human brains can be made, and, in 
many ways, human cognition can be viewed as a black box as well (Burrell, 2016; 
Castelvecchi, 2016). Merely inspecting the inner workings of these devices and sys-
tems, however, might not be possible for practical reasons and falls short of the kind 
of transparency required for trust (Dahl, 2018). Just as full knowledge of the inner 
workings of brain functions of those in whom we have entrusted something of value 
in itself would not increase our trust or justify judgments of their trustworthiness, so 
too does full knowledge of decision-making processes of DL fall short of the trans-
parency required for trust.

In addition to assessing competency, when making judgments about another per-
son’s trustworthiness, we also seek to understand their reasons or motivations for 
carrying out the task for which we are entrusting that person. More specifically, we 
want to have reason to believe that these reasons or motivations take into account our 
goods and interests and will lead to actions consistent with them. When asking why 
or how this person will safeguard my interests, I am not asking for a description of 
the underlying physical mechanisms for arriving at an outcome, but the higher-level 
principles or motivations for undertaking relevant activities. I want good reasons to 
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believe that the person is trustworthy in the sense that she is competent in carrying 
out what she has been entrusted to do and will do so in my behalf. In the context of 
technology, what we are seeking then is interpretability, or the ability to understand 
why or how a decision was reached by AI, rather than mere transparency into the 
inner workings of the black box (Guidotti et al., 2018).

It should be noted that we are not seeking a full and comprehensive interpreta-
tion of the entire logic and workings of the system or model, what some call “global 
interpretability,” but rather reasons for the specific decision or outcome, or “local 
interpretability” (Guidotti et  al., 2018, 6). This is not unlike situations involving 
interaction between persons, such as a doctor-patient relationship. To earn the trust 
of the patient, for example, a doctor needs to demonstrate competency and that the 
patient’s best interests are reasons or motivations for medical decisions. The patient 
does not need to understand the entire biomedical basis for these decisions, such as 
disease pathology and treatment interdictions, which might require years of study 
and practice. Global interpretability is not necessary for trust so long as the decision 
is understood or interpreted to be competent and consistent with one’s goods and 
interests.

4 � Explainable AI

XAI refers to that class of models developed to address the black box problem in 
AI by making DL more transparent, interpretable, and explainable. XAI provides 
a simplified model to assist us in understanding AI’s decision-making processes, 
its strengths and weaknesses, and how it might behave in the future. With complex 
AI systems that use DL, XAI can provide post hoc interpretability, or a means to 
“approximate deep-learning black box models with simpler interpretable models 
that can be inspected to explain the black box models” (Rai, 2020, 138). These mod-
els are promising for helping to understand black box technologies because they can 
be constructed to interpret the black box both at the global and the local level. This 
can be achieved by developing interpretative models that approximate DL processes, 
such as linear approximations or decision trees, or by using post hoc interpretative 
methods, such as natural language explanations or functional models (Páez, 2019). 
The goals for each might differ in that some models seek to understand the decision, 
while others seek to understand the process or function of the system. An important 
question, however, is whether XAI gives us reasons to trust the system that is being 
modeled or what seems more likely, the model itself (Rai, 2020, 139). Answer-
ing this question in part will require further analysis of how XAI might render DL 
technologies more transparent and thus allow for interpretation or explanation of its 
function.

Some XAI models are transparent in the sense that they reveal the inner workings 
of the black box system. Other models seek to make the decision itself understand-
able to observers without necessarily providing an objective description or recon-
struction of the processes by which the decision has been reached. These two ways 
of differentiating between XAI correspond roughly to two different kinds of expla-
nations: explaining what versus explaining why (Páez, 2019; Zednik, 2019).
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Both types of explanations are important for rendering the black box more trans-
parent, but each will be relevant for different types of stakeholders: “operators seek 
to render a system transparent by asking what it does and by describing its ‘input’ 
and ‘output’ states, several other agents do so by asking why it does what it does and 
interpreting those states in terms of environmental features and regularities” (Zed-
nik, 2019). Whether we ask why or what AI is doing will depend on the kind of 
question for which we are seeking an answer. Because trust requires that we make 
some judgment about how and why someone will fulfill that for which one has been 
entrusted, why-explanations are the relevant class of explanations we should seek 
for making AI more transparent.

Though it is true that at the local level and for most decisions, understanding what 
the black box does is necessary for understanding why it does what it does, the latter 
is more relevant for judgments about its trustworthiness (Páez, 2019). Indeed, XAI 
does provide some models that can be used to understand why DL reaches a particu-
lar outcome but with limitations and caveats that ultimately having bearing on the 
question of trust. Heatmapping, whereby visual representation is used to emphasize 
features that contributed most to a particular classification, for example, can provide 
insights into how certain outputs were achieved without fully understanding every 
detail of the process. But this kind of modeling is useful for why-explanations when 
“the highlighted elements together look like some recognizable feature of the envi-
ronment” (Zednik, 2019, emphasis original).

With this type of XAI, one might come to some partial knowledge of the black 
box technology without understanding fully its inner workings: “a user’s understand-
ing of the key details can provide reasons for and against using the device without 
requiring that the inner procedures of the web device be totally transparent; instead, 
it is enough that certain key details are indicated by the web device and thereby 
understood by the user” (Dahl, 2018, 575). Two important questions, of course, are 
what is meant by a “key detail” and what are the criteria that give some details spe-
cial significance or consideration over others. One possibility is that understanding 
a “key detail” means that an individual understands just enough or only those parts 
necessary to understand why the technology operates within a defined context, but 
without understanding the whole. For example, I might understand enough about 
how automobiles operate to know that they will not function without a fuel supply 
(and so why I need to fill my gas tank when empty), but without having full knowl-
edge of how an internal combustion engine operates. In the context of information 
technology, this might mean that I have knowledge of why a device obtained its 
result (by pointing me to a reliable, known information source) without understand-
ing fully the computer code by which the system operates (Dahl, 2018, 576).

In effect, possessing understanding of “key details,” where “key detail” means 
those limited facts relevant to the task at hand, is to possess transparency, or rel-
evant knowledge of how that key detail factors into the process. Where XAI refers 
me to a known, reliable information source or a model, such as heatmapping, my 
trust lies with those sources and only extends to the technology by association. In 
cases of DL, however, where new knowledge is being generated through a com-
plex and opaque process, there may not be a trusted information source to appeal 
to in response to an inquiry. It is an open question to what extent and under what 
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conditions trust is transferrable, but more to the point, this model for obtaining rea-
sons to justify judgments of trustworthiness of technology would apply to DL in a 
limited number of cases.

We might also test black box technology through experience, whereby we develop 
a “a means of checking whether the web device’s outputs are correct, a means inde-
pendent of the web device itself, and independent of testimony from those who 
can inspect the inner procedures that produced the outputs” (Dahl, 2018, 584). In 
other words, by testing the technology and observing its outcome over time, we can 
come to have greater confidence in the technology’s ability to provide consistent 
and accurate outcomes, save for reasons or factors to the contrary. We can make 
some inductive generalizations about the technology’s performance, compare it to 
independent sources or processes with which we are familiar, and make functional 
generalizations (Dahl, 2018, 585; Páez, 2019, 454). An important question, how-
ever, is whether XAI gives us reasons to trust the system that is being modeled or 
what seems more likely, the model itself or black box technology without sufficient 
justification, especially where understanding why requires understanding how (Rai, 
2020, 139; Páez, 2019, 455).

Because XAI models that offer why-explanations can also be relatively com-
plex and difficult to interpret, especially in cases where we risk oversimplifying or 
misrepresenting that which is being represented, and because why-explanations are 
dependent to a large extent on how-explanations, they might be transparent only 
to a limited number of stakeholders. In cases where less technically savvy stake-
holders are seeking why-explanations that are akin to folk psychology and where 
these explanations are unavailable through XAI, these stakeholders would need 
to rely upon the expert testimony of others. Our trust of experts and their knowl-
edge through XAI of the processes by which the black box technology functions 
and acceptance of their judgment for the trustworthiness of the technology serve as 
reasons for our own judgments. Certainly, we often rely on the expert testimony of 
others in making decisions about complex matters, but strictly speaking, in these 
instances, our trust is placed in the expert. We lack any means of justifying our judg-
ment of trustworthiness independent of the expert’s testimony and so accept his or 
her judgment as a proxy for ours.

Similarly, we come to trust technology through social vetting. Social vetting is 
a scaled version of individual understanding and expert testimony whereby we rely 
on the collective expertise and judgment of others to determine the trustworthiness 
of the black box technology. In social vetting, a group, presumably of experts, tests 
a device through collecting their individual experience and judges the device to be 
trustworthy based on the evidence collected.

Social vetting is an effective means for assessing the experience and judgment of 
others, especially groups of experts, but in itself may not provide reasons for trusting 
the black box technology. At best, social vetting offers a substitute for our individual 
judgment but is effective only if we already have reasons to trust those whose judg-
ment we are substituting for our own. In fact, it is entirely consistent with social vet-
ting that one remains skeptical of the black box technology but nonetheless willing 
to consider accepting its results based on the recommendation of others. The reasons 
for so doing have little, if anything, to do with informed judgments about black box 
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technology but rest entirely with reasons for trusting one’s community of advisors 
and experts. Increasing public trust of experts and stewards of technology offers a 
compelling means to overcome the limitations of XAI and to provide reasons for 
trusting black box technologies.

5 � Trusting the Socio‑technical System for AI

For some, to ask whether we can trust technology is akin to making a category mis-
take because trust can occur only between people or moral agents (Pitt, 2010). Tech-
nology, to the contrary, should be seen only as artifacts, to which concepts of trust-
worthiness cannot apply (Nickel et al., 2010). To ask if one can trust AI, whether or 
not it involves black box technology, is the wrong question to ask, according to these 
views. Instead, we need to ask if we can trust the people who design, implement, 
and use these technologies.

Though trust is understood traditionally to be a moral concept that applies to per-
sons and governs interpersonal interactions, to conclude that trust cannot apply to 
AI because this class of artifacts are not persons is to oversimplify the case. For one 
thing, as these technologies become more sophisticated, the line between artifact 
and person becomes less clear to the point where we might consider them to be arti-
ficial agents worthy of moral consideration (Floridi & Sanders, 2004). But more to 
the point for the purposes of this discussion, we interact with AI in ethically signifi-
cant ways with increasing power, prevalence, and, ultimately, vulnerability.

For these reasons, we should not think only in binary terms of whether it is 
coherent to speak of trusting artifacts or whether trust is reserved for persons alone 
but acknowledge that these interactions occur within a complex and often diffuse 
context, what many have referred to as the socio-technical system. A socio-tech-
nical system sees technology as more than “a collection of devices intermediating 
between their designers on one hand and their users on the other” but is understood 
to be a hybrid between the technical and social (Nickel et al., 2010). Treating tech-
nology in this way not only is more faithful to the phenomenology of using technol-
ogy in everyday life but avoids the philosophical problems associated with attribut-
ing moral properties to artifacts and with limiting trust strictly to persons.

By extending the domain of inquiry to the social-technical system, the relevant 
ethical questions then become whether one can trust the socio-technical system of 
AI and black box technologies, and whether the constituent members of this sys-
tem are trustworthy. Admittedly, there will be numerous components to this system 
that would need to be considered, each of which would have different kinds of rela-
tionship with AI, just as there are different stakeholders with respect to its use. In 
addition to end users and the technical device itself, we should consider the design-
ers, programmers, “data subjects,” operators, “decision subjects,” and examiners, or 
those tasked with auditing and inspecting a system (Zednik, 2019). Each of these 
agents will have different roles to play and interests in AI, but what unifies the vari-
ous components and stakeholders is a shared conception of the purpose or goal of 
the system as a whole.
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To give a somewhat simplified example, DL systems used to diagnose and prog-
nosticate the presence and progression of disease, such as cancer, occur within a 
socio-technical system that includes the doctor, patient, technicians, hospital admin-
istrators, and health insurance companies, as well as AI designers, operators, and AI 
tools. Though each has a different role, level of understanding of AI, and potential 
for “opening” the black box, they have the common goal and interest in treating dis-
ease in the most efficient and effective manner possible. Trust with respect to tech-
nology, therefore, can only be understood in reference to the system as a whole, and 
each agent’s trustworthiness will be judged relative to the differences in roles, inter-
ests, and expertise. The patient, as the end user, will trust the doctor based on his 
judgment about her expertise, reliability, and whether she is acting in the patient’s 
behalf. With respect to the black box technology, the patient then would be willing 
to trust the judgment of the physician, who in turn trusts the judgment of the techni-
cian, who presumably can understand the why-explanations of XAI.

Thus, trust in AI requires what Durante calls a “web of trust” that “is founded on 
circular informational causality” oriented toward a shared goal or purpose (Durante, 
2010, 355). From the perspective of the user (i.e., patient), the physician in this case 
becomes the proximate interface to the entire socio-technical system, of which the 
black box technology is an essential but component part and may remain opaque to 
the patient. Trust in technology then is properly understood as a social phenomenon 
for these reasons rather than a relationship that holds between two agents or an agent 
and an artifact.

Conceiving the problem of trust of AI in terms of the socio-technical system 
also helps address two significant skeptical arguments. The first worry is that in 
requiring transparency for trust, we are holding black box technology to a differ-
ent standard than we hold agents to in interpersonal interactions. The transparency 
requirement amounts to “a double standard in which machine tools must be trans-
parent to a degree that is in some cases unattainable, in order to be considered 
transparent at all, while human decision-making can get by with reasons satisfy-
ing the comparatively undemanding standards of practical reason” (Zerilli et al., 
2019, 668). By focusing on standards for trust with respect to the socio-technical 
system, which includes humans and machines, concerns about whether the kinds 
of transparency required for technology differ from standards of practical reason 
and the extent to which humans remain opaque to themselves are less relevant. For 
most of us, our trust in AI will be mediated through our trust in the experts and 
their testimony about the trustworthiness of these technologies, and in these cases, 
the reasons for trusting AI will be articulated using familiar folk psychology terms 
and similar explanations (Zednik, 2019).

The second skeptical worry claims that efforts to make AI transparent are mis-
taken because such efforts confuse explaining the results of a decision with that 
entity or process for making the decision and that the explicability requirement is for 
the purpose of maintaining human control. Explanations are required only in cases 
where something moral is at stake. Decisions that require explanation, the argument 
concludes, therefore should not be made by AI (Robbins, 2019).

We might agree with the premises of this argument while rejecting its conclu-
sion by recognizing that the decision is the result of a socio-technical system. 
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The use of AI for low-risk decisions carries little, if any, moral hazard and so 
does not require explanations, but it does not follow that AI should not be used 
for high-stake decisions. If AI were to remain completely opaque and without 
explanation, then it would be problematic from a moral point of view to trust 
these decisions to AI. XAI promises to make these processes more transparent to 
some, but more to the point, by embedding the decision in a socio-technical sys-
tem, AI is only part of the decision-making process. If we are justified in trust-
ing the socio-technical system, of which AI is a part, then we can still use AI for 
high-stake decisions because AI is not the sole decision-maker.

6 � Conclusion

Trust requires that we have reason to believe both that AI is reliable and acting 
in our behalf, and so transparency into how AI operates and reaches its outcomes 
and predictions is needed in order for us to be able to judge AI to be trustwor-
thy. The black box problem associated with deep learning machines threatens to 
thwart our ability to make such judgments in spite of best efforts to model these 
systems either through XAI or other means. This is not to say that we would 
never be justified in accepting the authority or outcome of black box AI. Though 
AI remains opaque to many of us, we have seen that we can have good reasons 
to trust the experts and organizations who use these technologies in our behalf. 
We have seen how XAI can offer limited success in opening the black box and 
how this can justify trust in the socio-technical system in which this technology 
is embedded.

Because XAI alone is insufficient to justify trust of black box technology for most 
stakeholders, especially the less technically savvy end users, ethicists and practi-
tioners alike should shift their attention to ways in which the socio-technical system 
can increase trustworthiness. Making black box technology more transparent will 
remain an essential part of this process, but other avenues of inquiry, such as ethics-
based auditing of AI, also are critical to this project and should be explored further 
(Mökander & Floridi, 2021).

Black box AI should be recognized as being embedded in a larger context of 
institutional or organizational norms and standards that safeguard the interests and 
goods of those it serves. Rather than only seeking ways in which AI can be made 
trustworthy, companies and institutions that develop and use them and who have 
great control over the socio-technical system need to ensure that they themselves 
earn our trust. Because trust not only has the power to obligate but also provides 
motivation or reasons to make good on these obligations, then a very promising 
avenue to investigate would be the extent to which technology leaders and organi-
zations might wield trust, as one would wield power, to restore our faith in these 
technologies.
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