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ABSTRACT 

A depth-integrated model for simulating wave-induced longshore current was developed with unstructured grids. 

Effects of surface roller and horizontal mixing under combined waves and currents were incorporated in the numerical 

model. Recommended values of model coefficients were also proposed based on sensitivity analysis. Field observations 

and three series of laboratory measurements including two cases conducted on the plane beach and one implemented on the 

ideal inlet were employed to examine the predictive capability of this model. For the field case and laboratory cases 

conducted on the plane beach, numerical results were compared favorably with the measured data. For the case with an 

ideal inlet, simulated circulation pattern is supposed to be reasonable although some deviations between numerical results 

and measured data still can be detected. 
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1. Introduction 

Wave-induced longshore current is usually the major driving force for sediment transport and 

morphology change on sandy coasts, especially on condition that the long-term shoreline evolution is 

focused. For estimating shoreline evolution at the time scale of years or decades, a great many numerical 

models have been developed based on total longshore sediment transport across the surf zone (e.g. 

Dabees and Kamphuis, 1998; Murray and Aston, 2004; Artagan, 2006). However, most of these studies 

applied the one-line model assuming that longshore sediment transport rate is uniform across the surf 

zone and the beach profile parallels itself during shoreline erosion or accumulation. From an accurate 

simulation point of view, it is supposed to be preferable to include cross-shore distribution of longshore 

sediment transport in shoreline evolution models. It is evident that the distributed pattern of longshore 

sediment transport depends significantly on the cross-shore profile of longshore currents in the surf zone. 

Hence, a numerical model of wave-induced longshore currents should be developed as a prerequisite for 

evaluating the distributed longshore sediment transport rate. 

In the past few years, both depth-integrated (Sun et al., 2002; Cui et al., 2008; Nam et al., 2009; 

Baykal et al., 2014) and three-dimensional numerical models (Ding et al., 2006; Treffers, 2008; Zheng 

and Tang, 2009; Zheng et al., 2012) for investigating wave-induced currents have been developed. 

Obviously, high accuracy and vertical structure of longshore currents could be obtained from three- 
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dimensional models. Besides, physical processes are much clearer in fully three-dimensional simulation 

compared with depth-integrated models. However, in long-term simulation of longshore sediment 

transport and shoreline evolution involving longshore currents, three-dimensional models are actually 

time-consuming and impractical. Therefore, it motivates us to develop a depth-integrated numerical 

model of wave-induced longshore currents. Results of this work will be applied to investigate distributed 

longshore sediment transport and long-term shoreline evolution in the future. 

Basically, most of depth-integrated models of longshore currents were developed based on the 

concept of radiation stress proposed by Longuet-Higgins and Stewart (1962). Longuet-Higgins (1970) 

reported that both the bottom friction and the horizontal mixing were essential in evaluating longshore 

currents, which was also accepted and validated by many researchers. After that, Smith et al. (1993) and 

Kuriyama and Ozaki (1993) found that the peak value of longshore current velocity was always 

shoreward of the bar crest in the field which could not be predicted by traditional models. Following the 

concept of surface roller reported by Svendsen (1984a), Reniers and Battjes (1997), Goda (2006) and 

Zheng and Tang (2009) presented that significant shoreward shift of the peak value of longshore velocity 

could be obtained by incorporating effects of surface roller in their models. Additionally, Zhang et al. 

(2009) incorporate effects of surface roller in the prediction of undertow. More recently, Zheng et al. 

(2014) have demonstrated the importance of surface roller in modeling undertow and investigated the 

effects of roller slope systematically. Therefore, it is believed that effects of surface roller are essential 

in simulating wave-induced currents. 

In most of the depth-integrated models, the method of evaluating horizontal mixing terms and roller 

effects are different. Even though the same formula is employed, the value of the empirical coefficient 

involved is still equivocal. Expressions of the horizontal mixing term and the surface roller are needed to 

be further investigated. Moreover, most existing models of longshore currents are based on structured 

grids with very few exceptions such as that presented by Cui et al. (2011) with curvilinear meshes and 

Zhang et al. (2012) with quadtree grids. Coastlines and topography in the surf zone are usually irregular 

and complex in practice. Employing unstructured-grids would be a flexible way to describe the complex 

topography especially when engineering structures such as breakwaters and jetties are included in the 

simulated area. 

The major objectives of the present study are to develop a depth-integrated, unstructured-grid 

model of wave-induced longshore current including effects of surface roller and horizontal eddy 

viscosity and to examine the performance of this model with fixed model coefficients. Field observations, 

laboratory measurements conducted on a plane beach and the physical model implemented on an ideal 

inlet with jetties were employed to examine the predictive capability of this model. 

This paper is organized as follows. In the second section, governing equations and expressions for 

the radiation stress, effects of the surface roller, horizontal mixing terms and the bottom shear stress are 

described. In the third section, the kinetic energy of the surface roller and empirical coefficients in 

calculating wave-induced horizontal mixing are studied through sensitivity tests. The model is verified 

by laboratory observations and field data in the fourth part. Finally, some conclusions are presented. 
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2. Numerical Model 

2.1 Governing Equations 

In the present study, the depth-integrated model of longshore current is developed based on the 

unstructured-grid, finite-volume coastal ocean model FVCOM (Chen et al., 2003), in which the 

continuity equation and momentum equations are described as follows: 
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where,   means the water level; u  and v  are the velocity components in x  and y  direction, 

respectively; h  means the water depth; g  is the acceleration of gravity;   is the water density; 

xxS , xyS , yxS  and yyS  are components of depth-integrated radiation stress and these variables are 

calculated based on the linear wave theory: 
2( 0.5 cos )xxS E n n    ; (2a) 

2( 0.5 sin )yyS E n n    ; (2b) 

cos sinxy yxS S En    . (2c) 

In Eq. (2) E  means the wave energy which is calculated as: 

21

8
E gH , (3) 

where, H  is the wave height, and the root-mean-square wave height is used for random waves 

following Thorton and Guza (1986). n  is defined as: 
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in which, k  denotes the wave number and can be described as 2π /k L , where L  means the wave 

length and   is the wave direction. 

In Eq. (1), xxR , xyR , yxR  and yyR  denote components of the roller stress; bx  and by  are 

bottom stresses in x and y direction, respectively; cw  means the horizontal viscosity coefficient under 

combined waves and currents. Calculation of these variables will be discussed in detail in the following 

sections. 
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The finite volume method is employed to discretize Eq. (1) and the modified fourth-order Runge 

Kutta time-stepping scheme is applied in time integration (Chen et al., 2003). Detail information on 

numerical scheme can be referenced to Chen et al. (2003, 2007). 

2.2 Surface Roller 

The surface roller is the turbulent water volume with white foams generated in the front of wave 

crest after wave breaks. Svendsen (1984a, 1984b) demonstrated the concept of surface roller and 

introduced it in modeling wave setup and undertow. According to Svendsen (1984a), the effect of the 

surface roller on wave-induced nearshore circulation is indispensable because it is difficult to yield a 

proper description of the excess momentum flux adopting conventional wave theory in the surf zone. In 

momentum equations described above, contributions of the surface roller on the momentum flux are 

incorporated in the form of the roller stress. Following Tajima and Madsen (2006), components of the 

roller stress xxR , xyR , yxR , and yyR  can be evaluated from the kinetic energy of surface roller rE : 

2

r2 cosxxR E  ; (5a) 

r2 cos sinxy yxR R E    ; (5b) 
2

r2 sinyyR E  . (5c) 

In Svendsen’s (1984a) derivation, rE  is related to the area of the surface roller rA : 
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r

1

2 2

A A
E c c

L T

 
  , (6) 

in which, c means the wave celerity, and T is the wave period. It should be mentioned that the density of 

the surface roller equal to that of water is adopted in the derivation of Eq. (6). However, the surface roller 

is actually a mixture of air and water, and the density of surface roller r  should be smaller than that of 

water. Referring to Xie (2011),   is substituted by r  in Eq. (6) and rE  becomes 

r r
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
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Earlier researches (Duncan, 1981; Okayasu et al., 1986) related rA  to basic wave parameters. 

However, the creation of the roller at the breaking point and its area increasing by absorbing part of the 

wave energy cannot be described properly employing this method. Based on the conservation of energy, 

Dally and Brown (1995) proposed a relationship among the organized wave energy, the kinetic energy of 

the surface roller and an energy-dissipation term: 

w 2 r r r D
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, (8) 

where, Fw denotes the wave energy flux, and the overbar denotes time-averaging over one wave period, 

the second term on the left means the gradient of the kinetic energy of the surface roller, the right-hand 

term describes the dissipation of energy, the coefficient c  is expected to be of order 1.0, and D  is a 

dissipation coefficient related to the inclination angle of the surface roller. There are two main 

advantages using this energy-based formula. First, the evolution of the surface roller can be predicted in 

a proper way. Second, in order to evaluate rE  using Eq. (7), r r( )A  can be solved as a whole in Eq. (8) 
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to avoid choosing a reliable value of r . 

Under the assumption that energy dissipation of surface roller equals the sum of the kinetic energy 

of the surface roller, and the energy is transferred to roller, Tajima and Madsen (2006) further proposed a 

formula similar to Eq. (8). 

2 2 2r r1

8 2 2
r r r

g

A K A
gH c c c

T h T

 
             

n n . (9) 

The first term on the left represents the energy transferred to the surface roller from local waves, 

and   is the energy transform factor which should be in the range of 0.0 to 1.0. gc  means the wave 

group velocity, the vector (cos ,sin ) n . The second term on the left is identical to that in Eq. (8). 

The right-side term denotes the dissipation of energy, and the empirical coefficient rK  is related to the 

beach slope. Goda (2006) presented that rK  can be calculated as: 

r 0.375(0.3 2.4 )K s  , (10) 

where, s is the bottom slope, and should be 0 when 0s  . 

Both Eq. (8) and Eq. (9) simulate the evolution of the surface roller in the surf zone, although the 

former focuses on the conservation of energy in the whole water column (including the organized wave 

and the surface roller), and the latter concentrates on the energy balance only in the roller itself. There 

are also differences in the energy dissipation term, in Eq. (8) D  is related to the inclination angle of 

roller while in Eq. (9) rK  is evaluated according to the beach slope. Note that if 1   and c gh  

are applied, Eq. (9) is almost identical to Eq. (8). Both of the two methods are feasible under the 

condition that the empirical coefficient D  or   is well calibrated. In this study, considering that 

beach slope is a crucial factor in the energy dissipation of wave breaking, Eq. (9) is adopted in modeling 

the evolution of the surface roller. The governing equation is identical to that reported by Xie (2010, 

2011), although Xie (2010) solved rA  directly in Eq. (9), leading to the problem of determining the 

value of r . 

2.3 Horizontal Viscosity 

Following Longuet-Higgins (1970), the wave-induced horizontal viscosity term can be calculated 

as: 
0.5

w 0 ( )Nx gh  , (11) 

in which, N is a constant, and 0x  means the distance from the shoreline. w  denotes the horizontal 

viscosity caused by waves. Larson and Kraus (1991) proposed another empirical formula expressed as: 

w mu H  , (12) 

where,   is an empirical coefficient representing the lateral mixing strength, and mu  denotes the 

maximum orbital velocity of waves, which can be calculated as : 

m 2 cosh( )

gHT
u

L kh
 , (13) 
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Larson and Kraus (1991) reported that w  goes to zero in deep water, and Eq. (12) is suitable for 

barred beaches for the reason that w  is related to the wave height. In this paper Eq. (12) is employed to 

calculate the wave-induced horizontal viscosity coefficient.  

It should be noted that the horizontal mixing is affected both by waves and currents, therefore it is 

considered as a combination of current-induced and wave-induced value following van Rijn (2007): 
2 2

cw c w    . (14) 

The current-induced horizontal viscosity is calculated based on Smagorinsky (1963) by 
2 22
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, (15) 

in which, C  is a constant which is set as 0.25 referring to Chen et al. (1999), and A  means the area of 

the computational element.  

2.4 Bottom Shear Stress 

In this paper, the mean bed shear stress under combined waves and currents is determined 

according to Soulsby (1997) which is described as: 
3.2

w
m c

c w

1 1.2
 

 

  
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, (16) 

where, m  is the mean bed shear stress during a wave cycle, and c  and w  are the bed shear stress 

due to current alone and to wave alone, respectively. c  and w  can be calculated by 

2

c DC U  ; (17) 

2

w w m

1

2
f u  , (18) 

where DC  is the drag coefficient calculated as 2

D 00.40 / [1 ln( / )]C z h  ; U  denotes the depth- 

averaged current speed; 0z  means the bed roughness length which can be calculated from the roughness 

height as 0 / 30sz k . The wave friction factor wf  is expressed as 0.52

w m 01.39( / )f A z   according to 

Soulsby (1997). mA  means the semi-orbital excursion described as  m m / 2A u T  . Eq. (16) is an 

empirical formula which is developed based on a large data set under various wave and current 

conditions, and effects of the angle between waves and currents are not included in Eq. (16) 

considering that m  is the time-averaged shear stress during a wave cycle. 

3. Sensitivity Analysis 

In this section, effects of the roller transfer factor   in Eq. (9) and the empirical coefficient   

in Eq. (12) on wave-induced longshore current are investigated through sensitivity tests. Laboratory 

measurements of Experiment 4 reported by Visser (1991) are employed here as comparisons with the 

computed results. The experiment was carried out in a 34 m wide, 16.6 m long wave basin. The water 
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depth at the wave generator was 0.35 m, and the beach slope was 1/20. Regular waves were generated 

and the initial wave height was 0.078 m, the wave period was 1.02 s, and the initial wave direction was 

15.4° respective to the cross-shore direction.  

For driving the model, the measured wave heights are utilized in calculating radiation stress, so 

that calibration of   and   will not be affected by any deviations of the calculated wave heights. 

Additionally, the Snell’s law is adopted to estimate wave directions for the same reason. The measured 

wave height in the cross-shore direction is illustrated in Fig. 1 where x is the cross-shore coordinate 

originated at the shore and taken the positive offshore. 

In Visser’s (1991) experiment, a smooth concrete beach was constructed. Hence, in this study, a 

relatively small value of the roughness height ks = 0.001 m is adopted in evaluating the bed shear 

stress. Actually, Goda (2006) stated that the method of evaluating the bed shear stress had a far less 

influence on the prediction of the longshore current compared with effects of the horizontal viscosity 

and the surface roller. 

3.1 Effects of the Roller Transfer Factor 

The value of the roller transfer factor   in Eq. (9) has been investigated by some researchers so 

far. Tajima and Madsen (2006) suggested that 0.5  , nevertheless, Goda (2006) reported that 0.5 

should be the upper limit of  , and smaller value should be adopted under swell conditions. Xie (2010) 

reported that   should be in the range of 0.30.6 in simulating wave-induced currents. Different 

wave transformation models were employed by Tajima and Madsen (2006) and Goda (2006), which 

may lead to differences in  . To prevent the shortcomings of a wave model, Xie (2010) adopted 

measured wave heights in analyzing the effects of  , however, another tunable parameter r  was 

introduced in his model which increased the complexity. Actually, r r( )A  can be solved as a whole in 

Eq. (9) to avoid choosing a reliable value of r  as described in Section 2.2. 

In order to study the effect of  , 0.6   is adopted, and   is changed from 0.0 to 0.6. 

Simulated results compared with Visser’s (1991) measurements are illustrated in Fig. 1. 

 
Fig. 1. Influence of   when 0.6  . 

It is indicated that if the effects of the surface roller are ignored, that is, applying 0.0   in the 

simulation, the profile of the longshore currents cannot suit the measured data especially in the 

shoreward side of the breaking point. The maximal value of the longshore velocity increases, and the 
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position of the peak value moves shoreward as   increases. While using 0.6  , simulation results 

are evidently inappropriate in comparison with measured data. As shown in Fig. 1, the appropriate value 

of   should be 0.2. 

3.2 Effects of the Horizontal Mixing Coefficient 

Effects of the horizontal mixing are investigated by changing   from 0.4 to 1.0 while   is set to 

be 0.2. Simulated longshore currents compared with measured data are illustrated in Fig. 2. Profiles of 

the longshore currents are smoothed by large horizontal mixing especially on the seaward side of the 

breaking point. Large value of   leads to a small peak value of the longshore velocity, although the 

position of the maximal value is almost immovable while changing the value of  . 

 
Fig. 2. Influence of   when 0.2  . 

Discussions on   have been presented by a number of researchers. Range of 0.3 to 0.5 was 

recommended by Larson and Kraus (1991) both under laboratory conditions and in the field. Sun et al. 

(2002) applied that   = 0.85 in their simulation. Goda (2006) suggested that   should be in the range 

of 0.05 to 0.1 under laboratory conditions and 0.5 to 1.0 for field data. Zhang et al. (2013) employed   

= 0.5 in estimating wave-induced longshore currents. In this study, it is found that 0.6 appears to be the 

appropriate value of  . Actually, different values of   do not make remarkable differences on the 

profile of the longshore velocity as shown in Fig. 2. 

4. Model Validation 

Following the results of the sensitivity tests in the last section, empirical coefficients 0.2   

and 0.6   are appropriate in modeling wave-induced longshore currents. Further, it is essential to 

examine the predictive capability of this model under various conditions by adopting these values. In 

this section, comparisons are made between numerical results and observations from three sets of 

laboratory cases and one field case. Brief conditions of these measurements are listed in Table 1, where 

H  means the wave height at the wave generator for regular waves and the root-mean-square wave 

height for irregular waves, D  denotes the water depth at the wave generator for the laboratory case or 

offshore water depth for the field case, and T  is the average wave period or the peak period for regular 

waves or irregular waves, respectively. For the field case (Wu et al., 1985), the wave height and the 
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wave period in the deep water are presented in Table 1. Detail information will be described in the 

following sections. 

In the following numerical simulations, the roller transfer factor   and the viscosity coefficient 

  are taken as 0.2 and 0.6, respectively. For laboratory cases, the roughness height ks = 0.001 m is used 

as in Section 3. For the field case, no information on sediment properties was presented by Wu et al. 

(1985), thus, sk  is specified to be a relatively large value 0.05 m approximately. 

Table 1                      General information of measured data 

Literature Data type 
Case 

number 
Wave type H  

(m) 
D  

(m) 
T  
(s) 

Slope

Hamilton and Ebersole (2001) Laboratory Test 6N Regular 0.182 0.67 2.5 0.033

Hamilton and Ebersole (2001) Laboratory Test 8E Irregular 0.159 0.67 2.5 0.033

Seabergh et al. (2005) Laboratory  Regular 0.04 0.33 1.56 0.016

Wu et al. (1985) Field Feb. 4, 1980 Irregular 0.52 9.25 14.2 0.041

For driving the longshore current model, the numerical model SWAN (Booij et al., 1999) based on 

the wave action balanced equation is used to provide wave fields. It should be addressed that the 

wave-current interaction plays an essential role on nearshore circulations. Hence, in this study coupling 

between the wave model and the flow model is employed as the following steps: (1) wave fields are 

computed by SWAN; (2) then the output from SWAN such as wave heights wave directionsand wave 

length are employed to calculate the radiation stresses and further wave-induced hydrodynamics in the 

flow model; (3) after that, currents and the water level simulated by the flow model are transmitted to 

SWAN; (4) the former two steps are repeated again, and the final current fields are obtained. 

4.1 Laboratory Measurements Presented by Hamilton and Ebersole (2001) 

Several series of laboratory experiments on wave-induced longshore currents were carried out by 

Hamilton and Ebersole (2001) at the U.S. Army Engineer Research and Development Center. The wave 

basin was 30 m wide and 50 m long, and the water depth was 0.667 m at the wave generator. Regular 

and irregular waves were generated in Test 6N and Test 8E, respectively. Incident wave conditions are 

summarized in Table 1. External circulation system was constructed, and high degree of longshore 

uniformity was obtained in their observations. Wave heights and the longshore velocity were measured 

along the cross-shore direction. 

Fig. 3 illustrates simulated wave heights and longshore currents along with the measured data of 

Test 6N. x is the cross-shore coordinate originated at the shore and taken the positive offshore. As shown 

in Fig. 3a, the predicted wave height at the breaking point is slightly underestimated by the wave 

model SWAN, however, the position where wave breaks is well captured. In Fig. 3b, calculations of 

longshore currents agree well with the measurements by applying recommended empirical coefficients 

described above. 

Computed wave heights and longshore currents in comparison with measured data of Test 8E are 

presented in Fig. 4. Results of SWAN agree fairly well with the measured wave heights in Fig. 4a 

where the root-mean-sqare wave heights are presented. However, underestimation of the longshore 

velocity can be detected at the position where the measured longshore velocity reaches its maximum. 
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The simulated profile of the longshore current is supposed to be smoother than the measurements of Test 

8E. It can be interpreted that effects of the horizontal mixing is somehow larger in our simulation for the 

irregular waves. Thornton and Guza (1986) pointed out that effects of the horizontal mixing could be 

neglected in numerical models for random waves. Additionally, the radiation stress is calculated by the 

root-mean-square wave for the random wave case which may be one of the main reasons for the 

differences between numerical results and the measurements. By comparing the profile of the measured 

wave height between Fig. 3a and Fig. 4a, the gradient of the wave height in Fig. 3a near the breaking 

point is significant. In contrast, the breaking point is inconspicuous as shown in Fig. 4a, indicating a 

small gradient of the radiation stress which may lead to a much smoother profile of the longshore 

velocity. 

      
Fig. 3. Numerical results in comparison with measured data      Fig. 4. Numerical results in comparison with measured data 

of Test 6N: (a) wave height; (b) longshore velocity.             of Test 8E: (a) wave height, (b) longshore velocity. 

4.2 Laboratory Observations on An Ideal Inlet Presented by Seabergh et al. (2005) 

Coastal inlets on sandy coasts are often controlled by jetties for maintaining navigation. 

Longshore current interrupted by jetties lead to complex circulation pattern in the vicinity of the inlet 

which is the major driving force of the sediment transport and further erosion or accumulation of 

shoreline. In this section, the performance of our wave-induced current model on an ideal inlet will be 

examined. Additionally, one of the major objectives of this paper is to develop a numerical model with 

unstructured grids which makes the model more effective and convenient to handle irregular coastal 

geometry. In this simulation, computational grids will be refined around the inlet channel. 

Laboratory experiments on the hydrodynamics in the vicinity of the inlet channel were carried out 

by Seabergh et al. (2005). The sketch of the bathymetry is illustrated in Fig. 5. Detail measurements on 

waves and currents were made, and these valuable data will be employed to test the reliability of our 

model. 

During the experiment, regular waves were generated on the west boundary with an incident angle 

of 20° relative to the cross-shore direction. Incident wave conditions are presented in Table 1. Both 

reflecting and absorbing jetties were adopted in the experiment, while in the numerical model the jetty 

was treated as an absorbing structure. Hence, numerical results will be compared with the 

measurements for the case with absorbing jetties. Computational grids in the vicinity of jetties are 

shown in Fig. 6. 
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Fig. 5. Sketch of the bathymetry presented by Seabergh et al. (2005).   Fig. 6. Computational grids in the vicinity of jetties.  

Locations of a part of wave gauges are presented in Fig. 7. For further details on the experiment, 

see Seabergh et al. (2005) and Zheng et al. (2011). Simulated wave heights along transect T1T4 in 

comparison with the measured data are illustrated in Fig. 8. Numerical results of SWAN agree 

acceptable well with the observations.  

 

 

 

 

Fig. 7. Locations of wave gauges transect lines T1T4. 

 

 
Fig. 8. Computed and measured wave heights along (a) Transect T1, (b) Transect T2, (c) Transect T3, and (d) Transect T4. 
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Simulated wave-induced circulations near the jetties are shown in Fig. 9. Longshore currents from 

south to north are interrupted by jetties, and clockwise vortex appears in the sheltered region of the 

northern jetty. A comparison between computed results and the measured velocity is shown in Fig. 10. 

Numerical results compare reasonably well with the measurements, although some deviations still can 

be detected. Simulated circulation pattern is supposed to be reasonable by utilizing the computational 

coefficients presented above. 

           
Fig. 9. Numerical circulation pattern in the vicinity of jetties.      Fig. 10. Simulated velocity (thin dash arrows) compared 

                                                              with the measured data (coarse solid arrows). 

4.3 Field Measurements Presented by Wu et al. (1985) 

Field measurements on longshore currents were carried out by Wu et al. (1985) at Leadbetter 

Beach, California. Cross-shore distributed wave conditions and longshore velocity were measured 

during February 26, 1980. In this study, measurements on Feb. 4 were used for validation of the model, 

and monochromatic and unidirectional waves were obtained in this case. The sketch of bathymetry is 

shown in Fig. 11, and the bottom contours are almost parallel to the shoreline. Offshore wave conditions 

are listed in Table 1. The incident wave angle is 19.1° relative to the cross-shore direction.  

Comparisons between simulated results and the measured data are presented in Fig. 12 in which y 

is the cross-shore coordinate originated at the shore and taken the positive offshore.  

        
Fig. 11. Contours at the Leadbetter Beach.          Fig. 12. Numerical results in comparison of measured data: 

                                                            (a) wave height; (b) longshore velocity. 

As shown in Fig. 12a, computed wave heights agree reasonably well with the measurements. In 
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Fig. 12b, the shape of the cross-shore distribution of the longshore current is more or less in accordance 

with the measured data, although overestimations can be detected at the most shoreward gauges. Small 

differences between computed wave heights and the measured data at the most shoreward wave gauges 

are responsible for the overestimation of the longshore velocity. The wave model fails to simulate the 

regeneration of the wave height at the two most shoreward gauges which results in a larger gradient of 

the radiation stresses in the numerical model and further an overestimation of longshore velocity. With 

the complex condition in the field, numerical results of the longshore velocity are still supposed to be 

acceptable. 

5. Conclusions 

A depth-integrated numerical model for simulating wave-induced longshore currents has been 

developed with unstructured grids. Effects of the horizontal mixing under waves and currents have been 

included. A modified equation based on Tajima and Madsen (2006) has also been introduced to describe 

the transformation of the surface roller.  

Sensitivity tests have been made in order to study effects of the surface roller and the horizontal 

mixing. According to the results of numerical experiments, the horizontal mixing plays an important role 

in smoothing the profile of longshore currents while the surface roller can significantly shift longshore 

currents shoreward, and enhance the peak value of the longshore velocity. Empirical coefficients 

0.2   in Eq. (9) and 0.6   in Eq. (12) are recommended in the simulation of wave-induced 

longshore currents. 

In order to examine the performance of this model, three sets of laboratory measurements and one 

set of field observation data have been employed as comparisons while applying recommended value of 

computational coefficients. Simulated results show generally good agreements with measured data, 

although small differences do exist. The presented model will be utilized to calculate the longshore 

sediment transport and shoreline evolution in the future.  
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