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Abstract

We exhaustively classify the Lie reductions of the real dispersionless Nizhnik equation
to partial differential equations in two independent variables and to ordinary differ-
ential equations. Lie and point symmetries of reduced equations are comprehensively
studied, including the analysis of which of them correspond to hidden symmetries of
the original equation. If necessary, associated Lie reductions of a nonlinear Lax repre-
sentation of the dispersionless Nizhnik equation are carried out as well. As aresult, we
construct wide families of new invariant solutions of this equation in explicit form in
terms of elementary, Lambert and hypergeometric functions as well as in parametric
or implicit form. We show that Lie reductions to algebraic equations lead to no new
solutions of this equation in addition to the constructed ones. Multiplicative separation
of variables is used for illustrative construction of non-invariant solutions.

1 Introduction

Lie reduction is the main way to use Lie symmetries for finding exact solutions of par-
tial differential equations [14-16, 50, 54]. Since the Lie invariance algebras of models
studied in mathematical physics are usually wide enough, it is also the most universal
way for constructing exact solutions of such models in general and, especially, of
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nonlinear ones. Many papers devoted to this subject were published for several last
decades but correct and comprehensive studies of Lie reductions and the correspond-
ing reduced systems for specific systems of partial differential equations are rather
exceptional, especially in the case of more than two independent variables, see, e.g.,
[7,22,23,27,28, 38, 39,44, 45, 50, 56, 61], the result collections [3, 4] and references
therein for particular examples.

In the present paper, we exhaustively classify the Lie reductions of the real disper-
sionless Nizhnik equation

Urxy = (”xxuxy)x + (”xyuyy)y )

to partial differential equations in two independent variables and to ordinary differen-
tial equations. We use the above name for equation (1) since it is the dispersionless
counterpart of the (real potential symmetric) Nizhnik equation for the (real) Nizh-
nik system [49, Eq. (4)]; see [20, footnote 3] for a detail discussion of choosing the
name. The other names are the dispersionless Nizhnik—Novikov—Veselov equation
[35, Eq. (63)] or even the dispersionless Novikov—Veselov equation, see, e.g., [55,
Eq. (5)] and [48, Eq. (1)] although the proper Novikov—Veselov counterpart of (1),
which derived in [36, Eq. (30)] and [37, Eq. (32)] as a model of nonlinear geometrical
optics, is of different form.

Using the known Lax representation for the Nizhnik system [49] or, equivalently,
for the (potential symmetric) Nizhnik equation and a technique of limit transitions to
dispersionless counterparts of (1+2)-dimensional integrable differential equations and
of the corresponding Lax representations, which was suggested in [63, p. 167], one
can derive a nonlinear Lax representation of the dispersionless Nizhnik equation (1),

3
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see [55]. This representation can be converted to the associated linear nonisospectral
Lax representation

Xt = (P2 + p_4ux3y T+ Uyy + p_2uxyuyy)Xx
—(puxxx — P_l(“xyuyy)x - P_Suxzyuxxy))(pa

-2 —1
Xy =D “UxyXx + P UxxyXp,

where p is a variable spectral parameter, x = x (¢, x, y, p) and u = u(t, x, y); see,
e.g., [60, p. 360] and references therein for the corresponding procedure.

The study of Eq. (1) within the framework of classical symmetry analysis was
initiated in [48]. Therein, the representation g, of the contact invariance algebra of (1)
by vector fields in the evolution form was computed, and it turned out to coincide
with that of the Lie (point) invariance algebra of (1). The corresponding point (resp.
contact) symmetry group was given with mistakes and omissions. One-dimensional
subalgebras of g. that are appropriate for Lie reduction were classified with a minor
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deficiency. The corresponding Lie reductions of (1) to partial differential equations
with two independent variables and further Lie reductions of these equations were
performed. Wide families of solutions that are polynomial in (x, y) were constructed
as examples of non-invariant solutions. Second-order cosymmetries of Eq. (1) were
found. Since all of them are conservation-law characteristics of this equation, the
associated conserved currents were computed as well. At the same time, it was not
studied which Lie symmetries of reduced equations are induced by Lie symmetries of
the original equation (1), and thus a number of presented two-step reductions are in fact
needless. Among obtained Lie-invariant solutions of (1), there are many equivalent to
each other or those containing typos, which makes them incorrect. Careful analysis of
reduced ordinary differential equations shows that more of their closed-form solutions
can be constructed, and one should take into account the degeneracy of some of these
equations.

In the present paper, we correct, enhance and significantly extend results from [48].
We scrupulously carry out each step of the optimized procedure of comprehensive
Lie reduction for the dispersionless Nizhnik equation (1), which results in finding
wide families of new invariant solutions of (1) in explicit form in terms of elementary,
Lambert and hypergeometric functions as well as in parametric or implicit form. An
accurate description of this procedure for the case of a system of partial differential
equations with three independent variables, which is relevant to Eq. (1), is presented
for the first time in Sect.2 along with a number of related comments.

The first step of the Lie reduction procedure for Eq. (1) was in fact implemented
in [20] (cf. [48]), where we in particular computed the maximal Lie invariance alge-
bras g and gr of Eq. (1) and its nonlinear Lax representation (2) as well as their
point-symmetry pseudogroups G and G, respectively, and performed a preliminary
study of these algebras and pseudogroups. Since the above results are used through-
out the present paper, for convenience we review them in Sects.3 and 4. One- and
two-dimensional subalgebras of the algebra g and one-dimensional subalgebras of the
algebra gp are classified in Sect.5 up to the G- and Gy -equivalences, respectively.
The constructed optimal lists of one- and two-dimensional subalgebras of g create a
basis for the efficient and exhaustive fulfilment of Lie reductions of Eq. (1) to partial
differential equations in two independent variables in Sect.7 and to ordinary differ-
ential equations in Sect.8. In Sect. 6, we discuss trivial solutions of Eq. (1), which
we exclude from the further consideration. We show in Sect.9 that Lie reductions of
Eq. (1) to algebraic equations give no new solutions of this equation in comparison
with the above reductions to differential equations. In Sect. 10, we use multiplicative
separation of variables to present an example of finding non-Lie solutions of Eq. (1)
that generalize invariant solutions. Section 11 is devoted to a comprehensive discussion
of the obtained results and their implications.

We compute for the first time point symmetry groups of reduced equations, includ-
ing their discrete point symmetries, and check whether these symmetries are hidden or
induced. Since most of the reduced equations to be considered are quite cumbersome,
various versions of the algebraic method by Hydon [29-31] are much more efficient in
the course of the above computation than the direct method. In addition, some of the
reduced equations of Eq. (1) are not of maximal rank, and the study of Lie and general
point symmetries of differential equations that are not of maximal rank is also carried
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out for the first time in the present paper. We also make deeper analysis of reduced
equations than in most papers in the field of classical group analysis, construct more
solutions for more reduced equations and more systematically study hidden symme-
tries of the original equation. For integrating some of reduced ordinary differential
equations for Eq. (1), we involve the associated Lie reductions of the nonlinear Lax
representation (2).

In the course of performing the Lie reduction procedure for Eq. (1), we observe
several interesting phenomena. Thus, not all parameters of a family of inequivalent
subalgebras are necessarily inherited by the corresponding reduced equations. The
limit case for this phenomenon is when all inequivalent subalgebras from a family
even parameterized by arbitrary functions correspond, under an appropriate choice
of ansatzes, to the same reduced equation. Another display of this phenomenon is
the possibility of mapping a class of reduced equations to its proper subclass, which
has a less number of parameters. Some equivalent (two-dimensional) subalgebras of
the algebra g with a nonzero (one-dimensional) intersection induce inequivalent (one-
dimensional) subalgebras of the maximal Lie invariance algebra of a reduced partial
differential equation obtained by the Lie reduction with respect to the intersection.
The algebra g is embedded in the algebra g, via extending the vector fields from g
to the dependent variable v of the nonlinear Lax representation (2), and thus any Lie
reduction of Eq. (1) has a counterpart among Lie reductions of the system (2) but
such a counterpart is in general not unique even up to the G -equivalence. In contrast
to Lie symmetries, simple and obvious discrete point symmetries of Eq. (1) induce,
even under the optimal choice of ansatzes, complicated and nontrivial discrete point
symmetries of the corresponding reduced equations.

For readers’ convenience, we marked the constructed solutions of the dispersionless
Nizhnik equation (1) by the bullet symbol e.

2 Optimized procedure of Lie reduction

Despite many papers devoted to the construction of exact solutions of systems of
partial differential equations using the Lie reduction procedure, the number of papers
with correct, proper and systematic studies of Lie reductions for particular important
systems modeling real-world phenomena is not as large as it could be expected. Such
studies involve cumbersome computations and requires an accurate consideration of
many inequivalent cases. Hence a precondition of successfully performing the above
procedure is its optimization.

To be specific, we describe the optimized procedure of Lie reduction for the case of
three independent variables, which is relevant to the present paper. Given a system L of
partial differential equations for unknown functions u in three independent variables,
this procedure consists of the following steps; see also further comments after the
procedure’s description.
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1. Compute the maximal Lie invariance (pseudo)algebra g and the point symmetry
(pseudo)group G of L.

2. Construct complete lists of G-inequivalent one- and two-dimensional subalgebras
of g and select those among them that are appropriate for using within the framework
of Lie reduction.

3. Lie reductions of codimension one. For each of the selected one-dimensional sub-
algebras of g, say s, find an ansatz for the s;-invariant solutions of £ such that the
corresponding reduced system Ly of partial differential equations in two indepen-
dent variables is of the simplest or most convenient form. If the system £; can be
completely integrated or its general solution is expressed in terms of the general
solution of a system that has been well studied within the framework of symmetry
analysis, then the further consideration of the system L1 and carrying out the Lie
reductions of £ with respect to subalgebras of g containing, up to G-equivalence,
the subalgebra s; are needless.

4. Otherwise, compute the normalizer Ng(s1) of 51 in g, the stabilizer Stg (51) of 51
in G, the maximal Lie invariance algebra §; and the point symmetry group Gof £
as well as the subalgebra §; of §; and the subgroup G of G that are induced by
elements of N (s1) and St (s1), respectively. Perform the Lie reduction procedure
for the system L 1 only if g; # g or at least G 1 # Gl, see comments below.

5. Lie reductions of codimension two. For each of the two-dimensional subalgebras
of g that have passed the selection in steps 2 and 3, say s», find an ansatz for the s»-
invariant solutions of £ such that the corresponding reduced system Lo of ordinary
differential equations is of the simplest or most convenient form.

6. Compute the normalizer Ny (s2) of 57 in g, the stabilizer St (s2) of 2 in G, the
maximal Lie invariance algebra g, and the point symmetry group G of L, as well
as the subalgebra §; of §, and the subgroup G of G that are induced by elements
of Ng(s2) and Stg (s2), respectively.

7. Construct, if possible, the general solution of L or at least some particular solutions
of £,. Use transformations from the group G, for gauging integration constants
in the constructed solutions. Substitute the arranged solutions into the ansatz for
the sp-invariant solutions, which gives G-inequivalent solutions of the original
system L.

8. Lie reductions of codimension three. Analyze whether there are Lie reductions of £
with respect to three-dimensional subalgebras of g to algebraic equations that lead
to new exact solutions of £ in comparison with those constructed in the previous
steps using Lie reductions of codimensions one and two. If this is the case, then
carry out all such G-inequivalent Lie reductions.

In steps 1, 4 and 6, it is convenient to carry out the computation of the corresponding
point symmetry groups by a version of the algebraic method, the automorphism-based
version [29-32] (see also further examples, e.g., in [38, 61]) or one of the various
modifications of the megaideal-based version [12, 25, 26, 44, 52] in the case of finite or
infinite dimension of the associated maximal Lie invariance algebra, respectively. The
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direct method [12, 34] may be advantageous for those systems that belong to classes
of systems of differential equations with known restrictions for point symmetries of
their elements, see [12, 39, 40]. Systems that are not of maximal rank, which are not
too uncommon among reduced systems of differential equations, require a specific
study, which complicates the consideration, see Sect. 8.2.

A subalgebra s of g is appropriate for using within the framework of Lie reduction
if and only if satisfies the local transversality condition. In fixed local coordinates, this
condition is equivalent to the equality of the ranks of the matrices that are respectively
constituted by all the components of basis vector fields of s and by solely those
corresponding to the independent variables. In step 2, one can classify merely one-
and two-dimensional appropriate subalgebras of g but, in general, this does not lead
to a significant simplification in comparison with the complete classification and the
further selection of appropriate subalgebras. Usually, subalgebras of g are classified
up to their equivalence generated by the group Inn(g) of inner automorphisms of g,
which coincides with the Giq-equivalence, where Gigq is the identity component of G.
At the same time, it is advantageous to use the stronger G-equivalence instead of the
Gig-equivalence since it allows one to reduce the list of subalgebras to be considered.
Moreover, this makes the Lie reduction procedure consistent with the natural G-
equivalence on the solution set of the system L.

Particular attention in steps 3 and 5 should be paid to the optimal choice of ansatzes
[27, 28, 56, 59]. Given a subalgebra s of g, an s-invariant ansatz is defined up to
an arbitrary point transformation of invariant variables. In other words, there is an
infinite family of s-invariant ansatzes, and selecting a proper representative in this
family usually leads to an essential simplification of the corresponding reduced system
and its further study. The simplicity of the form of reduced systems and its certain
similarity to the form of the original system £ do not exhaust possible criteria in the
course of selecting ansatzes. Another criterion is to unify the form of reduced systems
for a subset of listed families of G-inequivalent subalgebras of g for embedding them
into a nice superclass of differential equations and unifying their study. After reducing
the system L using a preliminary ansatz, one can improve the form of the obtained
reduced system by a point transformation of invariant variables and then optimize the
ansatz by means of combining it with this transformation. At the same time, such
transformations may significantly complicate the form of ansatzes. To preserve the
balance between the simplicity of ansatzes and the simplicity of the corresponding
reduced systems, sometimes it is necessary to transform ansatzes only partially.

Elements of optimal lists of subalgebras of g can in general be not only single
subalgebras but also families of subalgebras parameterized by arbitrary constants or,
if the algebra g is infinite-dimensional, even by arbitrary functions. Lie reductions of
the system £ with respect to subalgebras from such a family result in a class C of

I Asa simple illustrative example, consider the quadratic porous medium (Boussinesq) equation u; =

(uuy)x for the groundwater pressure u, which describes unsteady flows of groundwater with the presence
of a free surface, and its first- and second-level potential equations v; = vxvxy and w; = %(w”)z. Each
of these equations admits the one-parameter group of shifts with respect to ¢ with the generator 9; as its
Lie symmetry group. The corresponding invariant solutions are just stationary solutions, and the associated
ansatzes u = ¢(w), v = Y(w) and w = ¢(w) with v = x respectively reduce these equations to the
ordinary differential equations 9w = 0, Y Vwew = 0 and ({ww)z = 0, which are not of maximal rank.
In particular, the last reduced equation ({t,)w)2 = 0 is not of maximal rank on the entire set of its solutions.



Lie reductions and exact solutions Page 7 of 56 82

reduced systems with subalgebra parameters as its arbitrary elements rather than in a
collection of single reduced systems. Thus, the study of Lie symmetries for systems
from the class C should be realized as the solution to the group classification problem
for this class.

We would like to emphasize that further Lie reductions of a reduced system of partial
differential equations with two independent variables in step 3 should be carried out
only if this system admits point symmetries that are not induced by point symmetries.>
of the original system £ and thus called hidden point symmetries® of L associated
with the codimension-one reduction under consideration. See the description of the
optimized procedure of step-by-step reductions with involving hidden symmetries
in [39, Section B]. The study of Lie and general point symmetries of the derived
reduced systems, identifying hidden symmetries of £ among them and using such
hidden symmetries for further Lie reduction of the corresponding reduced systems is
a necessary part of the comprehensive Lie reduction procedure.

Itis useless and counterproductive to consider the other step-by-step Lie reductions,
whose second steps are based on induced symmetries of reduced systems. There are at
least two sources of inconveniences in the course of such reductions, which implicitly
lead to the consideration of multiple essentially equivalent reductions.

To make the first source evident, consider a particular case, where the system £
admits two commuting Lie-symmetry vector fields Q' and Q2 such that the subalge-
bras slf = (Q' 4+ 1 Q?) of g parameterized by an arbitrary constant j are pairwise
G-inequivalent and each of them satisfies the local transversality condition and is thus
appropriate for Lie reduction of £. It is obvious that for any s, the vector field Q>
belongs to the normalizer of 5’1L in g. Therefore, it induces a Lie-symmetry vector
field O>* of the reduced system L} for s'-invariant solutions of £. Suppose that
the algebra (QZ’“> also satisfies the local transversality condition. Thus, we have
the infinite family of two-step reductions, where for each u, the system L is first
reduced to the system £/ using the algebra s} and then the system £} is further
reduced using the algebra (Q%My. Moreover, the first steps of these reductions are
definitely not equivalent to each other. Nevertheless, each of these two-step reduc-
tions is equivalent to the same one-step Lie reduction of the system £ with respect
to the two-dimensional subalgebra (Q!, Q?) of g. For invariance algebras of more
complicated structure, equivalences between multi-step reductions are in general not
so obvious, and establishing them requires an additional analysis.

2 The induction of Lie symmetries of a reduced system by Lie symmetries of the original system was first
discussed in [54, Section 20.4].

3 Inthis context, the term hidden symmetries was firstused in [62]. Other terms for this notion in the literature
are additional [50, Example 3.5], non-induced [27, 28] or Type-II hidden [1, 2] symmetries. The first
example of such symmetries was given in [33] but become known after its discussion in [50, Example 3.5].
A systematic study of them is rather seldom and has been carried out only for a few famous systems of
differential equations, in particular, for the Navier—Stokes equations describing flows of an incompressible
viscous fluid [27, 28], the (1+1)-dimensional generalized Burgers equations u; +-uux + f (¢, x)uxx = 0[56],
the two-dimensional degenerate Burgers equation uy + uuy — uyy = 0 [61], the Boiti-Leon—Pempinelli
system [44], the (1+2)-dimensional ultraparabolic Fokker—Planck equation u; + xuy = uxx [61] as well
as the dispersionless Nizhnik equation in the present paper. Interesting particular examples of hidden
symmetries of several hydrodynamic models were presented in [7, Chapter 1].
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The second source is that Gl-inequivalent (one-dimensional) subalgebras of the
maximal Lie invariance algebra a; of a reduced system ﬁl of partial differential equa-
tions may correspond to equivalent (two-dimensional) subalgebras of g; recall that by
G wedenote the point symmetry group of L1, see this and other related notations in the
above description of the optimized procedure of Lie reduction. More specifically, sup-
pose that the system L1 is obtained by the Lie reduction of the original system £ with
respect to a one-dimensional subalgebra s = (0% of g, and vector fields Q! and Q>
belong to the normalizer N (s1) of 51 in g, thus inducing elements Ql and Q2 ofaj.In
addition, suppose that the subalgebras (Q°, Q') and (Q°, 0?) are G-equivalent and
the equivalence is established only by a transformation ® € G that does not belong
to the stabilizer Stg(s1) of s; in G. Then the transformation ® does not induce a
point symmetry of ﬁl, and thus the subalgebras (Q]) and <Q2) of ay are in general
Gl—inequivalent. In terms of reductions and solutions, this means that the inequivalent
two-step Lie reductions with the first step using the subalgebra s; of g and the second
step using the subalgebras (Ql) and <Q2> of aj result in the G-equivalent families of
the (QY, 01)- and the (Q°, 0?)-invariant solutions, respectively. See Remark 10 for
a nontrivial example of the described situation, which arises in the course of studying
Lie reductions of the dispersionless Nizhnik equation (1).

This is why the best strategy is to completely avoid multi-step reductions not involv-
ing hidden symmetries.

We do not include the classification of three-dimensional subalgebras of g in step 2
since in general, it is a much more complicated problem than those for dimensions
one and two and it is not required for the Lie reduction procedure in its entity. Only
a small number of three-dimensional subalgebras satisfy the selection criterion from
step 8, if they exist at all. This is why it is better to merely classify the selected
subalgebras directly in step 8. For example, the maximal Lie invariance algebra of the
dispersionless Nizhnik equation (1) contains no three-dimensional subalgebras that
are appropriate to step 8. In a similar way, we may also consider two-dimensional
subalgebras of g but the reached simplification is not essential in comparison with
their complete classification.

The system £ can possess families of trivial or obvious solutions that can be easily
guessed without applying Lie reduction or other methods. Moreover, these families can
contain solutions that are invariant with respect to subalgebras of g whose dimensions
are greater than or equal to the number of independent variables, and thus such solutions
can repeatedly arise in the course of performing the Lie reduction procedure for the
system L. It is beneficial to find these families of solutions before step 3 and exclude
their elements under the further listing of solutions. Similar solution families can
be constructed in step 3 and should be treated analogously. Section 6, the solution
family (10) and the treatment of trivial solutions in Sect. 8 illustrate the above remark.

In addition to classical integration methods, a number of other techniques can
be applied to finding exact solutions of a reduced system R of ordinary differential
equations. An obvious approach is to use Lie symmetries of the system R for at least
lowering its order, see Sect. 8.2. One can try to construct first integrals of R by means
of the direct method [5, 6] supposing a certain ansatz for the associated integrating
multipliers, see [44, Section 6] for the application of this technique to reduced systems
of ordinary differential equations for the Boiti—-Leon—-Pempinelli system. One can
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also look for objects that are related to the original system £ within the framework
of symmetry analysis of differential equations and induce analogous objects for the
system R. These objects include not only Lie and general point symmetries, first
integrals and integrating multipliers but also Lagrangian and Hamiltonian structures
and (linear and nonlinear) Lax representations. Induced objects can then be involved
in obtaining exact solutions of R. See, e.g., Sect. 8.2 for using induced nonlinear Lax
representations.

3 Structure of Lie invariance algebra

The maximal Lie invariance (pseudo)algebra g of the dispersionless Nizhnik equa-
tion (1) is infinite-dimensional and is spanned by the vector fields

D'(v) = 1 + 31xd + 1Tydy — 15T (X7 + ¥7)dy,

D® = xd, + ydy + 3ud,,
3)
P*(x) = x0x — 5 xex*du,  P?(p) = pdy — S0y,

R* () = axdy, RY(B)=PBydu, Z(0) =00,
where 7, x, p, o, B and o run through the set of smooth functions of ¢, cf. [48].
Moreover, the contact invariance algebra g. of Eq. (1) coincides with the first prolon-
gation g(1) of the algebra g, and generalized symmetries of this equation at least up
to order five are exhausted, modulo the equivalence of generalized symmetries, by its
Lie symmetries.

Up to the antisymmetry of the Lie bracket, the nonzero commutation relations
between the vector fields (3) spanning g are exhausted by

[D'(z"), D' (xH)] = D' (x'1} — 7/ ?),
[D'(x), P*()]1 = P*(tx: — 31x). [D'(r). PY(p)] = P*(tpi — 3Tip).
[D'(7), R ()] = R* (ta; + 47), [D'(v), R?(B)] = R (B + 3 B).
[D'(v), Z(0)] = Z(zay), [D%, P*(x)] = —P* (),
[D%, PY(p)] = —PY(p), [D* R*(a)] = —2R"(a), “)
[D%, R*(B)] = =2R*(B), [D*, Z(0)]l = —3Z(0),
[P*(x "), P* (D] = —R*(x ' x2 — %' 1D,
[PY(p"). PY(pD)] = —R* (p' p} — p/ p?).
[PY(x), R* ()] = Z(xa), [PY(p), RY(B)] = Z(pB).

The maximal Lie invariance (pseudo)algebra gp, of the system (2) is obtained from

the algebra g in a predictable way. Each vector field from g is extended to the addi-
tional dependent variable v, and supplementing the extended algebra with the vector
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field PY := 9, leads to the algebra gr . Thus, the latter algebra is spanned by the vector
fields

D'(v) = 13 + 31xdy + 1Tydy — 15T (X7 + 37y,

D’ = xd, + vy + 3ud, + %v&v,

PY(x) = %3 — xex?du, PY(0) = pdy — Loy 8,
R*() = axdy, RY(B) =Pydu, Z(0) =00, P"=20,,

where 7, x, p, @, B and o are again arbitrary smooth functions of 7. Although the
vector fields D' (1), P*(x), P¥(p), R*(a), R¥(B) and Z(o) from the algebra gp are
formally of the same form as the vector fields D'(z), P*(x), PY(p), R* (), RY(B)
and Z (o) from the algebra g, in fact they are defined in a different space. Up to the
antisymmetry of the Lie bracket, the nonzero commutation relations between vector
fields spanning gr, are exhausted by the counterparts of the commutation relations (4)
and one more commutation relation involving the vector field PV, [PY, D] = %13”.

In [20], we recomputed the algebra g as well as first obtained the algebra gy using
the packages DESOLV [21] and Jets [9, 46] for Maple; the latter package was also
applied for computing the algebra g. and generalized symmetries of (1) up to order
five.

4 Point-symmetry pseudogroups

The point-symmetry pseudogroups G and G, of Eq. (1) and its nonlinear Lax repre-
sentation (2) were computed in [20] using the original megaideal-based version of the
algebraic method that was suggested in [44].

Theorem 1 The point-symmetry pseudogroup G of the dispersionless Nizhnik equa-
tion (1) is generated by the transformations of the form
i=T@), i=CT'’x+x°%0), 5=cT'y+7v°0),

C3Ty 5 ;4
+ —
s, & T 217

+ W ox+ W@y + wo)

C3u— (X% +v0y?% 5)

<
I

and the transformation J: t =t, X =y, y = x, il = u. Here T, X% v9 wO w! and
W? are arbitrary smooth functions of t with T, # 0, and C is an arbitrary nonzero
constant.

Moreover, it was also proved in [20] that the contact-symmetry pseudogroup G of
Eq. (1) coincides with the first prolongation G 1) of the pseudogroup G.

Each transformation ® from the point-symmetry pseudogroup G of the dispersion-
less Nizhnik equation (1) can be represented as a composition of transformations from
subgroups each of which is parameterized by a single functional or discrete parameter,
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DT): T=T,i=T"x, 5=1'"y i=u- LT &3+,

DS(C): f=t, i=Cx, 5=Cy i=C3u,

P*X0): T=1, F=x+X% 5=y, i =u— X322 +3x% + (x0)?),
PYYY: F=1, i=ux, F=y+Y% i =u—Lr2(3y? +3r% + (r0)?),
RY(WY: F=¢, %=nx, y=y, i=u+ Wk,

RY(W2): F=t, %=nx, v =y, i=u+ W2y,

2W%: f=1, i=nu, =y, i=u+wo,

J: i=t, i=y, j=x, i=u, (6)

where T, X0, YO, w9, w! and W2 are arbitrary smooth functions of t with 7, # 0,
and C is an arbitrary nonzero constant. We will call transformations from the
families (6) elementary point symmetry transformations of Eq. (1). Note that the sub-
groups {D'(T)}, {DS(O)}, {P* (X)), {PY (YN}, {RE(W ), (RY(W?)} and {Z(WO)}
of G are associated with the subalgebras {D’(t)}, (D%), {P* ()}, {PY(p)}, {R* ()},
{RY(B)} and {Z(0)} of g, respectively. Here all the parameter functions run through
the specified sets of their values. A representation of a transformation ® of the form (5)
as a composition of elementary point symmetry transformations of Eq. (1) is

® = D'(T) 0o D(C) 0 P*(X?) 0 PY(¥?) 0 R¥ (W) 0 RY(W?) 0 Z(W?)

with
0 0
0= X oo X
cr 1’
wo = KO + X?(XO)Z + YZO(YO)Z w! = Kl + —X?XO
c3 6C3T; ’ c3 2C2Tt2/3’

i W2+ yy0
C3 2C2Tt2/3'

Corollary 2 The identity component Giq of the point-symmetry pseudogroup G of the
dispersionless Nizhnik equation (1) consists of the transformations of the form (5)
with T; > 0 and C > 0. A complete list of discrete point symmetry transformations of
Eq. (1) that are independent up to composing with each other and with transformations
from Giq is exhausted by three commuting involutions, which can be chosen to be the
permutation J of the variables x and y and two transformations I := D' (—t) and
J5 := DS(—1) alternating the signs of (t, x, y) and of (x, y, u), respectively.

Therefore, the quotient group G/Gig of the pseudogroup G with respect to its
identity component Giq is isomorphic to the group Zy x Zjp X Z».
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Theorem 3 The point-symmetry pseudogroup Gy, of the nonlinear Lax representa-
tion (2) is generated by the transformations of the form

F=T@), i=A"T" x+x%0), 5=AYT'"y+v°0),

A>T, 3
Tyt - X0%2 4+ ¥2y%) + WHx4+ W) y+Wo),

~:A2 _
u u 18T, 27}1/3

and the transformation §: f = t, X =y, y = x, it = u, v = v. Here T, X°, Y°,
WO, W and W? are arbitrary smooth functions of t with T, # 0, and A and B are
arbitrary constants with A # 0.

It follows from Theorem 3 that each elementary point symmetry transformation of
Eq. (1), except D*(C), is trivially extended to an elementary point symmetry trans-
formation of the system (2) with the identity v-component, v = v. The extension
of D%(C) with C > 0 is given by & = C3/?v, whereas the transformations D*(C)
with C < 0 have no counterparts in Gr.. We denote the extension of an elementary
point symmetry transformation of Eq. (1) by the same symbol supplemented with bar.
The pseudogroup G, contains two kinds of elementary transformations that have no
counterparts in G, shifts with respect to v, j’“(B): (¢, %,y,u,0) = (t,x,y,u,v+B),
and the transformation J° alternating the signs of v, (£, %, y, i, V) = (t, x, y, u, —v).
extension of the discrete point symmetry transformation J* of Eq. (1) to v, maps the
nonlinear Lax representation (2) of Eq. (1) to an equivalent nonlinear Lax representa-
tion of the same equation,

Corollary 4 A complete list of discrete point symmetry transformations of the system (2)
that are independent up to composing with each other and with continuous point
symmetry transformations of this system is exhausted by three commuting involutions,
which can be chosen to be the permutation j of the variables x and y, (t, X, v, i, V) =

(tyxs yauv _U).

Therefore, analogously to the pseudogroup G, the quotient group of the point-
symmetry pseudogroup G, of the nonlinear Lax representation (2) of the dispersion-
less Nizhnik equation (1) with respect to its identity component is isomorphic to the
group Zy X Zy X Zo.
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5 Classification of one-and two-dimensional subalgebras

To carry out Lie reductions of codimension one and two for Eq. (1) in the optimal
way, we should classify one- and two-dimensional subalgebras of the algebra g up
to G«-equivalence. Instead of the classical approach for finding inner automorphisms
[50, Section 3.3], we act on g by G via pushing forward of vector fields by elements
of G. Recall that this way is more convenient for computing in the infinite-dimensional
case [10, 24]. Moreover, it also allows us to properly use the entire complete point-
symmetry group G and not be limited to its connected component of the identity
transformation. Thus the non-identity adjoint actions of elementary transformations
from G on vector fields spanning g are merely

D(T)D' (v) = D' (T, 2(1)),
DLUT)PY(x) = P* (T, x (1)), DLT)IP(p) = P* (T, p(T)),
DLTIR* (@) = R*(T;Pa(T)), DLTIRY () = R (1, B(1)),
D(T)Z (o) = Z(a (D)),
DL(C)P*(x) = P*(Cx), DL(C)P(p) = PY(Cp),
D(C)R* (@) = R*(C?a), DL(C)RY(B) = R*(C?B), D(C)Z(o) = Z(CPo),
PLXOD (r) = D' (v) + P*(r X} — 171, X")
+IRY (X (xX?), — L1 (X0)? — 1(X0)?)
— 2 Z((XD2(x X)) — 31 (X°)? — 2X0(X))?),
PO D' (x) = D'(1) + P'(rY) — 15, YY)
IR (YO YD) — 31 (Y0 — 1 (¥))?)
—+Z((? (YD) — 37 (Y9 —rYO(¥)?),
REWHD'(x) = D' (1) + R* W + 15, W,
RLUWHD'(z) = D'(1) + R* (W2 + S5 W2, 2. (WO)D'(r) = D'(v) + Z(x W),
P(X% DS = D — P*(X%), REWYHDS = DS —2R* (W),
PLYODS = D — PP (YY), RI(W?)DS = D* —2RY(W?),
2. (WHDS = D* —3Z(W?),
PLXOPT(x) = PX(x) + R (e X0 — xX?) — 1 Z(: (X%)? — xx°XY),
PLXOR (@) = R () — Z(@X"), RUWHP*(x) = P*(x) + Z(xW"),
PLYO)PY(p) = PY(p) + R¥(p, Y — p¥) — 3 Z(pi (Y)* — p¥Y"),
PLYORY(B) = RV (B) — Z(BY"), RUWHPY(p) = P¥(p) + Z(pW?),
3P (x) = PY(x), d+«P>(p) = P*(p), J«R*(x) = RV (), J«R’(B) = R*(B),
where T is the inverse of the function 7. At the same time, a part of adjoint actions

can be computed via mimicking the classical approach if the corresponding Lie series
has a finite number of nonzero terms.
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Lemma5 A complete list of G-inequivalent one-dimensional subalgebras of the alge-
bra g is exhausted by the following subalgebra families:

) =(D'(1)+8D%), s12=(D%),
sy =(P*)+ PY(p)). sf, =(PT()+R'(B))
5?5 =(R"()+ R'(B)), s16=(Z(1), s17=(Z1)),

where § € {0, 1} (mod G), and p and B run through the set of smooth functions of t
with p # 0.

Proof Lets; = (Q) be a one-dimensional subalgebra of g spanned by a nonvanishing
vector field Q = D'(t) + AD® + P*(x) + PY(p) + R* (@) + RY(B) + Z (o) from g.
Here 7, x, p, @, B and o are arbitrary smooth functions of ¢ and A is an arbitrary
constant that do not simultaneously vanish.

If the function t is nonzero, then we use D;(T) with 7, = 1/t toset T = 1 and,
preserving the notation of the parameter functions, successively act on the (currently
modified) vector field Q by PX(X?) o PL(Y?) with X¥ — AX? = —x and Y0 —
AYY = —ptoset x = p =0, by RE(W!) o RY(W?) with W! — 2AW! = —a and
W2 —20aW? = —Btoseta = B = 0 and by Z,(W?) with W0 — 3AW? = —¢
to set 0 = 0. Thus, we obtain Q = D'(1) + ADS. If A # 0, we can set A = 1 by
simultaneously scaling ¢ and the entire Q and, if necessary, alternating their signs.
In other words, the subalgebra s1 with T # 0 is G-equivalent to a one in the family
o] 1 51 )-

Suppose that t = 0 and A # 0. Changing the basis element Q, we first set A = 1.
Then, preserving the notation of the parameter functions and successively act on
the (currently modified) vector field Q by Pi(x) o Pl(p) toset x = p = 0, by
Rﬁ(%a) o Ri(%ﬂ) toset« = B = 0 and by Z*(%a) to set o = 0, which leads to the
subalgebra 51 5.

Let 7 = 0, A = 0 and xp # 0. Analogously to the above cases, a chain of
simplifying successive actions is DL(T) with 7, = x 3, P (X% o PY(Y?) with
X? =« and ,oY,0 — Y% = B and by Ri(Wl) with W! = —o, which gives x = 1,
a = B = 0and o = 0. Thus, we have the subalgebra 5{).3.

Lett = 0 and A = 0 and exactly one of the parameter functions y and p is nonzero.
Up to the permutation of x and y, we can assume without loss of generality that x 7% 0
and p = 0. Similarly to the previous case, we set x = 1, = 0 and 0 = 0, and obtain
the subalgebra 5’1S 4

Further we assume 7 = 0,A =0and x = p = 0.

If (o, B) # (0, 0), then due to the possibility of permuting x and y, we can assume,
without loss of generality, @ # 0 and set = 1 and 0 = 0 modulo the G-equivalence,
which gives the subalgebra 5’18 5

Otherwise, « = 8 = 0 and o # 0. The consideration splits into two cases o; 7= 0
and o; = 0, where the subalgebra s1 is G-equivalent to s1 ¢ and 51 7, respectively. O
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Lemma 6 A complete list of G-inequivalent two-dimensional subalgebras of the alge-
bra g is exhausted by the non-abelian algebras

(1), D'(t) + AD"), sy, =(D'(1), D'(t) — 3D°+ P*(1) + P*(v)),
Dt(1)+)\.Ds PX(e()» 1)[)_}_“}))(6()» l)t)>

=(D
(
=

3% = (D'(1) +aD*, P* eV 4 8RY (e D),
(Dt(l)—i-)\.Ds RX(e(Z)L l)t)_‘_vRy(e(z)» l)t)>’
=(D'(1) + AD*, Z(e®*~ D)),
= (D%, PX(1) + P*(B)), 5,0 =(D% R* (1) + R*(B)),

so.11 = (D% Z(1)). s2.12=(D*, Z(1)),
and the abelian algebras

5213 = (D'(1), DY), 5% = (D'(1) +8D°, P*(e") +vPY(e") 4+ §'RY(*)),
s3%s = (D'(1) + 8D%, R*(®") + vRY(e*")), s ¢ =(D'(1) +8D%, Z(*),
$5%0 = (P¥(1) + R¥(B), PY(p) + R*(oB)),
0% = (P*(D + PY(0), =R*(pB) + R (B) + Z(0)) 4 1) - 0.0,
B = (P + R B R By b5 =P+ R B). Z(©)), .
S5 = (R* )+ RV (B)). RY(@) + R (BD)) oo
5559 = (R*(1) + R¥(B), R* (@) + R¥ (@) + Z(0)), ¢
b7 = (R*(1) + RY(B), Z(0)), .o 834 = (2(0), Z(0)),, o
5995 = (Z(l), Z(U))aﬂéo’
where p, p, a, B, BY, B% and o run through the set of smooth functions of t with p # 0,

reR pel[—1,1\{0}and v € [—1, 1] (mod G), 8,8 € {0, 1} (mod G), and the
conditions indicated after the corresponding subalgebras should be satisfied as well.

Proof Consider a two-dimensional subalgebra s, = (0!, 0% of g spanned by two
(linearly independent) vector fields

Q' =D'(t") + XD+ P*(x') + PY(p") + R* (@) + R*(B) + Z(0"), i=1,2,
from g with arbitrary smooth functions 7/, x‘, p’, &, B and o' of t and arbitrary

constants A’ such that the tuples (t/, A, x, p', o', B, '), i = 1, 2, are linearly inde-
pendent. Moreover, since [Q', Q%] € (Q!, 0?), up to changing the basis (Q!, 0?),
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we can assume that either [Q!, 0?] = Q' or [Q!, Q2] = 0 if the subalgebra s; is
non-abelian or abelian, respectively. Consider these cases separately. For each of the
obtained families of subalgebras, we do not indicate a final tuning of its basis elements,
which involves permuting or scaling these elements or omitting superfluous indices.

I. The commutation relation [Q!, 0?] = Q! implies A! = 0.

First suppose that the functions t! and 72 are linearly independent. Then the pro-
jections 7/, of Q',i = 1, 2 on the ¢-line span a two-dimensional Lie algebra of vector
fields on the real line with [t19;, 728,] = 7'9,. In view of the classical Lie theorem,
there exists a point transformation = T'(¢) of ¢ that pushes forward the vector fields
719, and 729, to 07 and t~8,~. This means that the action by D’ (T') allows us to set T |
and 2 = ¢. Following the first case of the proof of Lemma 5, we can further set x|, p!,
o', Bl and o to 0. Re-denote (A2, x2, p2, a%, B2, 02) as (A, x, p, «, B, o). Under
the derived constraints, the commutation relation [Q!, 0%] = Q' is equivalent to the
equations x; = pr = oy = By = oy = 0, i.e., all these subalgebra parameters are
constants. The pushforward by a transformation ® from G does not change the vector
field Q! = D'(1) up to its scaling if and only if 7 = at + b for some constants a
and b and the parameter functions X 0, YO, WO, w1 and W? are constants, whereas
the constant C is not additionally constrained,

®: f=at+b, i=Cx+ X", y=Cy+7Y°, i=Clu+wx+w?y+w'

ie., ® = D.(at+b)oPH(X)oPL(Y?)oRE(W!/C)oRL(W?/C)oZu(W?) o DS (C).
Pushing forward s, by such ® with @ = C = 1 in addition, we have CI>*Q1 = Q1
and

®,0% =07 - 0" — (1 + H(P X" + PP(¥?)) — @1 = H(R* (W) + RV (W)
— Z(aX?+ BY" — x W' — pW? — 21 — HW'X" + w2y + 3aw0).

The last equation implies that for general values of A, wecanset y = p=a = =
o = 0, obtaining the subalgebra family {5/2\. 1} Subalgebras of the considered kind that
are not G-equivalent to elements of the family {5%‘1} correspond to the special values
—1, & and 0 of A, where in addition (x, p) # (0,0), (o, B) # (0,0) and o # O,
respectively. In each of these cases, the other parameters in the tuple (x, p, o, 8, o)
can be set to zero by @, as above. Using the permutation of x and y, we replace the

inequality (x, p) # (0,0) by x # 0 and |p| < |x| and the inequality («, 8) # (0, 0)
by  # 0and |B| < |e|. Acting by D’ (at) or D (C), we scale the nonzero parameter

among x, @ or o to 1, which leads to the subalgebras 552 with |p] < 1, 553 with
|B] < 1 or s, 4, respectively.

Now, let the functions 7! and 72 are linearly dependent but not simultaneously zero.
The commutation relation [Q', Q%] = Q! implies that ! = 0 and > # 0 in this
case. Following the first case of the proof of Lemma 5, we can set Q2 = D'(1)+ADS,
where we re-denote A2 by A. Recalling again the commutation relation [Q!, Q%] = Q',
we obtain x! = vie® D1 pl = eV gl = p3e@r=Dr gl — 4,e@A=D1 apd
ol = v5eG*~ D! with constants vy, ..., vs. For further simplification, we can apply
only the pushforwards that do not change the form of the basis element Q2 up to its
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linearly combining with Q!. The pushforward by an element ® of G has this property
if and only if the transformation @ or J o @ is of the form (5) with

T=t+b, X°=uxe" —iCve® V" v°= KZCM — koCroe* DI

-1
Wl —K3e (KOC V3 — )\.KOC2U]K1)e(2)L_1)t 2 2c3 2 Z(A l)l’

A—1
W2 = kge? — (koC3vs — McoC*vakn)e P~ D — — K02C3v22e2()‘ bt

1
wo = /<5e3M — KQ(C3V5 + vik3 + vz/c4)e(3)‘_l)t + §K02C3(1)11)3 + UQV4)e(3)‘_2)t

A

—1
(3)x—2)t+ Ko3c3(v]3+v23)e3()\—l)l’

A2
—EKO C (Vl K1+ Vs Kz)e

where C, b and «y, ..., k5 are arbitrary constants with C 7 0. In addition, we can
multiply Q' by an arbitrary nonzero constant. As a result, we set
ovi=1, <1, vy=vy=v5 =0 if v, #0,
oV = 1, V) = 0, V3 = V5 =0, V4 € {0, 1} if Vv = (), (l)], 1)2) 75 (0, O),
ovz=1, || <1, v5s=0if vy =v2 =0, (v3,v4) # (0,0),
ovs = 1 otherwise.

After re-denoting the respective parameters, this corresponds to the subalgebras 5;%,

bY; A
55% 52 - and 55 q.

If ! = 2 = 0, then A> # 0 and we follow the second case of the proof of
Lemma 5 and set x> = p> = a?> = p% = o> = 0, which gives Q> = A?D".
The commutation relation [Q!, Q2] = Q! implies that there are three possible cases,

Az—landa—ﬂl—a —0A2—landx = p! —Oorkz—gand
x' = p' = a' = B! = 0. Permuting x and y if necessary and actmg by DL(T)
with an approprlate value of the parameter function 7, we canset x! = 1, ' =1 or

ol € {t, 1} in the first, the second or the third cases, which leads to the subalgebras
1 1
5549, S5 10 Or 52.11 and $7.12, respectively.

IL Suppose that the subalgebra s, is abelian, [Q!, Q%] = 0. Then the functions 7!
and 72 are necessarily linearly dependent.

Let in addition the tuples (t!, A') and (2, A?) are linearly independent. Linearly
combining Ql and Q2, we can set T! # 0, Al =0,72 = 0 and A2 # 0. The
successive action by D' (T) with 7, = 1 /t1 and the new value of t! allows us
to set ' = 1. Following the second case of the proof of Lemma 5, we set 2 =
p? = a* = g% = 0% = 0. Then the commutation relation [Q', Q%] = 0 implies
x'=p!' =a' = B! =o' =0, and thus we have the subalgebra s 3.

If the tuples (¢!, A!) and (72, A?) are linearly dependent and the functions 7! and
72 do not simultaneously vanish, then we linearly combine Q' and Q% to set ! # 0,

2 = 0 and A*> = 0. According to the first case of the proof of Lemma 5, we can
reduce Q1 to the form D' (1)+A!1 D%, In view of the commutation relation [Q!, Qz]

0, the parameter functions in Q2 are X = vle“ p2 = vzeM o = V3 ez’\’ ,32 =

v4e?* and o> = vse3* with constants vy, ..., vs. The pushforward by an element ®
of G, which is necessarily of the form (5), does not change the form of the basis

element Q! up to its linearly combining with Q2 if and only if the parameters of ®
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are
— 0 __ At 0 _ At
T=t+b, X =1 +xroCvit)e™, Y ' = (k2 + koCvat)e
A
w! = <K3 + ko C3v3t — Ao C2vik1t — kG C3v Pt — —K02C31)12l2) e,
w? = <K4 + K0C3U4l — )\,K()szzl(zl‘ — K02C3v2 t— EKO C3 ) ez)\t,
0 3 1 5.3 2
W" = | ks + ko(C”v5 4+ vik3 + vakg)t + EKO C”(viv3 + vovg)t
A 2
_EKO C (Ul K1+ Vy Kz)t
1
—5%4 SO + vt - 6K03C3(U13 + v23)t3> M,
where C, b and ko, ..., k5 are arbitrary constants with C # 0. We can also push

forward s, by J or multiply Q2 by an arbitrary nonzero constant. Hence we can set
oV = 1, |l)2| < 1, V3 =(), V4 € {(), 1}, Vs =0 if (1)1, 1)2) 75(),
owry=1, lva| <1, v5s=0if vi = vy, =0, (v3,v1) #0,
o vs = 1 otherwise,

which corresponds, up to re-denoting parameters, to the subalgebras s5' 154, 55" and

5
5 16

If ' = 2 = 0, then it follows from the commutation relation [Q', Q%] = 0 that
also A! = 12 = 0 since otherwise the vector ﬁelds Q! and Q? are linearly dependent,
and x'x? — x!'x* =0, p'pf — p, =0, x'e? — x%al + p'p% — p2p1 =0, i,
the parameter functions x ' and x? (resp. p! and ,02) are linearly dependent. Suppose
that the tuples (x ', p!) and (2, p?) are linearly independent. Linearly combining Q'
and Q2, we make x!p? # 0 and x> = p! = 0. Then the action by DL(T) with
T; = (x')73 allows us to set x' = 1, after which «®> = p28!, and we obtain
the subalgebra 55%. If the tuples ( x!, pY) and (x2, p?) are linearly dependent but
not simultaneously zero, then we linearly combine Q1 and Q2 and, if necessary,
permute x and y to make x' # 0 and x2 = p? = 0. Successively acting by DI(T)
with T; = (x1)73, by PX(X?) with X = «! and by RE(W!) with W! = —o!,
we set x! = 1, @' = 0and o' = 0, which results in @*> = —p' 2. The further
simplifications are ! = 0if ,o1 #0,02 =0if p! = 0and 8% # 0, and no meaningful

Bl

simplification is possible if p! = ,32 = O This glves the subalgebras 52“518, 55 19 and

52’3_20, respectively. In the case x' = p' = x* = p? = 0, the consideration splits
according to the additional conditions that

. Oll ’32 # 0[2 /31,

o a' B2 = B! but the tuples (', ') and (o2, B?) are linearly independent,

o the tuples (o', BY) and (a2, B?) are linearly dependent but not simultaneously

zero,
I'= B! =a? = g2 =0, and o, and o2 are linearly independent,
= p!' =a? = p% =0, and 0, and o/ are linearly dependent,



Lie reductions and exact solutions Page 19 of 56 82

and after obvious simplifications, we obtain the subalgebras 52'521’3 52'322, 5§ 23 59 24

and 52'25 |

Remark 7 The statements of Lemmas 5 and 6 should be interpreted in the following
way. Subalgebras from different families or within each of the families parameterized
only by constants are definitely G-inequivalent. At the same time, there is an inessen-
tial equivalence between subalgebras within each of the families parameterized by
functions that does not allow us to further simplify the general form of subalgebras
from the family. For example, subalgebras 5f 3 and 5’1) 3 are G-inequivalent if and only
if p(t) = p(at + b) forsomea,b € Rorp = (p(f"))’], where 7 is the inverse of a
solution T of the equation 7; = cp > for some ¢ € R.

Remark 8 For the purpose of Lie reduction of Eq. (1) to differential equations with less
number of independent variables, it would suffice to only classify one-dimensional
subalgebras of rank one and two-dimensional subalgebras of rank two. Nevertheless,
we decided to present the respective complete classifications since they require not
much more effort than the above partial classifications do. Moreover, this is instructive
given the fact that the number of correct classifications of subalgebras of Lie algebras
(especially infinite-dimensional ones) in the literature is not great.

Due to the analogy of the structures of (g, G) and (gL, GL), we can easily obtain
the classifications of one- and two-dimensional subalgebras of the algebra g;, using
Lemmas 5 and 6, respectively. Here we consider only one-dimensional subalgebras
of gL.

Lemma 9 A complete list of G -inequivalent one-dimensional subalgebras of the alge-
bra g1, is exhausted by the following algebras:

59 = =(D'(1) + 8D+ §'P¥)y,,_,. &12=(D°), 51 3 =(P*(1) + PY(p) + 8PY),
0 = (P*(1) + R*(B) +8PY), 5 = (R*(1) + R*(B) + 8PY),

56=(Z()+8P"), 5,=(Z(1)+8P"), 515=(P"),

where 8,8' € {0, 1}, and p and B run through the set of smooth functions of t with
p #0.

6 Trivial solutions

It is obvious that the equation (1) is identically satisfied on the solution set of the
differential constraint u,, = 0 or, equivalently, on the set of functions of (¢, x, y) with
additive separation of the variables x and y. In other words, the equation (1) has the
solutions of the form

o u=w(,x)+w,y)), @)

where w and w are sufficiently smooth functions of their arguments. Calling these
solutions trivial is justified by the fact that the equation (1) is a potential equation for
the dispersionless Nizhnik system
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Table 1 G-inequivalent Lie reductions with respect to one-dimensional subalgebras of g

Cyg u 4 22 Reduced equation
s8 Sw—lsad+yd ey ey (wirwi2)1 + (wpw2)2 = 38wys
s12 w t y/x (zawp2 —2w2)1 = ((z2w22 — 2wp)wn2),

— (2202 — 2)((z2wn — 2w2) (2w —
4zowy + 6w))

sy w-— %prﬂ_1y3 t p~ly—x w4201 = p Hwnwin =0

S14  wHpxy t y Bwan = B

pr='p)c+ (h2p)y. hl=ps h2=p,

with the relation p = uyy, W' =u,., h? = uyy, and thus a solution is of the form (7)
for Eq. (1) if and only if it corresponds to a solution of the dispersionless Nizhnik
system with zero principal component p.

Within the family (7), there is the subfamily of solutions satisfying the differential
CONSHraints uyy = Uyyxx = Uyyyy = 0 and uyyx = uyyy and thus having the form

u=W0)x*+y) + W3 O)x® + W) y? + Whox + Wiy + wo), (8)

where the coefficients WP, ..., W3 are arbitrary sufficiently smooth functions of z.
The solutions from the subfamily (8) are even more trivial than general elements of
the family (7) since each solution of the form (8) is G-equivalent to the constant zero
solution u = 0.

The above trivial solutions of Eq. (1) often arise in the course of its Lie reductions.
Identifying such solutions among constructed ones and neglecting them in addition to
listing solutions up to the G-equivalence allow us to better arrange the found families
of invariant solutions. Note that modulo the G-equivalence, we can arbitrarily change
or neglect summands of the form Wl x+W2(1)y+WO(r) in any solution of Eq. (1).

7 Lie reductions of codimension one

Among subalgebras listed in Lemma 5, only subalgebras 5‘}1, 512, sfj and 5‘19_4
are appropriate to be used for Lie reduction of Eq. (1). We collect G-inequivalent
codimension-one Lie reductions of Eq. (1) in Table 1. There, for each of the above
one-dimensional subalgebras of g, we present a constructed ansatz for u, the corre-
sponding reduced partial differential equation in two independent variables, where
w = w(z1,z2) is the new unknown function of the invariant independent vari-
ables (z1, z2). The subscripts 1 and 2 of w denote the differentiation with respect
to z1 and z7, respectively.

We study each of the listed reduced equations separately, indexing it by the number
of the corresponding one-dimensional subalgebra of g.
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1.1. 5‘%_1 = (D’(l) + SDS), 8 € {0, 1} (mod G). The maximal Lie invariance algebra
of reduced equation 1.1% is*

a) | = (D%, wdy, 8z, 0zys 210w, 220w, ) if 8§ =0,
a%.] = <DZ5 azly azza Zlaw, Zzauh aw) lf 8 = 1

Here D? := 719;, + 229, and D* := z19;, + 220, + 3wd,,. All their elements are
induced by Lie symmetries of the original equation (1). Indeed, the normalizer of the
subalgebra 5‘}1 ingis

Ng(s9 ) = (D' (1), D'(r), D%, P*(1), P¥(1), R*(1), R*(1), Z(1)) if §=0,
Ng(si ) = (D'(1), D%, P*(e"), P*(e"), R*(e*), R¥(e*), Z(e¥")) if § =1,

see a similar computation in [61, Section 3]. The Lie-symmetry vector fields D’(1) +
§DS, DS, PX(e%), PY(e%), R*(e¥"), RY(e?"), Z(e*") and, for § = 0, 3D'(r) of
Eq. (1) induce the Lie-symmetry vector fields 0, D?, 0z, 025, 210w, 220y, Oy and, for
8 = 0, D* of reduced equation 1.1, respectively.

Therefore, any two-step Lie reduction of Eq. (1) to an ordinary differential equation,
where the first step is reduction 1.1 and the second step is a Lie reduction of reduced
equation 1.1, is equivalent to a direct Lie reduction to an ordinary differential equation
using a two-dimensional subalgebra of g. This means that there is no need to carry out
Lie reductions of reduced equation 1.1.

For each § € {0, 1}, let us compute the point-symmetry group G‘f_l of the reduced
equation 1.1% by the algebraic method. Up to the antisymmetry of the Lie bracket, the
nonzero commutation relations between the basis vector fields of the algebra a := af |
are exhausted by

[Dzvam]: _azls [Dzvazz]z_azzv [DZ7 Zlaw]:ZIawa [DZ, Zzaw] =Z23w,
[woy, 210w] = —210w, [WOy, 220w] = —220y, [W3y, Ow] = —0uw,
[azla Z10y] = Oy, [822, 220y] = Oy,

and

[D%, 8,1 = —d,,, [D%d,]l=—d,, [D% z19y]=—2210y,
[D?, 228y] = —2220w, [D%, 8yl = =38y, [0z,210w] = dw, [0z,220w] = dy

if § = 0 and 6 = 1, respectively. We first find megaideals of the algebra a applying
techniques that do not require the knowledge of the automorphism group Aut(a)

4 In contrast to reduced equation 1.1, its counterpart with § = 0 loses the property of maximal rank on
the submanifold M) of the manifold M. Here the manifold M is defined by this equation in the jet space
33 (R%l_zz x Ry) and the submanifold My is singled out in M by the consistent system w1 = wiy =
wyy =0, w112 = wi2 = w1 +wa22 = 0. It can be proved by the classical infinitesimal method that the
maximal Lie invariance algebra of the complement M\ M of M in M coincides with the algebra a(l)_ -
At the same time, the submanifold M is also invariant with respect to this algebra. Therefore, the maximal

Lie invariance algebra of reduced equation 1.19 is indeed the algebra u(l)_ 1
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[11, 57]. Then we use the constructed megaideals for simplifying the computation of
Aut(a) and obtain the remaining megaideals. As a result, the complete list of proper
megaideals of a is as follows:

my = = <3z17 Dzys 210w, 220w, 8w), my i=a’ =3(m) = (3w>,
m3 := Ca(my) = (D¥) +my, my:=(D*+2wdy,)+m if §=0,
m3 = (210w, 220w, dw), W4 := (0, 3, ) if §=1.

Denote mg := a. Let a point transformation ®: (z1, Z2, W) = (Zl, 7Z2, W) in the space
with the coordinates (z1, z2, w), where (Z 1 72, W) is a tuple of smooth functions
of (z1, z2, w) with nonvanishing Jacobian, preserve Eq. (1). Necessary conditions for
this are &, my C my, k =0, ..., 4. Hereafter the indices i and j run from 1 to 2, and
we assume summation with respect to repeated indices. The conditions ®,d,, € my
and ®,(z;0,) € mp imply that

Z' =ajjzj + a0, W=cw+ W, ),

where q;;, a;o and ¢ are constants with cdet(a;;) # 0, and W9 is a smooth func-
tion of (z1,z2). Then the conditions ®.,0;, € my if § = 1 or ®,9;, € my and
®,D* € mz if § = 0 in addition give that WO = b;z; + by for some constants b;
and bg. Since no further constraints on ® can be derived within the framework of
the algebraic method, we continue the computation with the direct method, obtaining
ail = axn, app = ax, anap =0, (a1, a12) # (0,0) and, if § = 1, ¢ = a3, where
a is the nonzero value among aj; and ajp. This means that there are exactly two
independent, up to composing with each other and with continuous point symmetry
transformations of Eq. (1), discrete point symmetry transformations of this equation
They are the involutions, the one that permutes the independent variables z; and z»,
(z1, 22, w) = (22, 21, w), and the one that simultaneously alternates the signs of all
the variables, (71, 22, w) = (—z1, —22, —w). These transformations are respectively
induced by the discrete point symmetries J and J* of the original equation (1). The
fact of inducing all Lie symmetries of reduced equations 1.1° follows from that for
the corresponding Lie invariance algebras a‘} - Therefore, for each § € {0, 1} the
group G | is entirely induced by the stabilizer of 5 | in G.

The subalgebra 5‘;1 of g is associated with the subalgebra(s) 5‘?"31/ of gr, with 88" = 0.

The extension of ansatz 1.1 to v is v = e%‘”q + 8’t. Here and in the next case,
q = q(z1, z2) is the invariant unknown function that replaces v, and, as for w, the
subscripts 1 and 2 of ¢ denote the differentiation with respect to z1 and z», respectively.

The corresponding family of reduced systems for the nonlinear Lax representa-
tion (2) is associated with the subalgebra family 5(1381’ from Lemma 9 and consists of
the systems

1 3
5(@? +@3) + qrwi + qawn = 5561 +68, win=—qiq, 9)
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each of which can be interpreted as a nonlinear Lax representation for reduced equa-
tion 1.1 with the same value of §, cf. the introductive part of [48, Section 4.1]. In
other words, reduced equation 1.1 is the compatibility condition of the system (9)
with respect to g. Note that for 6 = 0 we thus construct two inequivalent nonlinear
Lax representations, with 8 = 0 and with 8§’ = 1.

Reduced equation 1.1° is just the stationary dispersionless Nizhnik equation. Note
that its counterpart with dispersion was studied in [47].

Remark 10 A complete list of G%'] -inequivalent one-dimensional subalgebras of the
algebra a%_l is exhausted by the subalgebras

by = (D%), )" = (3, + v, + k210w + $229u),
b; = (210w +v220w), b4 = (Ou),

where v € [—1,1],and ¢ # 0if v € {—1, 1} and (k, ¢) # (0, 0), cf. [48, Proposi-
tion 2]. A further gauging of subalgebra parameters is possible only within the second
family {b5"°}, where one of the parameters  or g, if nonzero, can be set to be equal
to 1 up to the G| |-equivalence. At the same time, the subalgebra by“® is induced by
the subalgebra

ByC = (D'(1) +8D%, P*(®) + vPY () + k R*(e®') 4+ ¢ R¥(e*")) of g,
which is G-equivalent to the subalgebra 5‘%?1‘34, where 8’ = 0ifk = ¢ and § = 1
otherwise. In other words, if v = v, the tuples (x, ¢) and (k, ¢) are not proportional
with a nonzero multipliers and xk — ¢ and k — ¢ are simultaneously either are equal
to zero or are not, then the subalgebras b)“* and by"“® of a} | are G| |-inequivalent,

whereas the associated subalgebras by and b)“® are G-equivalent. This is why
the inequivalent two-step reductions, where the first step is reduction 1.1! and the
second step is based on subalgebras b“* and b,“* of a} | with the above constraints
on the subalgebra parameters, definitely results in G-equivalent families of invariant
solutions of the dispersionless Nizhnik equation (1), cf. [48, Section 4.1.1.2]. The
above phenomenon has not been described in the literature.

1.2.51, = (Ds). The same conclusion on the superfluousness of two-step Lie reduction
can be made for reduced equation 1.2. Its maximal Lie invariance algebra is

o o 1
ar2 =(D(r)) with D(r) =70, — <r1w + ﬁfll(zg + 1)) .-

Here and in what follows the parameter function t runs through the set of smooth
functions of z. Itis obvious that the normalizer of the subalgebra sy 2 ingisNg(s12) =
(D'(t), D%). The Lie-symmetry vector field D' (t) of Eq. (1) induces the element
of a; » with the same value of the parameter function 7, whereas D® is mapped to 0.
In other words, the entire maximal Lie invariance algebra a; » of reduced equation
1.2 is induced by Ng(s1.2). Therefore, similarly to reduced equation 1.1, further Lie
reductions of reduced equation 1.2 are needless.
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In fact, all point symmetries of reduced equation 1.2 are induced by point sym-
metries of the original equation (1). To show this, we compute the point-symmetry
group of reduced equation 1.2 using the most general version of the algebraic method.
Again, consider a point transformation ®: (Z1,z2, w) = (Z 172 W) in the space
with the coordinates (z1, z2, w), where (Z 1 72 W) is a tuple of smooth functions of
(z1, z2, w) with nonvanishing Jacobian. The algebra a := a; 7 is infinite-dimensional
and contains no proper megaideals. This is why the only convenient necessary con-
dition for the transformation @ to preserve Eq. (1) is ®.a C a, which expands to
QD*D(I) = D(f). Componentwise splitting the latter condition with each of the
specific values t = zli, i =20,...,3, CD*B(zf) = D(f[), and recombining the
derived determining equations for the components of ®, we in particular obtain the
equation 73— 37172 + 3zlzf] - z13 0 = 0. Since at most one function among %',
i =0,...,3, can be constant, this equation can be solved with respect to Z!, giv-
ing Z! = Z (z1). It is obvious that reduced equation 1.2 admits the discrete point
symmetry gl (z1, 22, w) = (—z1, 22, —w), which is induced by the discrete point
symmetry J' o 7% of Eq. (1). Up to factoring out the transformation j! and Lie sym-
metries of reduced equation 1.2, each of which is also induced, we can assume that
Z! = z,. For this restricted form of ®, we have CD*é(r) = 13(1). Splitting this
condition componentwise and with respect to the parameter function 7 and its deriva-
tives 77, and 77, leads to the equations Z2 = 22 =0, W, =0, wW, =W and
(23 + D W,y = (23 + 1. Therefore, Z? = Z2(z2) and W = W' (z2)w with Z2, #0
and W! := ((Z 34 1)/ (z2 +1). To derive more constraints on ®, we should continue
the computation with the direct method. This only gives two solutions, Z> = z, and
7> =1 /22, which correspond to the 1dent1ty transformation and the discrete point
symmetry H (Z1, 22, W) = (21,2, 1, 7y w) The transformation H is induced by the
discrete point symmetry J of Eq. (1). Therefore, the entire point-symmetry group of
reduced equation 1.2 is induced by the stabilizer of ;2 in G.

The associated subalgebra of g for the subalgebra s » of gis §; 2. The v-component
of the extension of ansatz 1.2 is v = |x|3/2¢. The corresponding reduced system for
the nonlinear Lax representation (2) is

&

3 S 3
N =3 (Eq - 22612> + 56123 + (Zz2w22 —4zowy + 6w) (561 - 22612) + wa2q2,

3
eq (54 - quz) = 22w — 2wy

with ¢ = sgn x, which can be interpreted, after solving with respect to (g1, g2), as
a nonlinear Lax representation for reduced equation 1.2, cf. [48, Section 4.2] up to

typos.

1.3.57 5 = (P*(1) + PY(p)) with p = p(1) # 0.

If p = 1, then reduced equation 1.3 degenerates to wi2> = 0, and its general
solution is w = f(z2) + Ql (z1)z2 + QO(Zl), where QO and Ql are arbitrary functions
of z1 = t, and f is an arbitrary sufficiently smooth function of z, = y — x, cf. [48,
Eq. (60)]. Up to the G-equivalence, the coefficients o and ¢! can be assumed to
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vanish. The corresponding family of solutions of (1) is
o u=f(y—=x). (10)

For any p with p # 1, meaning that p # 1 on each open interval of the domain
of p, we can use the change of independent variables 7; = 2 f (1— ,0’3) dzi,z22 =122
for modifying ansatz 1.3” and reduced equation 1.3 to the form

-1
M=w(51,22)—ﬁy3, 51=2/’0 5—dr, 22=X—x,

W3 5,5 T Wiz Wiz = 0. (11)

Thus, the class of reduced equations 1.3 associated with the subalgebra family
{5‘1) 3 | p # 1} collapses to the unary class, whose single element is Eq. (11). In
other words, the G-inequivalent subalgebras 5f 3 with p # 1 lead to pairwise similar
reduced equations, which take the same form (11) if appropriate ansatzes are chosen.
Nevertheless, we prefer to use ansatzes 1.3” from Table 1 since otherwise Case 1.3
splits into two cases, and without the above explanation, the modified ansatz looks
artificial.

The substitution wz,z, = h maps the modified reduced equation (11) to the inviscid
Burgers equation

hzl + hhgz =0,

which is the simplest nonlinear transport equation, called also Hopf’s equation.
An implicit representation of the general solution of this equation is well known,
F(h,Z> —hz1) = 0, where F is an arbitrary nonconstant sufficiently smooth function
of its arguments. Modulo the G-equivalence, we can assume that w is a fixed second
antiderivative of i with respect to Z,. As a result, we construct a family of solutions
of (1) expressed in terms of quadratures with an implicitly defined function,

. u=f</h<zl,zz>dzz) a4z - Py,
6p

(12)

where p is an arbitrary sufficiently smooth function of ¢ that does not coincide with
the constant functions 0 and 1, and the function & = h(Z1, z2) is implicitly defined
by the equation F (h, Zo — hz1) = 0 with an arbitrary nonconstant sufficiently smooth
function F of its arguments.

Lie and generalized symmetries, cosymmetries, conservation-law characteristics
and conservation laws of the inviscid Burgers equation were exhaustively described
in Sects. 3 and 6 of [61], see also [8, Appendix] for the first computation of the
generalized symmetries of this equation. Via the substitution 2 (Z1, Z2) = w22(z1, 22)
withz; =2 f(l — ,o’3) dz1, Zo = 72, this results in finding many hidden symmetry-
like objects for Eq. (1).
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The normalizer Ng (sf 3) of the subalgebra 5f 3 in g depends on the value of p,

Ng(si3) = (D%, P*(1), P¥(p), R*(B) — R*(pp), Z(0)) if pi #0,
Ng(s{3) = (D'(1), D'(1), D*, P*(1), P”(p), R*(B) — R*(pB), Z(0))
if p =0,

where B and o run through the set of smooth functions of . The maximal Lie invariance
algebra of the modified reduced equation (11) is

220z, + 3wy, 35, 210z, + 323500, @(E)720w, 6(Z1)dw)

where @ and 6 run through the set of smooth functions of Z;. The vector fields D%,
P*(1) + P¥(p), P*(p), R'(B) — R*(pB), Z(0) and, if p, = 0, D'(1) and D'(r)
from Ny (ﬁf_3) induce the Lie-symmetry vector fields 229z, + 3wdy, 0, 9z,, €220y
witha(z1) = p(t)B(1), 60y Witho (Z1) = o (¢) and, if p, = 0, 9z, and 20z, + %22852
of the modified reduced equation (11), respectively. All the elements of a; 3 from the
set complement of the linear span of the above vector fields from a; 3 are genuinely
hidden symmetries of Eq. (1). Note that whether the vector fields 2,0z, + 3wd,, and
7103, + %22852 are genuinely hidden symmetries of (1) depends on the value of the
parameter function p, which does not appear in the modified reduced equation (11)
and in its maximal Lie invariance algebra a; 3.

In view of the representation (12) for all 57 s-invariant solutions of Eq. (1), we
do not carry out further Lie reductions of the modified reduced equation (11) with
respect to subalgebras of a; 3 although most of them are associated with hidden Lie
symmetries of (11). At the same time, in Sect.8.1 we exhaustively study essential
direct Lie reductions of (11) with respect to two-dimensional subalgebras of g that
can be interpreted as two-step Lie reductions with reduction 1.3 as the first step.

14. 5'13.4 = (Px(l) + Ry(,B)) with 8 = B(t). Each reduced equation 1.48 is trivial,
see [48, Section 4.4]. Its general solution is an arbitrary sufficiently smooth function
of (z1,22) if B = 0and w = L1723 +0%(z1)23 +0' (z1)z2 +0°(z1) with arbitrary
sufficiently smooth functions o°, ¢! and p? of z; = ¢ if B # 0. The case 8 = 0
leads to the solution family u = w(t, y) of (1), which is parameterized by an arbitrary
sufficiently smooth function w of (¢, y) and is hence a subfamily of the family (7). In
the case B # 0, the coefficients 0°, 0! and p? can be assumed, up to the G-equivalence,
to vanish. This leads to the following simple solutions of Eq. (1):

_ B3
u_6,8y + Bxy, (13)

where f is an arbitrary sufficiently smooth function of ¢.

We can modify ansatz 1.4# with 8 # 0 to u = W(zy, z2) + Bxy + %,8,;3’573 with
the same z; = t and zp = y, which simplifies reduced equation 1.4 to Wi = 0.
Therefore, analogously to the subalgebras 5f 5 with p # 1, the subalgebras from the
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family {5’? 4 | B # 0}, which is parameterized by an arbitrary nonvanishing function 8
of ¢, also correspond, under this ansatz choice, to the same reduced equation.
Depending on the value of the parameter function §, the normalizer N4 (5'? 4) of the

subalgebra 5’? 4ingis

(D'(1), D'(1), D*, P*(1), P?(p). R¥(B), Z(0)) if B =0,

(D'(1), D'()+3D°, P*(1), P*(p)+R*(pB), R*(B), Z(0))if B #0, B, =0,
(D'(1) + kD%, P*(1), PY(p) + R*(pB). R*(B), Z(0)) if Bi #0, B = kB,
(D'(t+w) + (k+3)D°, P*(1), P (p) + R*(pB). R*(B). Z(0))

if B #0, t+wp = «p,
(P*(1), PY(p) + R*(pB). R*(B), Z(0)) otherwise,

where p, # and o run through the set of smooth functions of ¢. In the second, the
third and the fourth cases, 8 = 1, (B, «) = (¢/, 1) and (B, n) = (]¢|¥, 0) modulo the
G-equivalence, respectively.

For any value of the parameter function §, the vector fields P*(1) + RY(B),
PY(p) + R*(pp), R«V(,é) and Z(o) from Ny (5{5.4) induce the Lie-symmetry vector
fields 0, pd,, — % ,otzzzaw, Bzgaw and 0 d,, of reduced equations 1.4# where ,3, p and
o are arbitrary smooth functions of z; = ¢. For particular values of g with extension
of Ng (5’18 1), there are the following additional independent inductions:

20 219z + 120025, 220, +3wdy by D'(1), D'(t), D° if B =0,

31, 218z, + 200, +2wdy, by D'(1), D'(t) +3D° if B#0, B =0,

0z, + k220, + 3kwdy, by D'(1)+«D* if B #0, B = kB,

(21 + Wd, + (k + D223, + Gk +2)wd, by D'(t +p) + (k + 3D
if B #0, (t +w)pr =«B,

where « and p are arbitrary constants with x # 0. If we use the modified ansatz in
the case B # 0, the expressions for the analogous induced Lie-symmetry vector fields
are formally the same up to replacing w by w, except the vector field pd;, — % ,olz22 Ow
that should be replaced by p9d,, — %(p, + ,6;,8_1/0)12281;,.

Since reduced equation 1.4° is in fact the identity, it admits any point transformation
in the space with coordinates (z1, z2, w) as its point symmetry, and any vector field in
this space is its Lie-symmetry vector field. The maximal Lie invariance of the modified
reduced equation wyyy = 0 for the case 8 # 0 coincides with the span of the vector
fields 8;,, d;,, 22025, 2792, +220Wdyg, Wy, g 2205 and 233 over the (pseudo)ring
smooth functions of z1. Moreover, it is obvious that these reduced equations also pos-
sess very wide sets of other symmetry-like objects. Hence for each 8, the equation (1)
admits many hidden symmetry-like objects associated with reduction 1.4# but they
are not of interest in view of the triviality of reduced equations 1.47.



82 Page 28 of 56 0. 0. Vinnichenko et al.

8 Lie reductions of codimension two
. o
Thle 2subalgebrasl 5231 with A = —1/3, 3%, 84 ¢, 5310, 5211, 5212, 5555 55 160 5’;3]8,
55. lg s 55;0’ sgglﬂ , Eggg, 55‘33, 9 54 and s9 ,s cannot be used for codimension-two
Lie reductions of Eq. (1) since the rank of these subalgebras is less than two.
The subalgebras 5(2)'9 and 530;/3 contain the subalgebras 5(1). 4 and 5’3 4» Tespectively,

and the one-dimensional subalgebras of 5301‘34; and 5’2\% that are spanned by the respective

second basis elements are G-equivalent to 5? 4 for some B. All 5{3 4-invariant solutions

. . . ’
were constructed in Sect. 7. This is why we can neglect the subalgebras 5)2\.66’ 58‘9, 529{34

and 550{/‘3 in the course of carrying out codimension-two Lie reductions of Eq. (1). The

same claim is true for the subalgebras 5%15 559 and 5’32}15:‘ due to their relation to the
subalgebra 5i‘3.

For the subalgebras sg_’g, sh o and 52‘.’1‘2 with 1, v # 0, 1 and p # 0, 1, the similar
claim is relevant only partially since the representation (12) for 5f 3-invariant solutions
is not explicit and involves quadratures of the general solution of the inviscid Burgers
equation. At the same time, the Lie reductions associated with these subalgebras
are simpler and essentially differ from the remaining G-inequivalent Lie reductions.
Moreover, we were able to construct general solutions of all the corresponding reduced
equations either in an explicit form in terms of elementary functions and the Lambert
W function or in a parametric form. This is why we consider the above Lie reductions
first.

The remaining subalgebras from the list in Lemma 6 are 5%_ I 55.2, 55_3, 574 and
52.13. They constitute the second collection of subalgebras to be considered within the
framework of Lie reductions. All the corresponding invariant solutions are stationary.
The integration of the involved reduced equations is more complicated, and the con-
struction of general or even particular solutions in certain closed form is possible only
for some of them. For each of the subalgebras in the second collection, we consider its
counterparts among inequivalent two-dimensional subalgebras of the algebra g, and
associated G -inequivalent Lie reductions of the nonlinear Lax representation (2).
Some of these reductions help us in finding exact solutions to the associated reduced
equations.

Below, for each of the subalgebras 5;’; with u # 0, 1, 5’2).9 with p # 0, 1 and ﬁg‘_’ﬁ;
with v #£ 0, 1 (the first collection) and 531 with A # —1/3, 55 ,, 53 5, 524 and 5213
(the second collection), we present an ansatz for the related invariant solutions and
the corresponding reduced equation, where ¢ = ¢(w) is the new unknown functions
of the single invariant variable w. We also compute the subalgebra normalizers and
induced symmetries (both infinitesimal and discrete) of reduced equations. In reduced
nonlinear Lax representations, ¥ = ¥ (w) is one more unknown functions of the single
invariant variable w, which is associated with the unknown function ¢ in the original
nonlinear Lax representation (2).
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8.1 The first collection of reductions

z.s.sgfg = (D'())+AD*, P*(e*D)4uPY(e* D), u#£0,1, |u| < 1(mod G):

P
At
u=e"gp—
¥~ 7%

2(M3 — D@owPovs — ®Pwws + BA — 2)@ue = 0.

& +y%), w=eM(y— ux);

For any value of the parameter tuple (X, ), the subalgebra 5;‘2 has the same
normalizer in g,

Ng(s¥) = (D'(1), D®, P¥(e®=D0) 4 Y (=),
—UR¥ (€M) + R (€M), Z(e)).

Reduced equation 2.5 is invariant with respect to the algebra a5 = (wd, +
3¢90y, dy, @3y) and the point transformation (@, ¢) = (—w, —¢) and, therefore, with
respect to the Lie group G s that consists of the point transformations @ = ajw,
Q= a13(p + arw + a3, where aj, a; and a3 are arbitrary constants with a; # 0. The
vector fields D! (1) +ADS, DS, P*(e*~ D) 4 PY (e~ —R* () 4+ RY (e*)
and Z(e**") from Ny (5%) induce the Lie-symmetry vector fields 0, d,, + 3¢d,, 0,
wdy and Jy of reduced equation 2.5 respectively. This means that the entire alge-
bra ay 5 is induced by elements of N (5;’;). Alternating the signs of (w, ¢) is a discrete
point symmetry of reduced equation 2.5** and is induced by the discrete point sym-
metry transformation J* := D*(—1) of the original equation (1). Hence the group G, 5
is entirely induced by the point symmetry group G of the original equation (1).

For any values of (1, 1), reduced equation 2.5 is satisfied by all ¢ with @g,, = 0
but such values of ¢ are G, 5-equivalent to 0 and, moreover, corresponds to solutions
of Eq. (1) that are G-equivalent to the zero solution u = 0. Further we assume that
Yoo 7 0.

There are several values of A, for which the general solutions of the corresponding
reduced equation 2.5** can be represented in the closed form. These are 1 = 2/3,
A=1/3,A=5/6and A = 1.

Solving of reduced equation 2.5** with A = 2/3 degenerates to the independent
consideration of two equations, the elementary equation ¢, = 0 and the equation
2(1? — D@we = . Solutions of the first equation correspond to solutions of Eq. (1)
that are G-equivalent to the zero solution u = 0, whereas the second equation is a
particular case of the constraint 2(1> — 1)@ue = —3(A — 1), whose solution set is
contained in that of reduced equation 2.5** for any A, and the associated solutions of
Eq. (1) take, modulo the G-equivalence, the form

N _ Kk _ 3, K 3 3
u—4(u3_1)(y px)” + 2+ y7) (14)
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with ¥ := — (XA — 1). Note that the solution (14) with fixed values of « and w is in fact
invariant with respect to the three-dimensional subalgebra (D’ (1), D%, P*(e ") +
pwPY (ve™ ")) of g.

Below A # 2/3. We can integrate reduced equation 2.5** once in two different
ways. The first way uses the fact that the left-hand side of this equation is a total
derivative with respect to w, thus leading to the equation

(1 = D (Pww)? — @Puw + BL — 1)@y 41 =0, (15)

where ¢ is the integration constant. The second way is to consider reduced equa-
tion 2.5** as a first-order ordinary differential equation with respect to ¢, which
integrates to

23 —1
3 A—1
w = _2(:“3 — Doww In|@uw| + 200w if A=1,

1
w = Yoo + C2|Poo! 72 i L #1, (16)

where c; is another arbitrary constant, and the integrated equations can be easily solved
as algebraic equations with respect to ¢, for four values of A, A = 1/3, L = 5/6,
A = 4/3 and A = 1. Some of these values are also singled out in the course of the
further integration.

Moreover, the case A = 1/3 is singular from the point of view of gauging the
constant ¢ by point symmetries of the corresponding reduced equation. To be specific,
in contrast to the other values of A, we cannot set ¢ to be equal to zero and can only
assume that ¢; € {—1,0, 1}. The equation (15) with A = 1/3 is easily solved. Its
general solution is

3 [ 2 3

w’ + &/ (w” +c1) ecy (

= 1 2 —Jo? )

2GE—1) 15— a)n|a)+\/w +cl| \/w +c
+cw + c3,

where ¢ = %1, and ¢ and c3 are integration constants, which can be set to be equal
zero modulo the G s-equivalence. The corresponding family of solutions of Eq. (1)
is

3 2 3
o u—c <a) + &/ (0?* + ¢1) n ecy )(a)ln|w+\/a)2+c1|—\/w2+cl))

12(u3 = 1) 4(pd -1

)c3+y3

+ 9

where w = e "/3(y — ux), e = £1, u is an arbitrary constant with ; # 0, 1, and
c1 €{—1,0,1} (mod Gj5).

ForA =5/6,A = 4/3and A = 1, the general solutions of the corresponding reduced
equations 2.5** can also be represented in closed form, where for convenience we use
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other integration constants b1, by and b3, and ¢ = £1:

5 ,bL3—1 2 4¢ 3 2 5/2
A= —: = o+ 4 -1 —-bhw + brow + b3,
G ¢ by 15bl3((,u ) 1) 2 3
N w? N blw?
T3 YT TR oD T 16l — 1)
(b2 =813 — Hw)™?
by~ b b3,
+eby 192003 — 1) + brw + b3
1822+ 15z + 4
A=1 p=—-w—" """ " 4p b3, z € {Wo(@), W_1(&)},
= 63 = 1) + b +b3, z€{Wo(@), W-1(d)}
. biw
2w’

where Wy and W_; are the principal real and the other real branches of the Lambert
W function, respectively. The solutions with b1 = 0 correspond to solutions of Eq. (1)
that belong, up to the G-equivalence, to the family (14). Hence we can assume that
b1 # 0 and thus set the gauges by = 1, b» = b3 = 0 (mod G, 5). This leads to the
following G-inequivalent solutions of Eq. (1) with & = =1 and an arbitrary constant

u#0,1:

5 4e 5 _3 5/2
o u= (0 = Ded(y - e + Toed (4G - 17 e ¥ - )
x3 -|-y3
36
— 3 _ 2
DU S 20 MNP TRl 120
R =1) " 16(u3 = 1)
_4 5/2
ot (1808 = De ¥ — ) gy
1920(13 — 1)* 18

51822 + 15z + 4
216(u3 — 1)z3°
. ey —px)
W=
2(u® = 1)

o u=—(y—ux) z € {Wo(@), W_1(@)},

For any A # 2/3,1/3, 1, the general solution of reduced equation 2.5** can be
represented in a parametric form in a uniform way. Considering the derivative ¢,,, in
Egs. (15) and (16) as a parameter and denoting it by s, we rewrite these equations as

—1 1 3o Ds?—ws+c
& s+ cols|7-2, <pw=—('u ) -

2
3x—-1 3a—1
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The associated parametric expression for ¢ = [ ¢, dw is given by

4(,u3 —1s — 3w (;1,3 —1)s—w clw
3 2
=W —1 _ _
=W Y T maon P T T
it 320, 1)
1 s~ A
23

2 5 c?
g = ﬁuﬁ — 1%~ §Cz(u3 — DIsP? + %sgn(s) In|s|+clo+c;  (17)
ifA =0,
8 4 4c? 1
0= 2= = 1757 + Zea’ = Dns| + 3% +2eiwte if A=

Note that the value ¢c; = 0 corresponds to solutions of the form (14) and can be
excluded from the consideration. Thus, we can assume ¢; # 0 and thus set ¢; = 1,
c1 = ¢3 = 0 (mod G35). This leads to the following G-inequivalent solutions of
Eq. (1):

A—1
3t
u==e —
° ) 6

o> + ),

where A # 2/3,1/3, 1, u # 0, 1, ¢ is defined by the appropriate equation from (17)
withcy = 1,¢; = ¢3 =0, w := e (y — ux) and the function s = s(w) is implicitly
defined as a solution of the Lambert’s transcendental equation

3 _
|s|3x]f-z_g“ 1

3x—-1

s =w. (18)

In fact, the elementary solvability of this equation for A € {5/6,4/3} as a quadratic
equation with respect to a degree of s has been used above for deriving explicit solu-
tions of Eq. (1). The equation (18) can also be solved for some other values of A
as algebraic equations with respect to certain degrees of s, which results in explicit
expressions for the general solutions of the corresponding reduced equation 2.5**.
Thus, 31 — 2)*1 =-1/2,-2,3,1/3forA =0,1/2,7/9,5/3, respectively, and the
corresponding equation (18) are cubic equations with respect to certain degrees of s
and, therefore, can be solved, e.g., using the Cardano formula.

2.9. 5’2)_9 = (DS, PY(D)+ Py(,o)>, p # 1 for any open interval in the domain of p and
p(t) # 0 for any ¢ in this domain:

3

— px) —1

P bl i3 p)co—&ﬂ o=t g,=-127 g
o3 6/ 3

The normalizer of the subalgebra s5 o in g is

Ng(s59) = (D%, P*(1) + P (p)) if p; #0,
Ng(s54) = (D'(1), D'(1), D*, P*(1) + P¥(p)) if p =0.
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Since reduced equation 2.9” is a first-order ordinary differential equation, its maximal
Lie invariance algebra a} , is infinite-dimensional. The normalizer Ng(s5 4) induces
merely the zero subalgebra of the algebra a'(z).g and its subalgebra (9, w0, — @9,) if
pr # 0and p; = 0, respectively. Therefore, the original equation (1) admits an infinite
number of linearly independent hidden symmetries that are associated with reduced
equation 2.9”. Nevertheless, these hidden symmetries are not of great interest in view
of the trivial integrability of reduced equation 2.9”. Separating the variables in the
reduced equation, we integrate it and substitute the obtained expression for ¢ into the
ansatz, which gives the following a family of solutions of (1) (cf. reduction 1.3):

—1

p*—1 v —px)? s

o u= s—dr = =V
P 12p 6p

2.14. 55", = (D' (1)+8D%, P*(e¥)+vPY(e¥)+8'RY (), 5,8 €{0, 1}, v #£0, 1,
[v]| <1 (mod G):

) 8
u=e35t(p__(x3+y3)+_e(3ty2’ w=e—8t(y_vx);
6 2v
2\1(1)3 - 1)(pww(pwwa) = 8/§0www - 3V5<wa-

Depending on values of (8, §), the normalizer of the subalgebra 5%“154; in g is one of

the following:

Ng(sg.”&) = (Dt(l), D'(t), D%, P*(1), PY(1), —vR*(1) + R¥(1), Z(1)),
Ng(s91y) = (D' (1), D'(t) + $D%, P*(1), P¥(1) + R*(D),

—VvR*(1) + RY(1), Z(1)),
Ng(s3y) = (D'(1), D%, P*(e"), P¥(e"), —vR*(e*) + R? (™), Z(e™)),
Ng(sih) = (D' (1) + D%, P*(e"), PY(e") + R*(e*),

—VR¥ () + RY(e*), Z(&)).

Therefore, the vector fields D! (1)+8 DS, P* (%), PY () +68' R* (e¥!), —v R* (e¥')+
RY(e*") and Z (&%) belong to Ng (53?’1‘2) with the corresponding value of (8, §") and
induce the Lie-symmetry vector fields 0, —vd,,, 9, — 8’ Vway, wd, and d, of reduced
equation 2. 149V, respectively. For any values of (8, v, "), reduced equation 2. 143V jg
invariant with respect to the algebra as 14 = (9, 9y, @3y) and, therefore, with respect
to the corresponding Lie group G 14, which consists of the point transformations
® = w+a, p = ¢ + aw + a3, where aj, ay and a3 are arbitrary constants.
The group G» 14 is entirely induced by the point symmetry group G of the original
equation (1). For any values of (8, v, §'), reduced equation 2. 14578 is satisfied by all ¢
with ¢, = 0but such values of ¢ are G 14-equivalent to 0 and, moreover, correspond
to solutions of Eq. (1) that are G-equivalent to the zero solution # = 0. Further we
can consider only solutions with ¢, # 0.

Consider the case § = 0. Reduced equation 2. 14009 degenerates to the elementary

. . P . . /
equation @, = 0 whose maximal Lie invariance algebra is well known, 9"}, =
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(00, @Iy, a)zaw + 2090y, 0y, @Iy, wZaw, ©dy). In addition to the Lie-symmetry
vector fields 0, d, and wd,, which are induced as in the general case, elements of
the normalizer Ng(s9%,) induce wd,, + 2¢d, if ' = 1 and wd,, and @i, if 8 = 0.
Any element of agf’]‘z involving at least one of the basis vector fields @23, + 20¢d,,
a)za(p and, if 8’ = 1, wd,, + apd, with a # 2 is a hidden symmetry of Eq. (1). All the
corresponding solutions of Eq. (1) are G-equivalent to either the zero solution u = 0
or solutions of the form (13) with § = const.

Reduced equation 2.14!" is factored out to (2(1)3— 1 )(ﬂwww+3)(pa)w = 0. Therefore,
its solution set is the disjoint union of the solution sets of the equations 2003 — Dowwo+
3 = 0 and ¢, = 0. This implies that the maximal Lie invariance algebra a;’& of
reduced equation 2.14"0 is the intersection of the maximal Lie invariance algebras of
the above equations, a%f’& = (dw, 0y, W3y, Wy + 390, ). The entire algebra aéf’& is
induced by Ng (5%_"&). Thus, the case (8, §’) = (1, 0) leads, modulo the G-equivalence,
to the solutions of Eq. (1) that are of the form (14) withx = —1 and u = v.

Consider the case 88" # 0. Thus, § = 1. We neglect the gauge 8’ = 1, set §' to
another value, 8’ = —v(v3 — 1), and denote k := —3(v3 — 1)~!. As aresult, we need
to solve the equation ((9%10)2 + Oww — K(pw)w = (0. We integrate it once, deriving
(¢ww)2 4 Yww — K@Yy — c1 = 0, c1 is an integration constant, and solve the integrated
equation with respect to @,

1 1
Poow = ) + 3 4, + 1+ 4c.

The maximal Lie invariance algebra of reduced equation 2. 141" coincides with the
common invariance algebra a, 14 of case 2.14. Modulo the induced G, 14-equivalence,
we can set 1 4+ 4c; = 0. Separating the variables in the resulting equation, denoting
7 := —1 % /4@, and integrating once more, we obtain z + In |z| = k(@ + ¢2),
where c; is another integration constant that also can be set to be equal zero up to the
G .14-equivalence. In other words, we derive the equation

Z+1In|z|
K

o= F(py) := ,
z=—1E4K 0w

and its general solution can be represented in parametric form as

12
w=F() with ¢ := (+ ),
4k
dF z+1)° 1 (3 3, w
= —()de = dz=— (= += 2 — ,
v /gdg(g)g a2y ° 4x2(3+21JrZ Tate

where c¢3 is one more integration constant that also can be set to be equal
to zero up to the Gj j4-equivalence. The summand w/(4x) can be neglected
using the Gy j4-equivalence as well. Since ze* = =+e““, we have that 7 €
{Wo(e®), Wo(—e¥®), W_j(—e*®)}, where Wy and W_; again denote the princi-
pal real and the other real branches of the Lambert W function, respectively. As a
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result, we show that any solution of reduced equation 2.149v with 86 #01is Go.14-
equivalent to one of the solutions

1

?= e

3
<% + Ezz + 21) .z € [Wo(e“®), Wo(—e?), W_i(—e““)}.

The corresponding G-equivalent solutions of Eq. (1) take the form

V-2, (2 3, 15 5 v=1,,
= — —_— — 2 —_—— —_—
o u T R R 6@ +y7) ;e

where z € {Wo(e¥®), Wo(—e“?), W_j(—e**)} with w := e™'(y — vx) and k :=
=303 =D L.

8.2 The second collection of reductions

The reduced ordinary differential equations that are obtained from Eq. (1) by Lie
reductions using the two-dimensional subalgebras from the second selected collection
are cumbersome and among them there are three one-parameter families of equa-
tions, which complicates the computation of Lie and, moreover, point symmetries
of these equations. At the same time, there is a more essential obstacle even for
computing Lie symmetries just using the standard Lie approach augmented with spe-
cialized computer-algebra packages. The general form of the above reduced equations
IS M(w, ¢, Yw, Pow)Pose + N(@, @, 0y, ¢uw) = 0, where M and N are respectively
specific first- and second-degree polynomials in (¢, ¢y, @ue) With coefficients poly-
nomially depending on w that in addition satisfy the conditions

My, #0 or
M = O’ M(pm (3M¢7u) + N‘ﬂmw(ﬂa)u))(6M¢7w + N(pmwwa)w) 7& 0.

Pow

(19)

Some of these equations cannot be represented in normal form due to their degenera-
tion, and the solution set of each of them splits into two parts that are singled out by
the constraints M # 0 and M = N = 0, respectively. The left-hand sides of several
of them even admit algebraic factorizations. Therefore, the maximal Lie invariance
algebra of such an equation M@,u, + N = 0 is the intersection of the maximal

Lie invariance algebras of the equation ¢,y = —N/M with M # 0 and of the
(overdetermined) system M = N = (0. We prove that under the conditions (19), any
Lie-symmetry vector field of the equation ¢, = —N /M is necessarily of the form

Edp+(n'o+ no)aw, where £, n! and 1° are functions of w, and then the computation
of the maximal Lie invariance algebra of this equation can be easily completed with a
computer-algebra system even in the case of presence of a parameter. After reducing
the corresponding system M = N = 0 to a passive form, we also find its maximal Lie
invariance algebra if its solution set is nonempty. For each family of reduced equations
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under study in this section, the construction of its point symmetry group is specific
and is carried out using the algebraic method by Hydon [29-31].

2.1.55, =(D'(1), D'(t) + AD®), A # —1/3:

ox
Ki=——;
30+1
20(@* = Dgue — (K — DB’ — Dy + k(K — D @) Powe
—(k = 2)(50® = Depwid — (K = D110y — 3K9)Puw
+(k — D2 Bwg, — 2k9)¢,) = 0.

Y
u=lx[¢, o=-=,
X

In view of its definition, the parameter « cannot be equal to 3 but we can neglect

this fact by uniting reduction 2.1 with reduction 2.13, which can be considered as

corresponding to the values A = 00 and ¥ = 3, see below. Note that it is convenient

to assume the family of reduced equations 2.1 to be parameterized « instead of A.
The associated system M = N = 0 is equivalent to the equation

¢o=0 if k=0,
Gow =0 if k=1,

20(0° — Do — B’ — Doy + 2079 =0 if k=2,
(w? + Doy = 3a)2g0 if «x =3,

(w® — 10w 4+ g, = 60> (w> —5)¢ if k=6,

¢ =0 otherwise.

The corresponding solutions of the original equation (1) belong to the family of trivial
solutions (7), except the cases k = 2, see the consideration of this case below, and
k = 6, with the polynomial solutions u = c1(x% — 10x3y3 + y©) of (1), where ¢y is
an arbitrary constant.

The normalizer of the subalgebra s5 | in g is

Ng(s5 ) = (D' (1), D'(r), DY) if A #0,1/6,

Ng(s9,) = (D'(1), D' (t), D, Z(1)),

Ng(sy') = (D' (1), D' (1), D%, R* (1), R*(1)).

For a general value A # —1/3, the vector fields D’ (1), 3D'(¢) and D® induce the Lie-
symmetry vector fields 0, —x¢d, and (3 — «)@d, of reduced equation 2.1¢, whereas
for A = 0and A = 1/6 (i.e.,, k = 0 and k = 1) we in addition have inductions
d, by Z(1) and 9, and wd, by R*(1) and RY(1), respectively. The discrete point
symmetry transformations J and J° of Eq. (1), see Corollary 2, induce the discrete
point symmetry transformations (@, ¢) = (v~ ', |w| ™ ¢) and (&, §) = (», —¢) of
reduced equation 2.1¢ for any «, respectively, whereas the discrete point symmetry
transformation J' of Eq. (1) corresponds to the identity transformation of (w, ¢).
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For a general value A # —1/3, the subalgebra 5%_1 has, up to the G1-equivalence,
a single counterpart among subalgebras of the algebra g, 5%. = (D’ (1), D'(t) +
ADS). This is why ansatz 2.1 is extended to v as v = |x|/24r, and the nonlinear Lax
representation (2) reduces to the system

12(k — D(2(0® + DY — k0P )@ — 12k (k — Do (20, — k)
+160(w® — Dy, — 12¢(@° — DYy} + oy’ =0, (20)

K
w@w—wx—lww+ww3—5www=0

For each of the values A = 0 and A = 2/3, where « = 0 and k = 2, there is
another counterpart of the subalgebra 5%.1 among subalgebras of the algebra g, that
is G -inequivalent to the subalgebra 5%.1, 5(2)_1, = <D’(1), D' (1) + %f_’”) and 55/13, =
(E’ (1) + P, D'(t) + %L_)S>, respectively. This results in one more G -inequivalent
extension of ansatz 2.1 to v for each of these values of A, v = ¢ +In |x| and v = xv +¢.
The corresponding reduced systems are

3((@ + Do — 0)po — 20(@° — Dy, + 30’ = DY, —w =0,
OPww + P + a)l/fwz — Yy =0

and

3((@° + DY — 0*¥) g0 — 60(0he — ¥)¢
+20(@® — Dy, = 3@ - Dyy,2 + oy’ —3w =0,
P — P + Y2 — Y, = 0.

For the specific values « € {0, 1, 2} or, equivalently, A € {0, 1/6,2/3}, we are able
to construct more solutions than for the other values.

k = 2. The solution set of reduced equation 2.1° with x = 2,i.e., A = 2/3,is a
union of the solution sets of the equations ¢, = 0 and 20w’ — D@we — Bw® —
D¢, + 20°¢ = 0, whose intersection consists only of the zero solution ¢ = 0. It
can be proved that the maximal Lie invariance algebra a%.l of reduced equation 2.17
is the intersection of the maximal Lie invariance algebras of the above equations,
a3 | = (pdy), and thus it is induced by Ng(s3 ).

The solutions of the first equation are not interesting since each related solution
of Eq. (1) is G-equivalent to either the zero solution u = 0 or the solution (13) with
B = 1. The general solution of the second equation is

o =c1(@? + D L = 1)*3 for w>0,

4 4
o= (- w3 (cl cos (5 arctan |w|3/2> + ¢3 sin (5 arctan |a)|3/2>) forw <0,

where ¢ and c¢; are arbitrary constants, and one of them, if nonzero, can be set to one
by induced symmetries of reduced equation 2.12. This leads to the following solutions
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of Eq. (1):

o u=ci(IxP?+ 1y 4y = 1xPHY3 for xy >

4 3/2 y1|3/2
o u= (x3 —y3)2/3 <c1 cos (5 arctan’X) ) + sin( arctan) ‘ >>
X

for xy <0,

where ¢ and c¢; are arbitrary constants, and one of them, if nonzero, can be set to one
up to the G-equivalence.

x = 1. The solution set of reduced equation 2.1“ with k = 1, i.e., A = 1/6, coincides
with that of the equation 2w (@ — D¢www + (503 — 1)¢wew = 0 and thus consists of
the functions

11273
¢ = c19’(®) + 20 +c3 with ¢%(w) —|w|3/23F2<— - —,—,—,w3>,

where ,Fy(a1,...,ap;b1,...,by;z) is the generalized hypergeometric function.
Hence the maximal Lie invariance algebra of reduced equation 2.1' is ai_l =
(3, w3y, °(®)dy, dy,), and its subalgebra induced by Ng(s} |) is (3,5, @y, dy),
i.e., any element of a%_ | with nonzero coefficient of @° (w)dy is a hidden Lie-symmetry
of Eq. (1) that is associated with reduction 2.1".

Up to induced symmetries of reduced equation 2.1, wecansetc; = 1,and ¢ =

c3 = 0. Thus, the only corresponding G-inequivalent solutions of Eq. (1) is

11273 )
£V ) P P
62362 x3

k = 0. The maximal Lie invariance algebra a2 | of reduced equation 2. 10 is equal to
(0p, ©0yp), and thus it is entirely induced by N (52 1)- The reduced system (20) with
k = 0 degenerates to

3
e U=

Vo (3(@® + Dgy — 20(@° = DY) =0, 0Puy + ¢u + o2 =0.  (21)

It is obvious that the integration of the system (21) splits into two cases. If ¥, = O,
then it is equivalent to the equation wg,, + ¢, = 0, whose general solution is
¢ = c1ln|w| + co and gives only trivial solutions of Eq. (1) from the family (7).
Under the constraint ¥, # 0, we easily exclude 1, from the system (21) and derive
the equation 20 (w3 — D¢wew+ 5w+ 1)@, = 0. The general solution of this equation
is

¢ =ciln +cy for w >0, ¢ = c1 arctan |a)|3/2 + ¢y for w <O0.

0 41
w32 —1
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Up to induced symmetries of reduced equation 2.1%, we can set ¢; = 1, and ¢; = 0.
This leads to the following solutions of Eq. (1):

P2 + 1y
X[ — [yP3/2

3/2
‘ for xy <0.

for xy >0, e u:arctan‘z
X

The independent variable w and the ratio ¢, /¢, are the lowest-order differential
invariants of the solvable algebra ag_l. Therefore, the change of dependent variable
P = Qow/¥e lowers the order of reduced equation 2.1° by two. The derived equation

Qw (@’ — 1) p +3w® — 1) po + 20 (@ — 1) p* + (130 — 3)p* + 22pw’ + 100 = 0
integrates to

(0@ — 2% + Bw® — (@ — )p + ?2w® — 5))°
=C1.
(203 = 1p + 503 + 1) (wp +1)° 1

Substituting ¢, /@, for p into the last equation, we obtain the first integral of reduced
equation 2.1°. We are not able to integrate further for the general value of ¢;. Never-
theless, setting ¢y = 0 simplifies the equation into be integrated to the equation

0@ = 1)%¢z, + B0’ = D — Deuupo + 0?20 =5, =0,
which is easily solved as a quadratic equation with respect to ¢, /¢, and integrated

twice. As a result, we construct the following solution of reduced equation 2.1“ with
k =0:

ds
K=vs2+14s+1

/ Is+7+K|[V%7s + 1 + K|'/°Q2s +2 — K)?/3
(p:
35(s — 1)

S:(l)3

The corresponding solution of the original equation (1) is

ds

f Is+74+K|[YO7s + 1+ K|'/(2s +2 — K)?/3
o U=
K=+s2+145+1

3s(s — 1)

s=(y/x)3

For the general value of k, k # 0, 1, 2, all Lie and discrete point symmetries of the
associated equation ¢, = —N /M are symmetries of the system M = N = 0. This
is why the maximal Lie invariance algebra af ; of reduced equation 2.1% is equal to
(¢dy,), and thus it is entirely induced by Ng(s5 ;).

We compute the point symmetry group G5, of reduced equation 2.1“ with an
arbitrary nonsingular value k # 0, 1, 2 by the algebraic method. Let ®: & = Q(w, ¢),
¢ = F(w, ¢) with Q,F, — Q4 F, # 0 be a point symmetry transformation of this
equation. From the condition ®.a31 C a1, we only derive the equations 2, = 0
and ¢ F, = aF, which mean that Q = Q(w) with ,, # 0 and F = g(w)¢“ + f(w)
with a nonzero constant a, a nonvanishing function g of w and a function f of w.
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The further computation by the direct method is the most complicated among such
computations in the present paper. The left-hand side L[¢] of reduced equation 2.1
is a homogeneous second-degree polynomial with respect to the unknown function ¢
and its derivatives with coefficients depending on w. After expanding the transformed
equation with taking into account the obtained form of ® and collecting the coefficients
of goww3 @y, we first derive the equation @ = 1, which means that the transformation ®
is affine with respect to ¢. Then the condition of preserving reduced equation 2.1
by @ can be written in the form L[®.¢p] = K(w)L[¢], where K is a nonvanishing
function of w. Collecting, in the last equality, coefficients of the terms that are of degree
two with respect to the unknown function ¢ and its derivatives leads to a system of
determining equations for the functions €2, g and K, whose general solution consists of
two families, (Q, g, K) = (o, c1,¢?) and (R, g, K) = (0~ !, cjo™, cfo=21),
where ¢ is an arbitrary nonzero constant. For each of the found solutions for (€2, g, K),
the system for f derived by collecting coefficients of the remaining terms only has
the zero solution. As a result, for any value of « the entire group G% , is induced by
the stabilizer of 5%_1 in G with the corresponding value of A.

Polynomial solutions of reduced equations 2.1 whose degree is not greater than five
and that result in nonpolynomial solutions of the original equation (1) are exhausted
by ¢ = cow fork = 5/2 and ¢ = c(w> — 8/21) for k = 9/2, where ¢ = 1 modulo the
induced G -equivalence. The first solution corresponds to the solution u = |x|3/?y
of (1), which can also be obtained and, moreover, generalized using the multiplicative
separation of variables; make the permutation J of x and y in the last solution of
Sect. 10. The first solution gives a new solution of (1),

3
y 8
=k (G- ).

22.55, = (Dt(l), D'(t) — %DS + P¥(1) + Py(v)), [v| <1 (mod G):

u=¢e¢'yp, w=y—vx;
20 = Dguw + GV = Doy + v20) Puwe
+ 5V — Dgwed + v(11v@, + 30)puw + Sv9,2 + 209, = 0.

The associated system M = N = 0 (see the beginning of this section) is equivalent
to the equation ¢, = 0if v = 0, 29, = ¢ if v = —1 or ¢ = 0 otherwise; the
corresponding solutions of the original equation (1) belong to the family of trivial
solutions (7) or to the family (10). All Lie and discrete point symmetries of the asso-

ciated equation @y, = —N /M are symmetries of the system M = N = 0. This is
why for any value of v, the maximal Lie invariance algebra of reduced equation 2.2"
is the algebra a5 = (94, ¢0y), and this equation is invariant with respect to the

group G2, which consists of the point transformations @ = w + ¢1, ¢ = ¢¢, where
¢1 and ¢; are arbitrary constants with ¢, # 0. All the subalgebras s} , have the same

normalizer Ng (s} ,) = (D'(1), D'(t) — %DS, P*(1), PY(1)) in g. The vector fields
D'(1), D'(¢) — %DS, P*(1) and P¥(1) from Ng(s} ,) induce the Lie-symmetry vector
fields 0, —¢dy, —vd, + @9, and 9, of reduced equation 2.2", respectively, and thus
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the algebra a; > is entirely induced by elements of Ny (s} ,). The discrete point sym-
metry transformation J' o J5: (¢, X, ¥, 1) = (—t, x, y, —u) of (1) induces the discrete
point symmetry transformation (@, ) = (@, —¢) for any of reduced equations 2.2".
Therefore, the entire group G2 is induced by the point symmetry group G of the
original equation (1).

We construct the point symmetry group G}, of reduced equation 2.2" with an
arbitrary fixed v using the algebraic method. Let ®: & = Q (w, ¢), ¢ = F(w, ¢) with
Q, Fy—4 F,, # 0beapointsymmetry transformation of this equation. The necessary
condition ®,a, C az implies the equations 2, = a1, 92, = az1, F, = apF
and o Fy, = ax F', where ay1, a2, az1 and ap; are constants with ajjax —ajzaz; # 0.
Therefore,

anw ,d
@,

Q=anw+anlnlp|+¢, F=cae
where ¢| and ¢, are arbitrary constants with ¢, # 0. We continue the computation
with the direct method using the derived form for ®, which leads to a cumbersome
overdetermined system of determining equations for the parameters a1, a2, a21 and
azy, whose solution depends on the value of v. For v # =1, we obtain the single
solution a1, = az; = 0, ay; = ax = 1, i.e., the complete point symmetry group G} ,
of reduced equation 2.2 with such values of v coincides with the common point
symmetry group G;,. For each v € {—1, 1}, there is exactly one more solution
aj; = —1,ay1 =0, a2 = v, axp = 1, i.e., in addition to the elements of G, 5, the
complete point symmetry group G , of reduced equation 2.2” with v = £1 contains
the transformations ® = —w + ¢, ¢ = ¢2e"“¢, where ¢ and ¢, are again arbitrary
constants with ¢; # 0. This means that the group G5, withv = lorv = —1 is
generated by the elements of G,, and the discrete point symmetry transformation
(0, 9) = (—w, "), which is induced by the discrete point symmetry J or J o J® of
the original equation (1), respectively. Therefore, for any value of v the group G} , is
entirely induced by the stabilizer of 53 , in G.

Up to the G-equivalence, the subalgebra s , with any value of v is prolonged
in a unique way to v, which leads to the subalgebra 53 , = (D’(l), D'(t) — %DS +
PX(1) + f”’(v)) of the algebra g . Therefore, up to the G -equivalence, there is a
unique extension v = e~*/2y of ansatz 2.2 to v, and the corresponding reduced
system is

24Y 0 Pww — 12V, + V) (@, + @) + 820° + Dy} + 1202 Yy 2 — ¢° =0,

1
Vowo + o + V’»”wz + El/f‘/fw =0.

It is obvious that an arbitrary function of the form ¢ = ¢ e~ /v 4 cyif v # O or an
arbitrary constant if v = 0 is a solution of reduced equation 2.2V, and these solutions
lead to trivial solutions of Eq. (1) from the family (7). Further we ignore the above
trivial solutions.

Reduced equation 2.2 is especially short, 9o @wwe + P = 2¢¢., and integrates
twice to gow3 = @3 +c1¢+ca, where ¢ and ¢, are the integration constants. Separating
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the variables and integrating further, we construct the general solution of reduced
equation 2.2° in an implicit form with one quadrature,

de

= , 22
(@3 +cro+c)!/3 @t 22)

where c¢3 is one more integration constant. The corresponding solutions of the original
equation (1) are of the form

o u=c oy, (23)

where the function ¢ = ¢(y) is implicitly defined by (22), where w = y, c3 = 0
(mod G), and, up to the G-equivalence, the constant cy, if it is nonzero, can be set
to be equal £1 or the constant ¢y, if it is nonzero, can be set to be equal one. The
solution family (23) can be extended using the multiplicative separation of variables,
see Sect. 10. The formula (22) obviously leads to explicit solutions of reduced equa-
tion 2.2% only if ¢; = ¢, = 0, which gives ¢ = ¢3e® with an arbitrary constant &3. All
the corresponding solutions of Eq. (1), u = ¢3e”™%, belong to the family of simple
solutions (10).

For several specific values of (cy, ¢2), when the integral in the left-hand side
of (22) is reduced to cases of the Chebyshev theorem on the integration of bino-
mial differentials, it be expressed in terms of elementary functions. This gives the
following G ;-inequivalent parametric solutions (without quadratures) of reduced
equation 2.20:

3 2
s”+2 . 1. s“+s+1 2s + 1
°o 9= with —ln—z—«/garctan—zy,
s3—1 2 (s—1 V3
1. s? 1 25 + 1
o §0=|s3—1|_l/2 with Eln%—ﬁarctan s\/; =2y, (24)
1 52 1 25+ 1
o g=(3-1713 with Eln%—ﬁarctan Sj% =3y

if 4} = —27¢3, (c1 # 0, ¢c2 = 0) and (c; = 0, ¢ # 0), respectively; cf. [48,
Section 4.1.1.2], where there are several typos and a needless involvement of complex
numbers. In the first case, the polynomial ¢> + c1¢ + ¢2 has a root A of multiplicity
two and can thus be factorized to (¢ +24) (¢ — )2, i.e.,c; = —3r%Zand ¢ = 243, Itis
then obvious that we can set A = 1 up to G »-equivalence, more precisely, by scaling
of . In the second and the third cases, we analogously can set ¢; = sgn(s> — 1) and
¢ = 1, respectively. For ¢; # 0, the integral in the left-hand side of (22) was reduced
in [48, Eqgs. (33)—(34)] to an integral that, as stated therein, can be expressed in terms
of elliptic functions but the corresponding representation of the solution (22) does not
seem useful.

For general values of v, the order of reduced equation 2.2" can be lowered by
the differential substitution z = ¢,/@, p = @uwe/¢ inspired by the Lie invariance
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algebra ay 5. This leads to a first-order ordinary differential equation with respect
top = p(2),

(21)(1)3 —Dp+3z—z+ vz)(P —22)p.
+ (200 =Dz 57 = 1)p? + (Gv} = D + 120224+ 3v)p (29
+5vz2 427 =0.

Looking for solutions of (25) that are at most quadratic with respect to z, we con-
struct only the solutions p = —z/vifv =0,p =4ifv =1/2and p = z—1ifv = —1.
For reduced equation 2.2", this gives the above trivial solutions ¢ = cje~®/" + ¢; if
v=~0aswellas ¢ = cje 2? + 2> if v = 1/2 and ¢ = c1e®/? cos(%«/gw + )
if v = —1. As aresult, up to G-equivalence we construct the following new solutions
of the original equation (1):

o u=¢"*+e?, o u=¢e"""cos («/§(x+y)).
If v = 1, the equation (25) becomes the Abel equation of the second kind,

Qz+D(p—2)p, +4p° + Q2 + 1224+ 3)p + 52 + 22 =0,

which is reduced by the point transformation s = z + %, r=(z+ %)2( p —z%) to the
simpler Abel equation

16rry + 45 (285> — D)r + s> (4s> — (125> + 1) = 0,

whose general solution in implicit form is

@r +4s* — 57)2((144r + 144s* — 1)? — (125 + 1)%)
=cj.
(3(32r + (852 + 1) (452 — 1))’ — (852 + 1)(4s? — 1)2)’
The latter equation has two polynomial solutions up to degree four,

r = —%s2(4s2 — 1 and r = —61—4(4s2 — 1)(125% + 1), which correspond to the
values ¢; = 0 and ¢; = 1/256 and the solutions

223 =22 -3z 1)
2z +1)2

p=—z and p=

of the former Abel equation, respectively. After the inverse differential substitution,
we respectively obtain two ordinary differential equations. The integration of the first
one only results in trivial solutions of the original equation (1), whereas solving the
second equation, we construct, up to the G-equivalence, the following parametric
solution of (1):

—(x+y)/2 (322 +3z+ 1)71/6
|Z|1/2|Z~|— 1|1/2

e U =2¢
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with In

- % arctan (\/§(2z +1))=y—x.

23.5) 5 = (D’(l), 2D'(t)+ %DS +R*(1)+ Ry(v)), [v| <1 (mod G) (we replace the
subalgebra s3 5 by the G-equivalent subalgebra 5 ; for convenience of the reduction
procedure):

Z

Z+1’

u=xp+(y+vx)ln|x|, o=y/x;
(250(503 = Deww — 20° + Vo’ + l)wwa)w + (5503 - 1)%)502
—wBw — 3V)¢pw + 3w —2v = 0.

For any values of v, reduced equation 2.3" can be represented in normal form since
the coefficient of ¢ in it does not vanish on its solutions. Its maximal Lie invari-
ance algebra is the algebra a3 = (dy, wdy). The corresponding Lie group G2 3
consists of the point transformations @ = w, ¢ = ¢ + ¢iw + ¢, where ¢
and ¢, are arbitrary constants. All the subalgebras §; ; have the same normalizer
Ng(8,5) = (D'(1),2D'(r) + %Ds, R*(1), R¥(1)) in g. The vector fields D’(1),
2D (1) + %DS, R*(1) and R” (1) from Ny (5} ;) induce the Lie-symmetry vector fields
0, —(w+v)9y, 9, and wd,, of reduced equation 2.3", respectively, i.e., the algebra a; 3
is entirely induced, and thus the entire group G2 3 is induced by the stabilizer of s} ,
inG.

Using the algebraic method, we compute the point symmetry group G5 5 of reduced
equation 2.3" for any fixed value of v. Let ®: @ = Q(w, ¢), ¢ = F(w, ¢) with
Q, Fy—Q4 F,, # 0beapoint symmetry transformation of this equation. The condition
®,a23 C ap 3, implies the equations Q2, = 0, Fy, = a1 +apQ and wFy = az; +
a2, where a1, aya, az1 and app are constants with ajj1azy — ajpaz; # 0. Therefore,

—anw + az ajax — apdazg
Q=———, F=———""0+ f(w)
apw — axn apw —ax

with a function f of w. Taking into account the derived form for ®, we continue the
computation with the direct method. As a result, we obtain a cumbersome overdeter-
mined system of determining equations for the parameters a1, a2, a1, ax; and f,
whose solution depends on the value of v. For v # 1, we obtain that aj» = az; =0,
aj] = ax = land f = ¢iw + ¢ with arbitrary constants ¢ and ¢;. In other words,
the complete point symmetry group G5 5 of reduced equation 2.3" with v # %1 coin-
cides with the common Lie symmetry group G, 3. For v = %1, we have additional
solutions, aj1 = a» = 0,ap =ax; = v, f = —(v+ o Hn|o| + o™ ! + &,
where ¢| and ¢, are again arbitrary constants. Hence the complete point symmetry
group G} 5 of reduced equation 2.3" with v = £1 is generated by the elements of the
common Lie symmetry group G2 3 and the discrete point symmetry transformation
®@=w'¢=vo ¢ — v+ w"n|w|, which is induced by the discrete point
symmetries J and J o J® of the original equation (1) if v = 1 and v = —1, respectively.
Therefore, for any value of v the group G7 5 is entirely induced by the stabilizer of §} 5
in G.
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For each value of v, the subalgebra §; ; has, up to the G -equivalence, a single
counterpart among subalgebras of the algebra g, 55 ; = <D’(1), 2D (1) + %Ds +
R*(1) + R’ (v)). This is why ansatz 2.3 is extended to v in a unique way up to the
G1-equivalence as v = |x| 1/ 21#, and the nonlinear Lax representation (2) reduces to
the system

16s0 (@’ — Dy} — 126(0 — DY y,2 — 24(ww? — DY, + cov® + 1200y =0,
26
Do + e Y2 — glfflffw— 1 =0, (26)

where ¢ := sgn x.

Reduced equation 2.3" is an Abel equation of the second kind with respect to @,.
Its particular solution ¢ = w In |w| corresponds to a solution of the system (26) with
Y = 0 and the trivial solution u = yIn |y| 4+ vx In|x]| of (1) from the family (7). The
differential substitution ¢u, = p + ™' maps reduced equation 2.3 to the simpler
Abel equation of the second kind

2w (@ — Dp +vo? —1)py, + (30° — 1) p? + 3vwp = 0.

24.504 = (D’ (1), 3D"(t)+ Z(1)> (we replace the subalgebra s, 4 by the G-equivalent
subalgebra §; 4 for convenience of the reduction procedure):

u=g¢+Inlx|, o=y/x;
(20)(0)3 — Doww + (30)3 — Deo — a)z)(pa)a)w
+ 2(5(1)3 - 1)‘/’(4)(02 + 260(1160%) - 3)§0ww + 2(50)(/)0) - 2)%) =0.

The normalizer of the subalgebra §; 4 in g is Ng(§24) = (D'(1), D'(r), Z(1)). The
Lie-symmetry vector fields D’ (1), 3D’ (¢) + Z(1) and Z(1) of Eq. (1) induce the Lie-
symmetry vector fields 0, 0 and 9, of reduced equation 2.4, respectively. This equation
can be represented in normal form since the coefficient of ¢, in it does not vanish
on its solutions. The maximal Lie invariance algebra a, 4 of reduced equation 2.4 is
one-dimensional, a 4 = (9,), and thus it is entirely induced by N (52.4).

We compute the point symmetry group G, 4 of reduced equation 2.4 by the algebraic
method. Let &: @ = Q(w, ¢), ¢ = F(w, ¢) with Q,F, — QyF, # 0 be a point
symmetry transformation of this equation. From the condition ®,a24 < az4, We
derive the equations 2, = 0 and Fy, = 0, which mean that 2 = Q(w) and F =
ap + f(w) with Q, # 0, a nonzero constant a and a function f of w. Taking into
account the derived form for @, we continue the computation with the direct method
and obtain a cumbersome overdetermined system of determining equations for the
parameters €2, a and f, which can nevertheless be solved, giving a = 1 and either
Q=wand f =corQ =w !and f = In|w| + ¢ with an arbitrary constant c.
Therefore, the group G 4 is generated by the one-parameter subgroup of the shifts with
respect to ¢ and the discrete point symmetry transformation @ = w~!, & = ¢ +In |w|.
The last transformation is induced by the permutation J of the variables x and y in the
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original equation (1). Therefore, the group G, 4 is entirely induced by the stabilizer
of 55 ,in G.

The subalgebra 554 has the family of Gp-inequivalent counterparts 55" =
(D'(1), 3D'(t) + Z(¢) + vP") among subalgebras of the algebra gi.. Here & = +1
and v > 0 (mod Gp).> This results in a family of G -inequivalent extensions of
ansatz 2.4 to v that are parameterized by e and v,u = ¢ + eln x|, v = ¥ + vin|x|.
The corresponding reduced systems are

3((@*+ DY — v0?)pw — 200’ — DY, + 3v(@® — Dy,?
—3ew, — (V2 —38)w =0, (27)
OPyw + Yo + wlﬂwz — vy, =0.

The condition of vanishing the coefficient of ¢, in the first equation of (27) is
consistent with (27) only if v = 0 and thus v, = 0, which implies in view of the
second equation of (27) that wg,., + ¢, = 0. The associated family of particular
solutions ¢ = c1In|w| 4 c2 of reduced equation 2.4, which are parameterized by
the arbitrary constants ¢; and ¢, corresponds to the subfamily of the trivial solutions
u=cyln|y|+ (c; + 1) In x| + ¢ from the family (7).

Further (w> 4+ 1)¥, —vw? # 0. Solving the first equation of (27) with respect to ¢,,
and excluding ¢ from the second equation of (27), we derive a first-order ordinary
differential equation with respect to ¢ := ¥,

(4o (@® — DE* = 3v(@® — DB’ + 1)¢? + 670 (@’ — )¢
—vo (2w’ +v? = 38))¢, + (T + 180° — 1)¢* — 6ve® Be® +5)¢°
+3w(5v%w® +3v% +36)c% — 20(2v%w® — V2 +3e)¢ = 0. (28)

Let v = 0 and thus ¢ # 0. Then the equation (28) reduces to the simple Bernoulli
equation

400 (0® — 1)¢¢p + (T0® + 18w — 1)¢% 4 92w = 0,

which integrates to ¢ = +(w — 1)_1\/51 |w|=1/2(w? 4+ 1) + 3ew. The first equation
of (27) with this value of ¢ implies that

w32 4+ 1
32 — 1

<p=§1n|a)3—1|+c11n '+C2 for >0,

&
Q= gln|a)3 — 1| +c arctan|a)|3/2+cz for w <0,

5 The discrete point symmetry I8 := DS(—1) of Eq. (1), which alternates the signs of (x, y, u) and of
the vector fields Z(o') from the algebra g, has no counterpart among point symmetries of the nonlinear
Lax representation (2). As a result, in contrast to the subalgebra §; 4, the parameter ¢ in the subalgebra
family {ﬁiz} can be gauged, up to the G -equivalence, merely to £1 but not to 1.
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where ¢ and ¢; are arbitrary constants, and the constants ¢ and € can be set to 0 and 1
up to the G, 4-equivalence, respectively. The corresponding solutions of Eq. (1) are

L33 P72 + |y 2
° u_—ln|y —X|+C11HW

for xy >0,
3 y

| 32
o u:§1n|y3—x3|+c1arctan)z‘ for xy <0.
x

For v = /3, the equation (28) can be integrated implicitly,
41n |(@® — D¢ — V30?| = 2In |(@* + )¢ — V3w?| +In|wt — V3| +In[¢| =ci.

Then the function ¢ is defined by the first equation of (27) with ¥, = ¢ and v = /3.
213.5013=(D'(), D*): u=x%p, w=y/x;

2w (@ = Dgww — 230 — Dy + 60°0) Puww
— (50 = Dg 2, + 20(11wg, — 99)Puw — 4509, — 69)p, = 0.

The normalizer of the subalgebra s 13 in g is Ng(s2.13) = (D'(1), D'(¢), D%), and
the entire maximal Lie invariance algebra a3 13 = (¢dy) of reduced equation 2.13 is
induced by this normalizer.

Reduced equation 2.13 can be included in the family of reduced equations 2.1 as
the element with k = 3, which corresponds to the limit values A = £o0.

Simple solutions of reduced equation 2.13, ¢ = |w|*/? and the family of solutions
that are cubic polynomials in w, were found in [48], see the equations (24) and (25)
therein, respectively. The solution u = |xy|>/? of the original equation (1), which
corresponds to the solution ¢ = |w|3/2, is essentially generalized in Sect. 10 using
multiplicative separation of the variables x and y. The above family of polynomial
solutions in w is associated with the family of solutions of (1) that are homogeneous
cubic polynomials in (x, y) with constant coefficients.

9 Lie reductions to algebraic equations

For any three-dimensional subalgebra s3 of the algebra g, either its rank r is less than
three and thus it cannot be used for Lie reduction of Eq. (1) to an algebraic equation or
all the corresponding invariant solutions are, up to the G-equivalence, just particular
elements of parameterized families of solutions that have been constructed in Sects. 7
and 8. To show this, we present an outline of the classification of three-dimensional
subalgebras of g.

Consider a three-dimensional subalgebra s3 = (Q', i = 1,2, 3) of g spanned by
three (linearly independent) vector fields

Q' = D'(x) + 2 D + PY(") + PY(p)) + R* (') + R*(B") + Z(0")
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from g with arbitrary smooth functions 7/, x‘, p’, ', B and o' of t and arbitrary
constants A’ such that the tuples (¢/, A%, x', p', o', B%, o') are linearly indepen-
dent. Here and in what follows the index i runs from 1 to 3. The consideration
splits into cases mainly depending on two values, k; = ki(s3) := dim(z’) and
ky = ka(s3) := dim((z?, A?)). For brevity, we use transitions to G-equivalent subal-
gebras, basis changes and hints from the proofs of Lemmas 5 and 6 without referring
to this. Below, «1, k2, k3 and v denote constants.

k1 = 3. In view of the classical Lie theorem on Lie algebras of vector fields on
the real line,® we can set 7! = 1, t2 = ¢ and 3 = 2, which implies 53 C ¢,
and thus A/ = 0. The vector fields Q' and Q2 reduce to D'(1) and D'(r) + Z(8)
with 6 € {0, 1}, respectively. We successively derive from the commutation relations
[Ql, Q3] = 2Q2 and [QZ, Q3] = Q3 that X3’ ,03, a3, /33 = const, 0,3 = § and hence
X3, p3, ad, ﬁ3 = 0. Therefore, r = 2.

ki =2,kp =3 Wecanmaket! = 1,72 =1,t3 =0,A! = 22 = 0,13 = 1, and then
03 = DS. The commutation relations [Q', 03] = [Q?, 03] = 0 imply Q! = D'(1)
and 02 = D'(1),ie.,r = 2.

k1 = ko = 2. Setting Ql = D'(1), 72 = 1,73 = 0, A3 = 0, we derive from the
commutation relations [Q/, Q3] = Kj 03 j =1,2,10' 0?1 = Q! 4+ k303 that
XP = rk1x 1x =wax? pp = k1pt tp} = kap?, and thus, if r = 3, (3, p?) #
(0,0), k1 = k2 = 0, which further implies that X[3 = ,ot3 =o=p =0, =0.In
other words, the subalgebra s3 contains, up to G-equivalence, a subalgebra from the
family {s9",}.

ki =1,k = 2. Wemaket! = 1,2 =73 =0,2! =13 =0, 22 = 1 and then
Q? = D*. The commutation relations [Q!, 0%] = 0, [0/, 0] = «; 0%, j = 1,2,
imply Q! = D'(1) and, if r = 3, then ko = —1 and Q3 = P*(e“1) + vPY(e“),
i.e., the subalgebra s3 contains a subalgebra that is G-equivalent to one from the
family {559}.

ko < 1. If r = 3, then up to G-equivalence, the subalgebra s3 contains a subalgebra
from the family {55.0;/;} and, therefore, a subalgebra from the family {5‘13 4k

As a result, we conclude that Lie reductions of Eq. (1) to algebraic equations give
no new G-equivalent solutions in comparison with those that have been constructed
in a closed explicit form in Sects. 7 and 8.

10 Multiplicative separation of variables

The equation (1) is identically satisfied under the additive separation of the variables x
and y, and the solutions from the corresponding family (7) are trivial.

6 See [13, 17-19, 42, 43, 51] and references therein for applications of this theorem to classifying subal-
gebras of various algebras of vector fields.
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Consider solutions of Eq. (1) with nontrivial multiplicative separation of the vari-
ables x and y. They are represented in the form u = (¢, x)¥ (¢, y) with ¢, #= 0
and ¥y # 0.7

Substituting the multiplicative ansatzu = ¢(t, x)¥ (¢, y) into Eq. (1) and separating
the variables x and y, we obtain the equation

Prx 1;thy (@xxPx)x (nyy 1/fy )y
— 4+ — = + ,
Ox I/fy Px v 1/fy ¢

which we further simultaneously differentiate with respect x and y and derive

i ((‘Pxx@x)x) 4 i <(Wyy1ﬂy)y> -0
Dx Px x Yy vy y .

These two equations imply that

(@xx®x)x Drx

=ap+ B, (p—=y<p+5 and
(wyyWy)y wty
—— = —ay + v, — = )
v ay +y ™ BY

for some sufficiently smooth functions «, 8, y and § of ¢. These systems with respect
to ¢ and ¢ integrate to

o 3 14
o) =20+ + o+ =0t o0+ (29)
o 3
v = =0 Syy? 401y + 6, ngwﬁww+W, (30)

where go, {1, (2, 90, 0! and 62 are also sufficiently smooth functions of ¢, and for
solutions to be nontrivial, we should impose the conditions that the tuples («, B, ¢ 1 (O)
and (a, y, ol 90) are nonzero. Due to the indeterminacy of (¢, ¥), we set 6 = 0
without loss of generality.

We exclude the derivatives of ¢ and ¥ in view of the systems (29) and (30) from
their compatibility conditions (¢x); = (¢r)x and (¥y); = (), and split the obtained
equalities with respect to ¢ and ¥, which gives the following systems for the parameter
functions depending on #:

_ _ _ _ _é 1.2 _f 1 2
aﬂ_ay_ﬂy_oa at—ov IBZ‘_ 3)/; (Xé‘ 9 Vt— 3/39 +a9 )
o' =3y¢"=3p0% 6/ =3p6° —3y6°, ) =-'?, 60 =—0'6%

7 The functions @ and  are defined up to the transformations ¢ = ¢/f, ¥ = f with an arbitrary
nonzero function of 7. If ¢x = 0 or ¥, = 0, then one can set ¢ = 1 or ¥ = 1, respectively, and thus
the separation of the variables x and y is trivial; moreover, then the corresponding solutions belong to the
family of trivial solutions (7).
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Consider possible cases separately.

l.a # 0. Then @ = const, B = y = ¢2 = 62 = 0, and thus ¢°, ¢!, 6° and
0! are constants. Integrating the systems (29) and (30) with these parameters’
values and simplifying the result by transformations from G, we derive a family
of G-inequivalent solutions of Eq. (1) that generalizes the solutions (23),

de dyr

° u:go(x)lﬁ(y)’ ((03+C1(,0+C2)1/3 =X, /(w3+C3w+c4)1/3 =

—y.

Up to the G-equivalence, one of the constants ¢; and c3, if it is nonzero, can be
set to be equal &1 or one of the constants ¢, and c4, if it is nonzero, can be set to
be equal one. Both quadratures here are the same as in (22). Hence they can be
computed explicitly for certain values of the tuples (c1, ¢2) and (c3, c1), see (24).

2. B #0.Thena = y = 0,and thus 8 = #' = 0, which contradicts the nontriviality
condition ¥y, # 0. The case y # 0 reduces to the case 8 # 0 by permutation of x
and y.

3.0 = B =y =0, and thus ¢! and 0! are constants, £ = — f c'¢2dr and
00 = — i 6'6%dr. Rearranging the solution sets of the systems (29) and (30) with
these parameters’ values up to the G-equivalence and in view of the indeterminacy
of (¢, ¥), we construct the solutions of Eq. (1) of the form

o u=(xP2+c0)(IyP?+0m), o u=(x+¢@®)ly*?

and the solution # = xy, which belongs to the family (13). Here ¢ and 6 are
arbitrary sufficiently smooth functions of ¢. The first and the second families of

. . . . . _ 3/2 5/3 . .
solutions generalize the s 13-invariant solution u = |xy|>/“ and s,'| -invariant
solution u = |x|*>/?y, see [48, Eq. (26)] and the last paragraph related to reduc-
tion 2.1 in Sect. 8.2, respectively.

Remark 11 For any v, the s} ,-invariant solutions can be interpreted as those with mul-
tiplicative separation of variables after their linear change. Following the consideration
in this section, one can try to carry out a comprehensive study of such separation of
variables. Maybe, the most interesting is the multiplicative separation of the variables
F =x+yand§ = x —y, cf. the last (parametric) solution obtained by reduction 2.2'.

11 Conclusion

In the present paper, we have constructed wide families of new exact invariant solutions
of the dispersionless Nizhnik equation (1) in closed form in terms of elementary,
Lambert and hypergeometric functions as well as in parametric or implicit form. The
main tool for this purpose was the optimized procedure of Lie reduction. A rigorous
description and a proper substantiation of this procedure is in fact the main attainment
of the paper.

Using the results of [20] on the maximal Lie invariance algebras g and gp of
Eq. (1) and of its nonlinear Lax representation (2) and their point-symmetry pseu-
dogroups G and G1,, we have classified one- and two-dimensional subalgebras of the
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algebra g and one-dimensional subalgebras of the algebra gr, up to the G- and Gy -
equivalences, respectively. We could only classify subalgebras that are appropriate for
Lie reduction but this would not result in an essential simplification in comparison
with the classification of all one- and two-dimensional subalgebras and the further
selection of the appropriate ones among the listed inequivalent subalgebras. Instead
of the standard equivalences within the algebras g and g, up to their inner automor-
phisms, which coincide with the Giq- and Gy, jq-equivalences, where Giq- and G iq
are the identity components of G and G, respectively, we have used the stronger G-
and G -equivalences. In this way, we have also taken into account the discrete point
symmetry transformations of (1), which has allowed us to reduce the optimal lists
of subalgebras. Moreover, as explained in Sect.?2, it has also made the Lie reduction
procedure consistent with the natural G-equivalence on the solution set of Eq. (1).
The above arguments clearly confirm that the correct computation of G and G, in
[20] was important. Note that in fact the algebras g and gy, are infinite-dimensional
Lie pseudoalgebras of vector fields. In general, the classification of (low-dimensional)
subalgebras of such an algebra is complicated, in particular, by the necessity of con-
sidering differential [28] or even functional [23, 45] equations in the course of this
classification.

The algebra g is injectively mapped into the algebra g;. via extending the vector
fields from g to the variable v. The vector fields (3), which span g, are extended trivially
and formally coincide with their counterparts in g . The only exception is the vector
field DS, which extends to D® = x 9, +ydy +3ud, + %vav. Moreover, gi. = g € (PY),
where § is the image of g under the above mapping, and P = 3,. Although the cor-
responding homomorphism® of the pseudogroup G into the pseudogroup Gy is not
injective, its kernel is generated by the discrete involution J% := D3(—1) from G,
which of course involves the restrictions of J° as well, and the quotient pseudogroups
G/{id, J} and GL/{fJ_”(B), J' o PY(B) | B € R} are isomorphic, see the paragraph
after Theorem 3. As a result, the classifications of one- and two-dimensional subal-
gebras of the algebra gr, up to the Gr-equivalence can be easily derived from the
respective classifications for the algebra g up to the G-equivalence, cf. Lemmas 5
and 9 for the case of dimension one. Nevertheless, we have not presented the clas-
sification of two-dimensional subalgebras of the algebra g; since we needed only a
few of these subalgebras, which are given directly when using them for Lie reductions
of the nonlinear Lax representation (2) in Sect. 8.2. The correspondence between the
equivalence classes of one-dimensional (resp. two-dimensional) subalgebras of the
algebras g and gp is injective but not one-to-one. The list of inequivalent subalge-
bras of g of any fixed dimension can be trivially embedded in the corresponding list
for the algebra g via the above extension of elements of g to the variable v. The
bijection breaking is related to the disappearance of J* and the appearance of PV in
the course of the transition from (G, g) to (G, gL), see the subalgebras 58.1“ 53/ ]3,
and 55" in Sect.8.2. The last family of subalgebras is the most interesting since, in

8 For this homomorphism and the isomorphism below, we should replace G by its trivial prolongation to v,
considering the restriction of elements of the prolongation on open subsets of the space with the coordinates
(t, x,u,v).
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contrast to the corresponding coefficient in the second basis vector field of §; 4 and the
G-equivalence, the parameter ¢ in §5" cannot be set to 1 up to the G -equivalence.

The described relation between the lists of inequivalent subalgebras of g and of gi,
can be reformulated in terms of the relation between the corresponding collections of
inequivalent Lie reductions of Eq. (1) and of the nonlinear Lax representation (2).

If subalgebras of g are G-equivalent, then the corresponding reduced equations
are necessarily similar with respect to point transformations of the invariant vari-
ables. Consider a class C of reduced equations for Eq. (1) that is associated with a
parameterized family JF of subalgebras of g, and thus the arbitrary elements of C are
expressed in terms of the subalgebra parameters. Then the stabilizer of F in G induces
a (pseudo)subgroup Gg,in 4 of the equivalence (pseudo)group G of the class C. The
proper inclusion Gg,in 4 = G, which happens quite commonly, means that some
elements of Gg are not induced by transformations from G, and hence we call them
hidden equivalence transformations of the class C. If the subalgebras from the family F
are G-inequivalent to each other, then transformations from the group G can induce
only point symmetries of equations from the class C but not point transformations
between different elements of this class. At the same time, in the case of the presence
of hidden equivalence transformations, a wide subset of the action groupoid of G
can still be used for mapping the class C to its proper subclass C’, which formally has
less number of (significant) arbitrary elements.® Then the correspondence between the
parameters of the family F and the arbitrary elements of the subclass C’ is definitely
not injective. We can select ansatzes associated with subalgebras of F such that the
corresponding class of reduced equations is minimal up to the described mappings
by hidden equivalence transformations. Nevertheless, this is not always convenient as
shown by reductions 1.3 and 1.4. The classes of reduced equations 2.5, 2.9 and 2.14
are also not minimal in the above sense. In this context, the family F of subalgebras
{5‘1) 3} is especially demonstrative. After excluding the singular subalgebra 5{ 5 from F
and properly modifying the corresponding ansatzes from Table 1, we have derived the
single simple reduced equation (11) instead of a class of reduced equations with the
functional parameter p = p(¢) of F as its arbitrary element.

We have paid considerable attention to the selection of optimal ansatzes and thus
simplified the further consideration but the simplification is not as significant as, e.g.,
that achieved for the Navier—Stokes equations in [27, 28, 59]. Most of the reduced
equations for Eq. (1) are quite cumbersome, and this is not the only feature of them
that complicates the computation of their Lie and discrete point symmetries. Thus,
each of reduced equations 1.1°, 2.1¢ (including 2.13), 2.2 and 2.14%%" is not of
maximal rank on the entire associated manifold in the corresponding jet space.!’
Even if a reduced equation is of maximal rank, it is not necessarily can be represented
in the normal form, see reduced equation 2.5 with A = 2/3. As far as we know,
Lie and general point symmetries of such unusual differential equations have not been
considered in the literature. For some reductions of codimension two, even under

9 See [53] and references therein for mappings between classes of differential equations that are generated
by families of point transformations.

10" Each of the reductions 2.1% (including 2.13), 2.2" and 2.149%8" can be considered as a two-step Lie
reduction with reduction 1.19 as its first step.
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the optimal choice of ansatzes, the permutation J of x and y, which is a simple and
obvious discrete point symmetry of Eq. (1), induces more complicated and nontrivial
discrete point symmetries of the corresponding reduced equations, and this leads to
the complexity of general elements of the point symmetry groups of some reduced
ordinary differential equations. There is no similar phenomenon for Lie symmetries
of reduced equations obtained from Eq. (1). Nevertheless, we have comprehensively
studied point symmetries and their induction for all the reduced equations selected in
the course of applying the optimized Lie reduction procedure to Eq. (1). This study
itself is a necessary ingredient of the reduction procedure. It has helped us to cut down
the number of Lie reductions to be considered and to integrate or at least to lower
the order of reduced ordinary differential equations. Note that discrete symmetries
of reduced equations have been computed for the first time in the present paper, and
in view of the above reasons such as the complexity of reduced equations and their
point symmetries and the simplicity of their Lie-symmetry vector fields, the algebraic
method by Hydon and its various modifications are especially efficient and convenient
for this computation.

For finding exact solutions of reduced ordinary differential equations, we have also
used the associated reduced systems for the nonlinear Lax representation (2). Due to
properly arranging the hierarchy of Lie reductions of Eq. (1) and accurately selecting
a low number of reduced ordinary differential equations to be integrated, we were
able to deeply analyze them and construct wider families of exact solutions of Eq. (1)
than those presented in the literature. Of course, there are a number of possibilities for
extending and generalizing the results of the present paper. In particular, since most of
Lie symmetries of the reduced equation (12) are hidden for the original equation (1),
one can actually represent more solutions from the family (11) in an explicit form by
means of Lie reductions of (12) than those found in Sect. 8.1. In addition, the results
of Sect. 10 on multiplicative separation of variables for Eq. (1) and of [48] on solutions
of (1) that are polynomial in (x, y) show that more closed-form solutions of (1) can
be constructed using other tools of symmetry analysis of differential equations.

We have checked all the obtained solutions and have selected G-inequivalent ones
among them. Checking constructed solutions and their inequivalence to known solu-
tions is the last but most important step of any procedure of finding exact solutions of
differential equations. Unfortunately, this step is commonly disregarded, which led to
many papers containing only incorrect or known solutions, see the discussion of such
papers in [41, 58].
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