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Abstract 3D multi-view video (MVV) is multiple

video streams shot by several cameras around a single

scene simultaneously. Therefore it is an urgent task to

achieve high 3D MVV compression to meet future

bandwidth constraints while maintaining a high

reception quality. 3D MVV coded bit-streams that

are transmitted over wireless network can suffer from

error propagation in the space, time and view domains.

Error concealment (EC) algorithms have the advan-

tage of improving the received 3D video quality

without any modifications in the transmission rate or

in the encoder hardware or software. To improve the

quality of reconstructed 3D MVV, we propose an

efficient adaptive EC algorithm with multi-hypothesis

modes to conceal the erroneous Macro-Blocks (MBs)

of intra-coded and inter-coded frames by exploiting

the spatial, temporal and inter-view correlations

between frames and views. Our proposed algorithm

adapts to 3D MVV motion features and to the error

locations. The lost MBs are optimally recovered by

utilizing motion and disparity matching between

frames and views on pixel-by-pixel matching basis.

Our simulation results show that the proposed adaptive

multi-hypothesis EC algorithm can significantly

improve the objective and subjective 3D MVV

quality.

Keywords Error concealment � Pixel matching � 3D
multi-view coding � Intra and inter frames � Spatio-
temporal-inter-view correlation � Wireless networks

1 Introduction

3D multi-view video (MVV) has received a huge

attention lately and is expected to quickly replace

traditional 2D video in different applications. In multi-

view video coding (MVC), the original video content

is a group of video sequences captured for the same

scene by multiple cameras simultaneously. 3D MVV

sequences exhibit high inter-view correlations

between views, in addition to the spatio-temporal

correlations within each view. 3D MVV transmitted

over wireless channel is always subject to random and

burst errors. Due to the predictive coding structure of

3D MVV as shown in Fig. 1 [1], which utilizes intra

and inter coded frames, errors could propagate to the

subsequent frames and to the adjacent views and result

in poor video quality [2]. It is not possible to retransmit

all erroneous or lost packets due to delay constraints

on real-time video transmission. Therefore, there is a

need for post-processing error concealment (EC)

methods at decoder.
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EC algorithms are recommended since they have

the advantage of reducing the visual artifacts caused

by channel errors or erasures without increasing the

latency or requiring any difficult modifications in the

encoder. They exploit advantage of intra-view and

inter-view correlations to conceal erroneous packets

or frames [3]. Also they are attractive as they neither

require encoder changes nor they result in increasing

the transmission delay or bit rate [4]. EC algorithms

were proposed to protect mono-view videos or

stereoscopic videos against transmission errors [5–

11]; can be adopted to conceal erroneous frames in 3D

MVV sequences. However, they are expected to be

more efficient in concealing errors in 3D MVV

sequences as they take the advantage of the inter-

view correlations [12].

Most of motion and disparity matching techniques

at encoder based EC algorithms at decoder [3–11], are

block-by-block matching basis. These techniques

reconstruct the lost Macro-Blocks (MBs) by employ-

ing the neighboring motion and disparity vectors

which are obtained by block matching in encoder. In

this work, we propose an adaptive EC algorithm that is

based on pixel matching in the decoder. We exploit the

spatio-temporal and interview correlations between

frames and views; to estimate motion and disparity

vectors using pixel-to-pixel matching based EC rather

than block-based matching. The proposed adaptive EC

algorithm introduces significantly better objective and

subjective quality comparing to the previous tech-

niques that are based on block-based matching EC

methods. The rest of this paper is organized as follows:

Sect. 2 presents the background of the prediction

structure of MVVC and basic EC algorithms. Sec-

tion 3 presents proposed EC algorithms for intra-

frames and inter-frames, Sect. 4 describes our exper-

imental simulation results and Sect. 5 concludes the

paper.

2 Backgrounds

2.1 Multi-view Video Coding Prediction

Structure (MVC-PS)

Unlike H.264/AVC coding [13] based on 2D simul-

cast, a H.264/MVC coding offers high interview

correlations between views in addition to spatio-

temporal correlations within a view. Motion compen-

sation prediction (MCP) and disparity compensation

prediction (DCP) [9] can be exploited at the encoder

for high 3D video compression efficiency as well as at

the decoder for optimally EC mechanism. In MVC-PS

as shown in Fig. 1, Motion Vectors (MVs) are

calculated from MCP between frames in the same

view and Disparity Vectors (DVs) are estimated from

DCP between frames of adjacent views. Therefore

each frame in MVC-PS can be predicted using

different view frames and/or temporally adjacent

frames.

MVC-PS shown in Fig. 1 is used in this paper for its

effective performance. It represents a Group of

Fig. 1 Multi-view video

coding prediction structure

(MVC-PS) [1]
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Pictures (GOP) contains pictures at 8 different time;

the horizontal axis outlines the temporal axis, whereas

the vertical axis demonstrates different camera views.

The first view So is encoded using only the temporal

correlations based on MCP. The other even views S2,

S4 and S6 are also encoded based on the temporal

prediction (MCP), but their first frames are encoded

using the inter-view prediction (DCP). In the odd

views S1, S3 and S5, both the temporal and inter-view

predictions (MCP?DCP) are jointly used to enhance

compression efficiency. In this paper, we called the

view according to its first key frame. So as shown in

Fig. 1, So is I-view, the odd views (S1, S3 and S5) are

B-views, and the even views (S2, S4, and S6) are

P-views. The last view may be odd or even view

depending on the proposed GOP-PS; here it is P-view.

MVC-PS introduces two types of coded frames are

intra-frames (I frames) and inter-frames (P and B

frames). Inter-frames in B-views are predicted from

intra-frames in I-view in addition to inter-frames in

P-views. Therefore, if an error occurs in I-view or

P-view frames, it propagates to the neighboring

temporal frames in the same view and also to the

adjacent interview frames. Thus our proposed EC

algorithm is adaptively selecting the appropriate EC

mode based on the corrupted frame and view types to

conceal the erroneous MBs. In our work, we propose

multi-hypothesis EC modes for intra-frames and inter-

frames in I-view, P-view and B-view.

2.2 Error Concealment (EC) Techniques

3D MVV transmission over wireless networks may

suffer from random and burst packet losses due to

channel errors that seriously degrade the received 3D

video quality. Therefore, it is challenging to provide

EC for reliable 3D video communication. EC is an

effective way to fix the errors by replacing the

missing parts of video content by previously cor-

rected decoded parts of the video sequence in order to

eliminate or reduce the visual effects of bit stream

error.

EC algorithms are attractive since they have

increase the bit rate or transmission delay [12].

Therefore, we propose using of EC algorithms to

enhance the 3D video quality at the decoder through

exploiting the inter-view correlations between the 3D

video streams in addition to spatio-temporal correla-

tions within each view, as shown in Fig. 1.

EC algorithms were proposed for mono view

H.264/AVC against transmission errors [5–11]; can

be adopted with specific adaptive modifications to

conceal erroneous frames in 3D MVV sequences.

They are expected to be more reliable for concealing

errors in 3D H.264/MVC; as they take the advantage

of the inter-view correlations. Frame temporal

replacement algorithm (FTRA) [6] is a simple tem-

poral EC that is reasonable for static or very slow 3D

video sequences, where the lost MBs are replaced by

theMBs spatially located at the reference frame. Outer

block boundary matching algorithm (OBBMA) and

decoder motion vector estimation algorithm

(DMVEA) [7] are more sophisticated temporal EC

techniques that are suitable for fast moving videos.

OBBMA determines the MVs between the two pixels

wide outer boundary of the replacing MB and the same

external boundary of the lost MB. It only uses the outer

borders of the reference MBs to check the highly

correlated neighborhood MVs, as shown in the left part

of Fig. 2. DMVEA estimates theMVs of the lostMBs by

using a full search in the reference frames, and it is useful

in identifying the replacing MBs that minimize the

boundary distortion error, as shown in the right part of

Fig. 2.DMVEApresentsmore powerfulECperformance

than OBBMA with approximately the same complexity

of calculations. But, DMVEA relies upon full search

motion estimation, it would be inherently slow.

The weight pixel averaging algorithm (WPAA) and

directional interpolation ec algorithm (DIECA) algo-

rithms [7] are used for spatial and inter-view EC.

WPAA conceals the damaged pixels using the hori-

zontal and vertical pixels in the neighboring blocks, as

shown in the left part of Fig. 3. DIECA conceals the

damaged MBs by calculating the object edge direction

from the neighboring blocks, where the object edge

direction with the largest magnitude is chosen as the

direction to be used to conceal the damaged MBs as

shown in the right part of Fig. 3.

Scene change detection algorithm [8] is an opera-

tion used in our work to determine the degree of

motion for the 3D video content. It divides the 3D

video content into continuous frames then measures

the matching between each two consecutive frames by

calculating the luminance color and edge difference. It

calculates the motion vector between the two consec-

utive frames to clarify the degree of change between

them and thus the 3D video content type; slow or fast

video.
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3 Proposed Pixel-level Matching based EC

Algorithm

In this section, we present the proposed EC algorithms

which adaptively select the appropriate EC mode

based on the erroneous frame and view types to

conceal the erroneous MBs. In our work, we utilize

multi-hypothesis EC modes depending on the error

patterns that may be in intra-frames or inter-frames at

I-view or P-view or B-view. Our proposed EC modes

also adapt to the motion characteristics of the trans-

mitted 3D MVV. The proposed EC algorithms are not

on a block-matching basis, but the lost MBs are

recovered by utilizing motion and disparity matching

between frames and views depending on pixel-

matching basis.

In pixel-matching based EC techniques, each

neighboring pixel of the lost pixel has its own disparity

and motion vector, not like that in block-matching

based ECmethods that all lost pixels in one block have

the same MV and DV. Thus due to its EC efficiency,

through the proposed EC mechanisms, the estimated

candidate MVs and DVs of matching pixels in the

reference frame and view are used to conceal the lost

pixels depending on pixel-by-pixel matching instead

of block-by-block matching. Consider the transmitted

I- or P- or B-framewith the vectors PU1,PU2,PR1,PR2,

PB1, PB2, PL1, and PL2 consist of the outside boundary

pixels of the upper, right, bottom and left sides of the

missing pixel, respectively. The upper, right, bottom

and left inner boundary pixels of the candidate pixel

are represented by the vectors XU1, XU2, XR1, XR2,

Fig. 2 Outer block boundary matching algorithm (Left) & decoder motion vector estimation algorithm (Right)

Fig. 3 Weight pixel

averaging algorithm (Left)

& directional interpolation

algorithm (Right)
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XB1, XB2, XL1 and XL2 respectively. The DVs or MVs

between the adjacent pixels and their matching pixels

can be calculated by the formulas (1–6).

A high-level flow chart diagram of our proposed

joint intra-frames and inter-frames EC algorithms at

the decoder showing when each ECmode is applicable

is presented in Fig. 4. The proposed pixel-by-pixel

based multi-hypothesis EC modes can be summarized

as following.

3.1 Hypothesis EC Mode 1: Adaptive Spatio-

Temporal EC for I-Frame/I-View

1. Find the lost pixels locations inside erroneous I-

frame

2. Check ‘‘Is the received 3D MVV slow or fast

moving video?’’, by applying Scene Change

Detection Algorithm [8].

3. If the received video is a slow moving video, then

a. Replace the lost pixels by the pixels located at

the same spatial positions in the reference

frame.

If the received video is a fast moving video,

then

b. Apply the DMVEA algorithm, to find the

adjacent up, down, left and right pixels to the

lost pixel and their matching pixels in the

reference frame.

• Find the Motion Vectors (MVs) between

the adjacent four pixels and their match-

ing pixels by using Eqs. (1–4).

• Select the candidate pixels that give the

smallest Sum of Absolute Differences

(SAD) by using Eqs. (5–6).

c. Apply the DIECA algorithm, to find the

matching pixels surrounding the lost pixels

depending on the location of the lost pixels.

• Find the Disparity Vectors (DVs) between

the lost pixels and their surrounding

pixels.

• Select the candidate pixels that give the

smallest SAD.

4. Calculate the average value of the selected

candidates MVs and DVs found in the previous

step.

5. Check if Temporal information[ Spatial infor-

mation or vice versa.

• Set appropriate coefficient values to averaged

values of MVs and DVs (avg (MVs) and avg

(DVs), respectively):

If Temporal information\ Spatial informa-

tion

Candidate pixel = 1/3 avg (MVs) ? 2/3 avg

(DVs).

Else

Rx. 3D H.264/MVC Bitstreams

Determine the lost MBs' view No.

I-View
No Yes

No

Apply Hypothesis
EC Mode 3
(DIECA)

Yes

Yes

NoNo

Yes

Get the lost MBs

Get  thelost MBs'
frame type

(DMVEA+DIECA)

Get the lost MBs'
frame type

P-Frame

B-View

I-Frame
Apply Hypothesis EC

Mode 2
(DMVEA)

Apply Hypothesis EC Mode 4
(DMVEA+DIECA)

Apply Hypothesis EC Mode 1

Fig. 4 Flow chart of the

proposed 3D H.264/MVC

EC Algorithms
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Candidate pixel = 2/3 avg (MVs) ? 1/3 avg

(DVs).

6. Replace the lost pixel with the candidate pixel

calculated using the weighted average ofMVs and

DVs as in step 6.

3.2 Hypothesis EC Mode 2: Adaptive Temporal

EC for B-Frame in I-view or P-view

1. Find the lost pixels locations inside erroneous

B-frame in I-view or P-view.

2. Apply the steps (2), (3.a) and (3.b) of the ECMode

1, to find the matching pixels inside the forward

and backward reference frames depending on the

received 3D MVV characteristics (slow or fast).

3. Find the most correlated candidate MVs to lost

pixels.

4. Average MVs values of the most matched candi-

date pixels.

5. Replace the lost pixels with the candidates MBs

by using the averaged calculated value.

3.3 Hypothesis EC Mode 3: Adaptive Inter-View

EC for P-Frame in P-view

1. Find the lost pixels locations inside erroneous P-

Frame in P-view.

2. Apply the step (3.c) of the EC Mode 1, to find the

matching pixels inside the left reference frame.

3. Find the most correlated candidate DVs to lost

pixels.

4. Average DVs values of the candidate pixels.

5. Replace the lost MB with the candidate pixels by

using the averaged calculated value.

3.4 Hypothesis EC Mode 4: Adaptive Temporal-

Inter-view EC for B-Frame in B-view

1. Find the lost pixels locations inside erroneous B-

frame in B-view.

2. Apply the steps (2), (3.a) and (3.b) of the EC

Mode 1, to find the matching pixels inside the

previous and subsequent reference frames

depending on the received 3D MVV character-

istics (slow or fast).

3. Apply the step (3.c) of the EC Mode 1, to find the

matching pixels inside the left and right reference

frames.

4. Find the most matched candidates MVs and DVs

to the lost pixels.

5. Average DVs and MVs values of the candidate

pixels.

6. Set appropriate coefficient values to the averaged

values of MVs and DVs (avg (MVs) and avg

(DVs), respectively) depending on ‘‘Is the Tem-

poral information[ Spatial information or vice

versa?’’, by selecting between the following two

cases:

• Candidate pixel = 1/3 avg (MVs) ? 2/3 avg

(DVs).

• Candidate pixel = 2/3 avg (MVs) ? 1/3 avg

(DVs).

7. Replace the lost pixels with the candidate pixels

by using the weighted average calculated value of

MVs and DVs in the previous step.

e2U ¼
X

i¼1;2

XUi
� PUi

ð Þk k2 ð1Þ

e2R ¼
X

i¼1;2

XRi
� PRi

ð Þk k2 ð2Þ

e2B ¼
X

i¼1;2

XBi
� PBi

ð Þk k2 ð3Þ

e2L ¼
X

i¼1;2

XLi
� PLi

ð Þk k2 ð4Þ

X̂ ¼ argXU1;XU1;...;XL2
mine2 ð5Þ

e2 ¼ e2U þ e2R þ e2B þ e2L ð6Þ

4 Simulation Results

To evaluate the performance of the proposed EC

algorithms, we run some experiments on well-known

video sequences (Ballroom [14] and Uli [15]), Uli

sequence is a slow moving sequence but Ballroom

sequence is a fast moving sequence. JMVC reference

software based on H.264/MVC [16] is employed as the
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platform for our proposed simulation work. All

encoding parameters are set according to the JVT

common test condition [17]. For each sequence, the

coded bit-streams are transmitted over a Rayleigh

fading wireless channel with different Signal to Noise

Ratios (SNRs). The received bit-stream is then

decoded by the proposed adaptive multi-hypothesis

EC modes. In all the proposed methods, it is assumed

that the slice information/view component informa-

tion is not corrupted.

Figures 5 and 6 show the subjective results for the

Uli and Ballroom sequences, respectively. We select

the 209th intra-coded I-frame as a test frame at

channel SNR = -5 dB. We recovered the 209th

intra-frame with the spatial DIECA algorithm only,

the temporal DMVEA algorithm only, and with the

full hybrid spatio-temporal hypothesis EC mode 1

algorithm. The corresponding objective Peak Signal to

Noise Ratio (PSNR) results for the same frame of the

same video sequences are shown in Fig. 7 at different

channel SNRs. We observe that the full hybrid spatio-

temporal hypothesis EC mode 1 algorithm has the best

subjective and objective results compared to using the

spatial DIECA algorithm only or applying the

temporal DMVEA algorithm only, as the hypothesis

EC mode 1 algorithm efficiently exploits the redun-

dant information in both space and time domains

simultaneously.

To demonstrate the effectiveness of the proposed

adaptive hypothesis EC modes for P and B inter-

frames, the Uli and Ballroom sequences were tested

with low complexity parameters [16] at the decoder

which makes the EC process more practical. In the

experimental tests, the P and B inter-view frames

within views S1 and S2 are corrupted due to

transmission over Rayleigh fading wireless channel

with different SNRs. The frames are recovered and

concealed with the proposed adaptive hypothesis EC

modes 2, 3 and 4 inter-frame algorithms. Figures 8

and 9 show the subjective simulation results of the

selected 209th inter B-Frame in B-view S1 and inter

P-Frame in P-view S2 of the Uli and Ballroom

sequences, respectively. It is noted that in Fig. 8A-c

and B-c, the 209th inter B-frame in view S1 is

concealed by using the proposed hypothesis EC

mode 4 without first error-concealing the intra

I-frame, while in Fig. 8A-d and B-d, the intra

I-frame is also recovered using our hypothesis EC

Fig. 5 Subjective simulation results for the selected 209th intra

I-frame within I-view So of the ‘‘Uli’’ sequence at channel

SNR = -5 dB: a Erroneous I209 with SNR = -5 dB,

b concealed I209 by DIECA only, c concealed I209 by DMVEA

only, d concealed I209 by full hypothesis EC mode1

Fig. 6 Subjective simulation results for the selected 209th intra

I-frame within I-view So of the ‘‘Ballroom’’ sequence at channel

SNR = -5 dB: a Erroneous I209 with SNR = -5 dB,

b concealed I209 by DIECA only, c concealed I209 by DMVEA

only, d concealed I209 by full hypothesis EC mode1
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mode 1. This demonstrates the importance of intra

I-frame EC. Figure 9 shows the subjective results,

of the 209th inter P-frame in P-view S2 recovered

using hypothesis EC mode 3 in Fig. 9A-c and B-c

without deploying intra I-frame hypothesis EC

mode 1, and in Fig. 9A-d and B-d with using intra

I-frame EC of the Uli and Ballroom sequences,

respectively.
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Fig. 7 PSNR performance for a ‘‘Uli’’ and b ‘‘Ballroom’’ sequences with different channel SNRs for the selected 209th intra I-frame

within I-view So of the hypothesis EC mode 1 and its proposed sub-EC modes

Fig. 8 Subjective simulation results for the selected 209th inter

B-Frame in B-view S1 of the A ‘‘Uli’’ and B ‘‘Ballroom’’

sequences, respectively, at channel SNR = -5 dB: a error free

B209 frame, b erroneous Inter B209 frame with SNR = -5 dB, c
concealed Inter B209 frame without intra I209 frame EC, d
concealed Inter B209 frame with intra I209 frame EC
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Figures 10 and 11 present the objective simulation

results of recovering inter B-Frame in B-view S1 and

inter P-Frame in P-view S2 of the 3D multi-view Uli

and Ballroom video sequences, respectively. We

again observe that intra I-frame EC improves the

performance of inter B or P-frame EC. Table 1 showes

the time comutational complexity of the various

proposed EC modes in case of pixel domain and block

domain operation for the 3D multi-view Uli and

Ballroom video sequences.

Fig. 9 Subjective simulation results for the selected 209th inter

P-Frame in P-view S2 of the A ‘‘Uli’’ and B ‘‘Ballroom’’

sequences, respectively, at channel SNR = -5 dB: a error free

P209 frame, b erroneous Inter P209 frame with SNR = -5 dB, c
concealed Inter P209 frame without intraI209 frame EC, d
concealed Inter P209 frame with intra I209frame EC

(a) (b) 
-5 0 5 10 15

16

18

20

22

24

26

28

30

32

34

36

SNR [%] 

 P
S

N
R

 [d
B

]

No Error
B-frame EC with I-frame EC
B-frame EC without I-frame EC
No EC

-5 0 5 10 15

16

18

20

22

24

26

28

30

32

34

36

SNR [%] 

 P
S

N
R

 [d
B

]

No Error
B-frame EC with I-frame EC
B-frame EC without I-frame EC
No EC

Fig. 10 PSNR EC performance for a ‘‘Uli’’ and b ‘‘Ballroom’’ test sequences with different channel SNRs for the inter B-Frame in odd

B-view S1
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5 Conclusions

In this paper, we have proposed different multi-

hypothesis EC modes for intra-frames and inter-

frames of 3D MVV coded sequences corrupted by

Rayleigh fading wireless channel errors. The main

crux of our proposed algorithms is to adaptively and

jointly utilize the spatial, temporal and inter-view

correlations in MVC sequences for EC of both intra-

frames and inter-frames. The lost MBs are optimally

recovered by utilizing motion and disparity matching

between frames and views on pixel-by-pixel basis.

Our experimental results show that our proposed

adaptive pixel-matching hybrid spatio-temporal-inter-

view EC modes are significantly superior to conven-

tional EC algorithms that exploit correlation in only

the spatial domain or only the temporal domain, e.g.

[5–11]. Also, our results demonstrate that the proposed

pixel-matching EC modes are objectively and

subjectively pre-eminent comparing to block-match-

ing based EC methods [3–11]. We also show the

effectiveness importance of EC of intra I-frames as

they affect the quality of EC of inter P- and B-frames

as well.We conclude that the proposed pixel-matching

based EC modes proposed in this paper can conceal

errors and lost MBs of MVC intra-frames and inter-

frames efficiently, and delivering high quality 3D

multi-view video.
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