
Vol.:(0123456789)

Social Network Analysis and Mining          (2024) 14:165  
https://doi.org/10.1007/s13278-024-01336-4

ORIGINAL ARTICLE

A variable neighborhood search approach for the adaptive multi 
round influence maximization problem

Isaac Lozano‑Osorio1 · Jesús Sánchez‑Oro1 · Abraham Duarte1

Received: 4 January 2024 / Revised: 7 August 2024 / Accepted: 8 August 2024 
© The Author(s), under exclusive licence to Springer-Verlag GmbH Austria, part of Springer Nature 2024

Abstract
Social Networks have been in continuous growing during the last decades. The huge amount of information and applications 
has led to an increase in the interest of scientists and practitioners in the study of problems related to the influence in Social 
Networks. Some of the wide variety of real-world applications in this area are viral marketing, disease analysis, rumor detec-
tion, public opinion, among others. In this paper, the Adaptive Multi Round Influence Maximization problem is studied, in 
which the influence of a set of selected users (seed set) is propagated in multiple rounds independently, with the possibility 
of selecting different seed sets in each round. Therefore, seed sets can be adaptively selected based on the propagation results 
in the previous rounds. Since each node is activated with a certain probability, the total number of activated nodes must be 
calculated through an Influence Diffusion Model (IDM), which results in a rather computationally demanding method. In 
this research, the Independent Cascade Model is considered, which is one of the most extended IDMs, and also the one used 
in the best previous method. Practitioners highlight the relevance of designing an algorithm capable of efficiently solving 
the problem. In this research, the problem is addressed by considering the Variable Neighborhood Search methodology, 
proposing a novel constructive method that relies on independent probability based on events, and an intelligent local search 
method. Our best algorithm is compared with the state-of-the-art method, named AdaIMM, to analyze the performance of 
the proposal. The obtained results show the superiority of the proposal in both quality (influence spread) and computing 
time, obtaining the best solution in all the 40 instances considered requiring half of the computing time than the best previ-
ous approach (28 s vs. 53 s). Additionally, the best previous method presents an average deviation of 24.23%. These results 
are further confirmed by conducting non-parametric statistic tests.

Keywords Information systems · Social networks · Influence maximization · Network science · Viral marketing · VNS

1 Introduction

Social Networks (SNs) have become an integral part of 
people’s lives, and, as a result, a large amount of data is 
generated daily. This growth is extended to the amount of 
behavioral data, and, therefore, all classical network-related 
problems are becoming computationally harder. Social 

Networks information has significant research value for 
marketing, rumor detection, public opinion analysis, ideas 
propagation, social bond dynamics, disease propagation, 
viral marketing, “word-of-mouth” or advertisement, among 
others Klovdahl (1985); King and Burgess (2008); D’angelo 
et al. (2009); Berger (2014). The concept of Influence Maxi-
mization is an important aspect of research on the use of 
social network data, which aims to locate a group of nodes to 
maximize their influence under a specific network propaga-
tion model. Thus, successfully solving this problem allows 
the decision maker to identify the best way to propagate 
information about products and/or services. For instance, 
companies can create a wide advertising cascade on social 
media by selecting individuals to use their products for 
free, and they must choose users who have the largest effect 
for accepting this product and recommending it to others. 
Therefore, the Influence Maximization Problem is devoted 
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to maximizing the influence of positive ideas as stated by 
Nguyen Hung et al. (2016). It is worth mentioning that SNs 
are used not only to spread positive information, but also 
malicious information. Hence, SNs can be also used for the 
dissemination of misinformation such as derogatory rumors, 
disinformation, hate speech, or fake news. For instance, 
Hosni and Li (2020) shows SNs such as Twitter or Face-
book as channels for spreading malicious rumors or misin-
formation and proposes a method to minimize the spread and 
influence of these rumors in SNs. These examples motivate 
the researchers on how to reduce the influence of negative 
information, resulting in the family of problems known as 
Influence Minimization Problems Khalil et al. (2013); Luo 
et al. (2014).

Social Networks are usually represented with a directed 
graph G = (V ,A) where the set of nodes V represents the 
users, and each relation between two users is modeled as 
an arc (u, v) ∈ A , with u, v ∈ V  , indicating that the user u 
(departing node) is connected to or can even transmit infor-
mation to the user v (destination node). In the context of 
Influence Maximization Problems, information about an ini-
tial seed set is also required. Typically, this seed set, denoted 
as S0 , is limited by a given size l or/and by a given budget b 
(where it is also required to provide a weight to each node 
of the graph). In an SN, a user can be active or inactive, 
depending on whether it has received the information or not. 
Originally, only nodes in S0 are active. However, the seed set 
is responsible for propagating information to the remaining 
nodes in the network. The propagation process of a given 
seed set over an SN is evaluated by using an Information 
Diffusion Model (IDM) Kempe et al. (2003); Lawyer (2015); 
Lozano-Osorio et al. (2023). Given a seed set, IDM uses a 
Monte Carlo probabilistic simulation to estimate the number 
of active nodes. It requires a considerably large number of 
iterations T (a value of T = 100 is widely accepted in the 
literature) to have a robust evaluation. Given an arc (u, v) ∈ A 
with u, v ∈ V  , IDM assigns a probability of transmitting 
information to each arc, denoted as wuv . The way in which 
this value is assigned depends on the IDM model. Among 
the most widely used propagation influence methods within 
the SN can be highlighted: linear threshold model (LTM) 
Shakarian et al. (2015), trivalency model (TV) Granovetter 
(1978), weighted cascade model (WCM) Wang et al. (2016), 
or independent cascade model (ICM) Kempe et al. (2003).

Most of the literature on influence maximization consid-
ers the Independent Cascade Model (ICM), where the Monte 
Carlo simulation generates a random number in the interval 
[0, 1] for each arc. Then, if this value is less than a small 
probability (1% is a widely accepted value), the correspond-
ing destination node becomes active; otherwise, it remains 
inactive. It is worth mentioning that an active node can send 
information only once to all its inactive neighbors. Then, 
if there are newly activated nodes, they will be evaluated 

in subsequent iterations, eventually activating their inac-
tive neighbors. This process stops when no new nodes are 
activated (e.g., newly activated nodes do not have neigh-
bors, or the random number does not satisfy the threshold 
constraint). The complexity of that method is O(I ⋅ |V| ⋅ |A|) 
where I is the numbers of iterations. Independently of the 
influence diffusion model considered (LTM, TV, WCM, 
ICM, among others) it is a highly computationally demand-
ing method mainly for large-scale networks, being a less 
scalable method than other deterministic alternatives Ravelo 
and Meneses (2021). In order to deal with this drawback, Liu 
et al. (2012) proposed Exponent Supervised Monte Carlo 
Estimation (ESMCE), which efficiently estimates the influ-
ence spread by randomly sampling only a portion of the 
neighbors of each incumbent node. Although ESMCE can 
considerably accelerate the process, it has an obvious impact 
on its accuracy. Many other algorithms and heuristics have 
also been proposed to overcome this efficiency issue, such 
as Chen et al. (2010), Liu et al. (2014), Wang et al. (2023), 
Wang and Liu (2023) and Arepalli et al. (2019).

Figure 1 a shows an SN with 9 nodes and 10 arcs. Let us 
assume that the size of the seed set is l = 2 . In this example, 
it has been considered that the seed set is composed of nodes 
G and C. Notice that any pair of nodes could be considered as 
a seed set. Figure 1 b illustrates how the seed set influences 
its neighbors, being the set of candidate nodes to be activated 
(e.g., {�, �, �, �, �} ). Additionally, a random probability is 
represented by a number close to each arc. Note that it is 
only required to generate probabilities for adjacent nodes to 
those in the seed set. As was aforementioned, a threshold of 
1% is usually considered. Therefore, nodes � and � are acti-
vated (highlighted with a dark gray background). Figure 1 c 
depicts the next iteration, where the candidates are now the 
neighbors of the active nodes detected in the previous itera-
tion. Specifically, the candidate to be activated is � , where 
the nodes already active are no longer considered. Again, 
random probabilities are represented close to each arc. In 
this example, only node � is activated. Finally, in Fig. 1 d, 
the set of candidates to be activated is {�} . However, random 
probabilities are larger than the threshold. Therefore, no new 
nodes are influenced, ending the Monte Carlo simulation, 
the total number of activated nodes being equal to 5. It is 
worth mentioning that there are some nodes that cannot be 
influenced by any other node. In particular, every node with 
an in-degree equal to zero cannot be influenced (see, for 
instance, node A in Fig. 1 a).

It is important to remark that only one iteration (out of 
T) has been represented in the Monte Carlo simulation. The 
final solution is computed by averaging the active nodes 
across the number of simulations considered. Without loss 
of generality, has been considered a maximization approach 
(the larger the resulting averaged value, the better the solu-
tion is). This optimization problem has been commonly 
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referred to in the related literature as the Social Network 
Influence Maximization Problem (SNIMP) Gong et  al. 
(2016); Lozano-Osorio et al. (2021). Notice that there are 
some approaches that consider a minimization approach (see 
Sect. 2 for further details).

Before defining SNIMP more formally, let IDMi be the 
i-th simulation of the IDM model (with 1 ≤ i ≤ T) . Then, 
for simplicity, it was assumed that IDMi is a function that 
receives three input parameters: the social network G, the 
seed set S0 , and the activation probability � ; and returns a set 
Si
1
 (with S0 ⊆ Si

1
 ) that refers to the set of influenced nodes. 

More formally:

As was aforementioned IDM is an stochastic process. There-
fore, the resulting set of the i-th simulation ( Si

1
 ) may differ 

from the one obtained in the j-th simulation ( Sj
1
).

The objective function of SNIMP is computed as the 
expected statistic value across the T Monte Carlo simula-
tions. Then, the optimization problem consist in finding the 

Si
1
← IDMi(G, S0, �)

initial seed set S0 that maximizes the objective function. In 
mathematical terms:

being � the set of all combinations of l elements taken from 
the set of nodes V.

The Multi Round Influence Maximization (MRIM) prob-
lem can be considered as a generalization of the SNIMP, 
where considering R different rounds. It is equivalent to the 
well-studied Social Network Influence Maximization Prob-
lem (SNIMP) when considering R = 1 , so both problems are 
NP-hard as stated in Kempe et al. (2015).

MRIM originally emerged in the context of viral mar-
keting, where advertisers conduct multiple rounds of viral 
marketing to promote one product Hinz et al. (2011). In 
the related literature, this problem has been approached by 
considering two perspectives. On the one hand, the non-
adaptive MRIM (NMRIM) variant, where the advertiser 
establishes seed sets for all rounds at the very beginning. 

S⋆
1
← argmax S0∈�

�[|
T⋃

i=1

IDMi(G, S0, 𝜌)|]

Fig. 1  Monte Carlo simulation 
example considering l = 2 CA B
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On the other hand, the adaptive MRIM (AMRIM) variant, 
where the advertiser can select seed sets adaptively (where 
each round is partially related to the next one) based on the 
propagation results in the previous rounds. In this paper, the 
second approach is the primary focus, since NMRIM can be 
directly solved by applying R times any SNIMP algorithm.

From a mathematical perspective, the main difference 
between NMRIM and AMRIM is the set of nodes where the 
initial seed set can be selected. In the former, it is possible 
to select from any set of � (which contains all combinations 
of l nodes taken from V) in each round. This fact illustrates 
the non-adaptive nature of the NMRIM since information 
about activated nodes is not used from one round to the next 
one. In the latter problem, � is modified from one round to 
the next one by incorporating information (activated nodes) 
from previous rounds. More precisely, given the round r 
(with 1 ≤ r ≤ R ), let us define the set of “eligible” nodes Vr 
as follows:

where V0 is the set of nodes of the original graph and S0
1
= � . 

Notice that in each round, activated nodes are discarded 
since AMRIM looks for the maximization of influenced 
users and those users where already activated in previous 
rounds.

As described in the related literature Sun et  al. 
(2018a), the optimal solution of the AMRIM problem 
is represented as a vector of r components, denoted as 
S⋆ = [S⋆,1

1
, S

⋆,2

1
,… , S

⋆,R

1
] where each component S⋆,r

1
 (with 

1 ≤ r ≤ R ) is computed as:

Vr
← Vr−1 ⧵ Sr−1

1

S
⋆,r

1
← argmax S0∈�

r�[|
T⋃

i=1

IDM(G, Si
0
, 𝜌)|]

being �r the set of all combinations of l elements taken from 
the set of nodes Vr.

Departing from the example depicted in Fig. 1, the evalu-
ation of a solution for the AMRIM is illustrated by consider-
ing R = 2 and l = 2 . Specifically, the first round ( r = 1 ) was 
depicted in Fig. 1d where, with S1

0
= �, � , S1

1
= �, �, �, �, � is 

obtained, resulting in the objective function value of:

In Fig. 2, the activated nodes of the first round are high-
lighted with light gray. Additionally, selected nodes 
being included in the next seed set are highlighted with 
dark grey (i.e., S2

0
= {�, �} ). Notice that these nodes 

are selected from the set V2 = V ⧵ S1
1
= {�, �, �, �} . 

Indeed, the set of possible seed set constructed by con-
sidering all combinations or l = 2 nodes taken from V2 
is �2 = {(�, �), (�, �), (�, �), (�, �), (�, �), (�, �)} .  Notice 
that this set can be further processed by excluding those 
nodes without outgoing arcs, since they cannot activate any 
neighbor.

Figure 2 b includes the information about probabilities, 
which are the numbers close to the arcs (�, �) and (�, �) . Let 
us consider that the result of the corresponding Monte Carlo 
simulation activates nodes {�, �} . It is worth mentioning that 
node � was activated in the previous round. Therefore, it will 
not be activated again. In this example, the Monte Carlo simu-
lation stops since node � has no adjacents. Then, the result of 
the objective function for r = 2 is calculated as follows:

�[|
1⋃

i=1

IDM(G, {�, �}, 0.1)|] = �[|{�, �, �, �, �}|] = 5.

�[|
2⋃

i=1

IDM(G, Si
0
, 0.1)|]

= �[|IDM(G, {�, �}, 0.1) ∪ IDM(G, {�, �}, 0.1)|] = 8

Fig. 2  Previous example when 
more rounds are considered
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Finally, considering the two rounds of this example, the 
solution vector is S= [5, 8].

This paper presents a novel metaheuristic approach to 
deal with AMRIM, which allows us to find high-quality 
solutions in a reasonable computing time. Our main goal is 
to design an efficient algorithm to find the most influential 
users in an SN, considering the ICM as the IDM for evalu-
ating solutions. An algorithm based on the Variable Neigh-
borhood Search (VNS) methodology is presented, charac-
terized by its efficiency when designing solutions for NP

-hard combinatorial optimization problems. The proposed 
procedure is validated over a set of widely used real-world 
instances in the context of social influence maximization 
and compared against the state-of-the-art method based on 
a totally greedy approach AdaIMM Sun et al. (2018b). The 
results obtained show the efficiency and efficacy of the pro-
posed methodology.

The main contributions of this work are the following.

• A metaheuristic algorithm based on the Variable Neigh-
borhood Search methodology applied to SN problems is 
proposed.

• The effect of each component of the proposed algorithm 
is carefully analyzed to verify the contribution of each 
stage to the final results.

• A constructive procedure to generate initial solutions 
based on independent probability based on events is pre-
sented.

• An intelligent local search method based on community 
detection is proposed.

• The dataset is increased with more complex and chal-
lenging instances, where optimal values are unknown, 
and exact algorithms are unable to find a solution.

• Competitive testing is performed with the VNS algorithm 
and state-of-the-art algorithms.

• The source code of the proposed algorithm and instances 
is publicly available to ease further comparisons, as well 
as the complete results.1

The remaining document is organized as follows. Section 2 
defines the literature of AMRIM, describing the most suc-
cessful approaches. Section 3 describes the proposed algo-
rithm and the strategies used to solve it. Section 4 presents 
the computational results including a competitive testing 
with the state-of-the-art algorithm for AMRIM. Finally, the 
conclusions and future research are discussed in Sect. 5.

2  Literature review

The problem of selecting the most influential users in SNs 
was originally formulated in Richardson and Domingos 
(2002). Kempe et al. (2003) were the first to solve the origi-
nal problem, SNIMP, formulating it as a discrete optimiza-
tion problem. The authors proposed a greedy hill-climbing 
algorithm with an approximation of 1 − 1∕e − � , being e the 
base of the natural logarithm and � any positive real number. 
This result indicates that the algorithm is able to find solu-
tions that are always within a factor of at least 63% of the 
optimal value under the IDMs described in Sect. 1. Then, 
Kempe et al. (2015) stated that SNIMP is NP-hard.

As a consequence of the computational effort required to 
evaluate the ICM, Kempe et al. (2003) also proposed several 
greedy heuristics based on metrics from the SN analysis, 
such as degree and closeness centrality Stanley and Kather-
ine (1994). These methods only require one run of a Monte 
Carlo simulation to validate the single solution obtained 
using heuristic functions, thus increasing the efficiency but 
losing efficacy. When the metric considered is the degree 
of the node, the algorithm is called high-degree heuristic.

Later, some greedy algorithms were introduced. Lesko-
vec et al. (2007) proposed the Cost-Effective Lazy Forward 
(CELF) selection where they reduce the computational time 
using the submodularity property. Then, Goyal et al. (2011) 
proposed CELF++ with the aim of improving the efficiency 
of the original CELF resulting in a method 35–55% faster 
than the original CELF.

It is worth mentioning the increase of open source tools 
such as Social Network Visualizer (SocNetV), which ease 
the analysis of social networks by the visualization of con-
nection structures and patterns Wu et al. (2020).

The interest in influence maximization problems in the 
last years has been continuously increasing, resulting in a 
wide variety of new problems derived from the original 
SNIMP and methods for solving them. We refer the reader 
to Aghaee and Kianian (2020); Aghaee et al. (2021); Bouyer 
et al. (2023); Jaouadi and Ben Romdhane (2024) for recent 
success research works on this family of problems. Recently, 
Jaouadi et al Jaouadi and Ben Romdhane (2024) shows that 
metaheuristics are still scarce in the area and machine learn-
ing approaches emerges, being Li et al. (2023) a recent study 
in machine learning approaches in SNIM.

Golovin and Krause (2010) were the first to study influ-
ence maximization under the adaptive model, assuming 
that the l seed nodes are chosen sequentially, such that the 
selection of the (i + 1)-th node is performed after the influ-
ence of the first i nodes has been observed. The authors 
proposed a simple greedy algorithm for adaptive influence 
maximization that returns a seed set S whose influence is, 
at least, 1 − 1∕e of the optimum value in the case where 

1 https:// grafo. etsii. urjc. es/ AMRIM

https://grafo.etsii.urjc.es/AMRIM
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only one seed is selected in each seed set. However, the 
algorithm requires knowing the exact expected influence 
of every node, which is impractical, since the computation 
of the expected spread is NP-hard in general, as stated in 
Wang et al. (2012). Vaswani and Lakshmanan (2016) extend 
Golovin and Krause (2010) model by improving the errors 
in the estimation of expected spreads. Their method returns 
an 

(
1 − e−(1−1∕e)

2∕�
)
-approximation under this setting, where 

� is a certain number greater than 1.
Recent works such as Huang et al. (2020) study several 

efficient approximation algorithms in the context of non-
adaptive Multi Round Influence Maximization, proposing as 
future work tackling the adaptive variant. Chen et al. (2022) 
conclude in a similar way in their research of non-adaptive 
and adaptive problems, where the adaptive variants for ICM 
and LTM result in challenging open problems.

To mitigate the drawback of the requirement of know-
ing the exact expected influence of every node in the adap-
tive version, Sun et al. (2018b) and the extension Sun et al. 
(2018a) provide a further analysis about Multi Round Influ-
ence Maximization in an adaptive and non-adaptive way, 
comparing it with several methods in the state-of-the-art. 
Their proposal, in the worst-case, guarantees an approxima-
tion of 1 − e(1−1∕e)(�−1) with high probability, where � ∈ (0, 1) 
is a user-specified parameter. The outperforming method is 
a greedy method called AdaIMM, which is considered the 
state of the art for this problem, so it will be included in the 
competitive testing in Sect. 4. Table 1 shows a summary of 
the main features of the most relevant works in the context 
of MRIM.

All the methods directly focused on solving the MRIM, 
included in Table 1, were presented in 2018. It is worth men-
tioning that all the algorithms used the Independent Cascade 
Model as IDM and that the instances’ column provides the 
reference for when each instance was proposed. We refer 
the reader to Table 2 for more detailed information on these 
instances: Flixster and NetHEPT. SG and SG-R are similar 
methods: both select T × k seed nodes using a single-round 
greedy algorithm. The main difference relies on that SG-R uses 
the same seeds for all rounds, while SG provides different seeds 

for each round. CR-Greedy iteratively selects the user with the 
maximum marginal influence spread without replacement. 
If the budget for a specific round is exhausted, the remain-
ing nodes in are removed from the candidate list. Since the 
candidate list includes nodes assigned to different rounds, CR-
Greedy can select nodes across multiple rounds. The idea of 
WR-Greedy is that seed nodes are selected round by round. 
More specifically, it greedily selects seed nodes for the first 
round, and then continues selecting seed nodes for the next 
round. AdaGreedy takes the set of already activated nodes as 
feedback from the previous rounds and aims to find the seed 
set that maximizes the expected marginal gain. To achieve this, 
a Monte Carlo greedy approximation (MC-Greedy) algorithm 
is used to find an approximate solution. Finally, AdaIMM con-
sists of two phases: Sampling and Node Selection. In the Sam-
pling phase, the algorithm iteratively generates random sets of 
nodes and accumulates them until a stopping condition is met. 
In the Node Selection phase, the standard greedy algorithm for 
maximum coverage is applied to find a node set that maximizes 
coverage over the random sets previously selected. The greedy 
algorithm for maximizing coverage is inspired by the idea origi-
nally proposed in Tang et al. (2015).

Finally, we refer the reader to some recent surveys Baner-
jee et al. (2020); Aghaee et al. (2021), where it is shown that 
Sun et al. (2018a) is considered the state-of-the-art proposal. 
Additionally, those studies highlight that metaheuristics have 
been mainly ignored in the context of SNs problems.

3  Variable neighborhood search

Variable Neighborhood Search (VNS) methodology was 
originally proposed as a simple metaheuristic Mladenović and 
Hansen (1997) for solving hard optimization problems. The 
main contribution of this algorithmic approach is to consider 
several neighborhoods during the search and to perform sys-
tematic changes in the neighborhood structures. Although it 
was originally presented as a simple metaheuristic, the suc-
cess of the methodology has lead to the proposal of several 
new variants: Reduced VNS (RVNS), Variable Neighborhood 

Table 1  Algorithms for solving the MRIM in the literature. The nota-
tion of the complexity analysis as presented by the original authors 
are: k is the size of the seed set added per round, m the IDM complex-

ity, T is the number of rounds, n is the number of users in the SN, and 
� is the set of all the possible items ( S

t
, t)

Algorithm Method Instances IDM Complexity

SG Greedy Barbieri et al. (2012); Chen (2008) ICM O(n ⋅ m)

SG-R Greedy Barbieri et al. (2012); Chen (2008) ICM O(n ⋅ m)

CR-Greedy Greedy Barbieri et al. (2012); Chen (2008) ICM O
(
k
3
�T

4
n
2
m log(n)∕�2

)

WR-Greedy Greedy Barbieri et al. (2012); Chen (2008) ICM O
(
k
3
�Tn

2
m log(nT)∕�2

)

AdaGreedy Greedy Barbieri et al. (2012); Chen (2008) ICM O
(
k
3
�Tn

2
m log(nT)∕�2

)

AdaIMM Greedy Barbieri et al. (2012); Chen (2008) ICM O(T(k+ �)(n + m) log(nT)∕�2
)
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Descend (VND), General VNS (GVNS), Variable Neighbor-
hood Decomposition Search (VNDS), Skewed VNS (SVNS) or 
Variable Formulation Search (VFS), among others. See Hansen 
et al. (2010, 2009); Lozano-Osorio et al. (2020) for a detailed 
analysis of each variant.

In this work, the Basic Variable Neighborhood Search 
(BVNS) is used, one of the original variants. BVNS is 
known for its simplicity and efficiency when dealing with 
hard optimization problems. The algorithm consists of three 
main parts: a shaking phase, an intensification method, and 
a neighborhood change step. Algorithm 1 shows the pseu-
docode of BVNS. 

Algorithm 1  BVNS(kmax,R, l)

The algorithm receives three input parameters: the largest 
neighborhood to be explored, kmax ; the number of rounds 
used, R; and, finally, the size of the seed set per round l, 
resulting in the complete seed set of size l ∗ R . The algo-
rithm starts by creating the seed set S where it contains the 
selected nodes (step 1). Steps 2-16 represent the number 
of rounds used in the AMRIM problem, and in step 3, an 
initial solution S is generated considering the constructive 
procedure presented in Sect. 3.1. The solution is then locally 
improved with the local search method described in Sect. 3.2 
(step 4). Starting from the first predefined neighborhood 
(step 5), BVNS iterates until it reaches the maximum con-
sidered neighborhood kmax (steps 6-15). For each iteration, 
the incumbent solution is perturbed by the shake method 
(step 7). This method is designed to escape from local 

optima by randomly exchanging the position of k nodes, 
generating a solution S′ in the neighborhood under explora-
tion. The local search method (step 8) is then responsible 
for finding a local optimum S′′ in the current neighborhood 
with respect to the perturbed solution S′ . Finally, the neigh-
borhood change method selects the next neighborhood to 
be explored (steps 9-14). In particular, if S′′ outperforms S 
in terms of the objective function value, then it is updated 
(step 10), and the search starts again from the first neigh-
borhood (step 11). Otherwise, the search continues in the 
next neighborhood (step 13). The current round stops when 
reaching the largest neighborhood considered kmax , then 
starts the new round using the best seed set S. Finally, when 
the number of rounds ends, the best seed set found during 
the search is in S and returns this value (step 17).

To further illustrate the operational process of the BVNS 
algorithm, Fig. 3 provide a detailed flowchart. Specifically, it 
visually represents the step-by-step progression of the algo-
rithm, highlighting key stages such as constructive, local 
search and shake procedure.

BVNS starts from an initial solution that can be gener-
ated either at random or with a more elaborate procedure 
(see Sect. 3.1). Then, the solution is locally improved to 
start the search from a local optimum (see Sect. 3.2). After-
wards, the method starts by exploring the selected neighbor-
hoods {N1,… ,Nkmax

} . In each iteration, the shake procedure 
(see Sect. 3.3) perturbs the incumbent solution in the cur-
rent neighborhood and then finds a local optimum in this 
new neighborhood (see Sect. 3.2). Finally, if an improve-
ment has been found, the search starts again with the first 



 Social Network Analysis and Mining          (2024) 14:165   165  Page 8 of 18

neighborhood. Otherwise, it continues exploring the next 
available neighborhood.

3.1  Constructive algorithm

As stated in Mladenović and Hansen (1997), VNS designs 
require from an initial solution to start the search, excluding 
the way in which that initial solution is constructed from the 
methodology. In fact, some authors have even considered 
starting the search from a feasible random solution Herrán 
et al. (2019); Yuste et al. (2023). However, recent studies 
Pérez-Peló et al. (2021); Lozano-Osorio et al. (2022) have 
experimentally shown that providing a high-quality start-
ing point fosters the algorithm to focus the search on more 
promising regions of the search space. In order to validate 
this hypothesis, in this research both has been considered: 
random and greedy approaches.

The random approach, denoted as C
RND

 , for the AMRIM 
problem focuses only on constructing a feasible solution, 
which is represented as a vector S with R components, then 
the complexity is O(R). Specifically, for the first round 
( r = 1 ), it randomly selects l nodes from the set of nodes 
V. As was aforementioned, this set is called Sr

0
 . After that, 

a Monte Carlo simulation is conducted, obtaining the set 
of activated nodes Sr

1
 , becoming into the first component of 

the vector S. For the second round ( r = 2 ), the set of eligi-
ble nodes is updated as V1 = V ⧵ S1

1
 (see Sect. 1 for further 

details). Then, l new elements are selected from V1 and con-
ducted again a new Monte Carlo simulation, becoming into 
the second component of S. This process is maintained until 
r = R , returning a feasible solution for the AMRIM problem.

The greedy approach, denoted as C
GR

 , is inspired by a 
recent approach described in Bouyer et al. (2023), where 
the authors proposed a probabilistic approach for a different 
optimization problem. Specifically, this method considers 
the node activation probability as a heuristic value, with 
the aim of first including those nodes with the minimum 
probability of being activated in the incumbent solution. In 
particular, given a round r, a partial solution in that round 
Sr
1
 , and a node v ∉ Sr

1
 , in this research the function gGR(v) has 

been introduced, it estimates the probability of v of being 
activated when considering those nodes in Sr

1
 . This method 

starts by considering the node with the largest degree; it is 
selected as the starting seed node (ties are broken randomly). 
Then, the probability of activation wuv associated to each arc 
(u, v) ∈ A between each pair of nodes u, v ∈ V  is computed 
by using the corresponding IDM. After that, the probability 
of activation of each node of the SN is calculated as the 
conditional probability of independent events.

Before defining this probability more formally, let us 
first define a path �uv in graph G, where u is an activated 
node ( u ∈ Sr

1
 ) and v is a non-activated node ( v ∉ Sr

1
 ). For the 

sake of brevity, �uv is represented as a set of nodes {u,… , v} 
whose size vary from 2 (both nodes are adjacent) to |V| − 2 
(all nodes of the graph belong to the path). Finally, the i-th 
element in the path is identified as �uv(i) (with 1 ≤ i ≤ |�uv|).

Given a round r, a partial solution Sr
1
 , and an active node 

u ∈ Sr
1
 , the activation probability of a node v ∉ Sr

1
 is com-

puted as:

P(u ∩ v) ←

|�uv|−1∏

i=1

w�uv(i),�uv(i+1)

Fig. 3  BVNS flowchart
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Taking into account the intention of including in the solu-
tion those nodes with a low probability of activation and, 
additionally, to force exploration of different regions of the 
SN, gGR(v) is defined as:

Therefore, the candidate to be incorporated in the solution 
under construction is selected as the one with the minimum 
probability of being activated by the already selected nodes. 
In mathematical terms:

Let us illustrate how this value can be evaluated with an 
example. Figure 4 a represents an SN with 12 nodes and 13 
arcs. Node � is selected as the first node in the seed set (high-
lighted with a dark gray background), chosen at random 
from the set of nodes with the largest degree; i.e., {�, �, �} . 
Once at least one activated node is available, a Monte Carlo 
simulation can be executed to determine the activation prob-
ability (see the real numbers close to each arc of Fig. 4 a).

In Fig. 4 b, the actual probability of activating each node 
is shown by considering the above-mentioned equation. 
For example, in order to determine the probability of acti-
vation of node E, the corresponding path is first identified, 
�
��

= {�, �, �, �} , and then P(� ∩ �) = w
��

⋅ w
��

= 0.0105 . 
Notice that the number of paths between pairs of nodes 
exponentially grows with the size of the SN. This situation 
is overcome by constructing only one path between each 
pair of nodes. In particular, given a node in the seed set, a 
Breadth-First Search (BFS) is conducted, where the nodes 
in each level are explored according to the probability of 

gGR(v) ← min
u∈Sr

1

P(u ∩ v)

v⋆ ← argmin v∉Sr
1

gGR(v)

each arc. BFS returns an spanning tree, where only one 
path exists between the root and the rest of the nodes of the 
tree. For example, considering the SN depicted in Fig. 4 
a, BFS starts by considering as root the node G; then, 
nodes {�, �, �} are explored. Considering the probabilities 
of arcs P(� ∩ �) = w

��
= 0.1000 , P(� ∩ �) = w

��
= 0.8000 

and P(� ∩ �) = w
��

= 0.7000 , the selected node to continue 
the search is H. In order to increase the efficiency of BFS, 
a priority queue is used, where elements are sorted accord-
ing to the probability.

Specific values of probabilities assigned to each node 
are depicted in Fig. 4 b. Then, the selected node is the one 
with the lowest probability (i.e., node B). The next itera-
tion of the constructive method proceeds in a similar way: 
first, execute a new Monte Carlo simulation considering 
that nodes {�, �} are in the seed set, obtaining the probabil-
ities of each arc; second, construct a BFS from each node 
in the seed set, computing the probability of each path; 
and third, assign the largest computed probability to each 
node in the SN. The node selected to be incorporated into 
the seed set is the one with the smallest probability. Ties 
are broken by first considering the node with the largest 
out-degree. The complexity of this method is O(|V| + |A|) , 
since it is equivalent to a breadth-first search.

The impact and influence of each constructive procedure 
on the generated solutions will be analyzed in more detail 
in Sect. 4.1.

3.2  Local search

The improvement phase in VNS is devoted to reach a local 
(ideally global) optimum with respect to the neighborhood 
under exploration. Designing a local search for influence 

Fig. 4  Example of SN and the node activation probability
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maximization problems usually results in rather complex 
algorithms, which are sometimes impractical due to the 
computational requirements.

The proposed local search is related to a well-studied 
common feature in SNs, the community structure. Girvan 
and Newman (2002) define that the networks with this prop-
erty have the capacity to be divided into groups in such a 
way that the connections among users in the same group are 
dense while connections among users in different communi-
ties are sparse.

As shown in recent related literature Pérez-Peló et al. 
(2019); Chunaev (2020), there exists a wide variety of com-
munity detection algorithms. Blondel et al. (2008) proposed 
Louvain algorithm, a method divided into two phases: the 
first one follows an agglomerative approach, considering that 
each node is initially a community by itself in the network. 
It then joins communities optimizing the modularity metric, 
and it stops when a local maximum of modularity is reached.

Modularity Newman and Girvan (2004) is a metric 
designed to evaluate the probability of the existence of an 
edge connecting two nodes in the graph in another random 
graph. The higher the modularity, the better the community 
detection is. The modularity of a community c over a com-
munity detection CD for a graph G is defined as follows:

where cmax is the number of communities in the solution, ecc 
is the percentage of intra-community edges (with respect 
to the whole set of edges) in the community c, and ac is the 
percentage of edges with at least one endpoint in c. Then, 
the modularity of the complete community detection CD is 
formally defined as:

Md(c,CD,G) = (ejj − a2
j
)

ecc =
|{(v, u) ∈ E ∶ CD(v) = CD(u) = c}|

|E|

ak =
|{(v, u) ∈ E ∶ CD(v) = c}|

|E|

In the second phase, the algorithm builds a new network, 
merging the nodes in the same community into a single 
node, and performs again the first phase until no improve-
ment in modularity is found. The authors report that this 
method has a complexity of O(|V|).

Figure 5 shows the different communities selected by 
the Louvain method: the first one conformed by nodes 
A, B, C, and D; the second one conformed with E, 
F, G, and H; and the last one conformed with nodes I, 
J, K, and L. Notice that the number of edges connect-
ing different communities is extremely small (a maximum 
of 1), while the number of edges inside each community 
is larger, which indicates that the community detection 
method has identified the community structure of the 
graph.

The neighborhood of a solution Si
0
 is defined as the set of 

solutions that can be reached by performing a single move 
over Si

0
 . The move considered is a swap move Swap(Si

0
, u, v) 

where node u is removed from the seed set, being replaced 
by v, with u ∈ Si

0
 and v ∉ Si

0
 . This swap move is formally 

defined as:

Thus, the neighborhood Ns(S
i
0
) of a given solution Si

0
 con-

sists of the set of solutions that can be reached from Si
0
 by 

performing a single swap move. More formally,

The size of the resulting neighborhood, l ⋅ (N − l) , makes 
the complete exploration of the neighborhood not suitable 
for AMRIM, even considering an efficient implementation 
of the IDM.

To determine the reduced neighborhood that will be 
explored, the Louvain community detection algorithm is 
considered. Specifically, the method generates the com-
munities for a given solution with the aim of analyzing 
the number of nodes activated in each community. This 
intelligent neighborhood exploration strategy is denoted 
as LS

cd
 , and is designed to reduce the number of solutions 

explored within each neighborhood, without drastically 
deteriorating the quality of the obtained solutions. This 
reduction in the size of the search space is performed by 
exploring just a small fraction of the nodes belonging to 
each community for the swap move. For each community, 
only those nodes which are not yet in the solution with 
the largest degree are considered in the swap move to be 
included in Si

0
 . The communities are explored in descend-

ing order with respect to the number of non-active nodes, 

Md(CD,G) =

cmax∑

c=1

Md(c,CD,G)

Swap(Si
0
, u, v) = (Si

0
⧵ {u}) ∪ {v}

Ns(S
i
0
) = {Swap(Si

0
, u, v) ∀u ∈ Si

0
,∀v ∈ V ⧵ Si

0
}

Fig. 5  Communities according to Louvain method
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i.e., the community with the largest number of non-active 
nodes is the first to be explored. In terms of complexity, it 
is difficult to analyze the exact number of iterations that a 
local search perform, since it is usually iterating until no 
improvement is found. Therefore, the complexity reported 
is the one for a single iteration. First of all, it is necessary 
to evaluate the complexity of the Monte Carlo simulation, 
which is O(I ⋅ |V| ⋅ |A|) (where I is the number of Monte 
Carlo simulations). Then, iterating over the neighborhood 
has a complexity of O(|CD| ⋅ |V|) . Then, the complete 
complexity of the method is O(I ⋅ |V|2 ⋅ |A| ⋅ |CD|) . Notice 
that, the surrogated local search has similar complexity 
but reducing the number of iterations I, thus reducing the 
final computing time.

In order to compare our proposal, in Sect. 4.1 the local 
search proposed in this research is compared against the 
local search presented in Lozano-Osorio et  al. (2021) 
denoted as LS

sn
 . The main drawback of this proposal is 

the computational cost of the objective function evalua-
tion, which is the most demanding part of the proposed 
algorithm. For this reason, the authors limit the number 
of required simulations and nodes required to be explored 
in the neighborhood, leading to a more efficient but less 
accurate procedure.

3.3  Shake

The perturbation mechanism in VNS is usually called the 
shake procedure. The goal of this method is to diversify the 
search by randomly generating a neighbor solution of the 
incumbent one, which may eventually lead to further regions 
of the search space. We propose a method that modifies the 
structure of the solution according to a parameter k. Its value 
ranges from 1 to kmax , which is an input parameter of the com-
plete procedure. As it is customary in VNS, it is not recom-
mended to consider large values for kmax since it may result 
in a solution which is equivalent to construct a new one. This 
method has a complexity of O(kmax) , since no Monte Carlo 
evaluation is performed.

The proposed shake method performs k swap moves to the 
incumbent solution. As it is customary in the BVNS methodol-
ogy, these elements are selected at random. Recent works have 
studied more advanced shake techniques that balance diver-
sification and intensification of the search. This strategy has 
been referred to as intensified shake (see Duarte et al. (2014) 
and Sánchez-Oro et al. (2014) for further details).

However, in the context of AMRIM, both the constructive 
and local search focus completely on intensification, so it is 
interesting that the shake procedure focuses on diversifica-
tion to achieve a balance between them. Therefore, in this 
research, only the traditional random shake procedure has 
been considered.

The final complexity of a single BVNS iteration is evalu-
ated as the maximum between the shake complexity, which 
is O(kmax) , and the local search method complexity, which 
is O(I ⋅ |V|2 ⋅ |A| ⋅ |CD|) , resulting in the complexity of the 
local search method, i.e., O(I ⋅ |V|2 ⋅ |A| ⋅ |CD|).

4  Computational results

This section describes the computational experiments 
designed to evaluate the performance of the proposed algo-
rithms and to analyze the results obtained. All experiments 
have been performed on an AMD EPYC 7282 16-core vir-
tual CPU with 32GB of RAM. The operating system used 
was Ubuntu 20.04.2 64 bit LTS, and all algorithms were 
implemented in Java 17 using the Metaheuristic Optimiza-
tion framewoRK (MORK) 13 Martín et al. (2022). The test-
bed of instances used in this work is the same set considered 
in the previous work (NetHEPT and Flixster), also including 
new competitive instances that have been extensively used 
in the context of influence maximization problems. Table 2 
summarizes the instances considered in this work.

In particular, the table shows the features per instance, 
including: the name of the dataset; number of nodes; num-
ber of arcs; minimum, maximum, and average node degree; 
maximum distance between the pair of vertices denoted as 

Table 2  Features of the instances used in this work

Instance Nodes Arcs Min(deg) Max(deg) Avg(deg) Diameter Clust. Coeff. Refs.

WikiVote 7115 103689 1 1065 28.32 7 0.1409 Lozano-Osorio et al. (2021); Bucur and Iacca 
(2016)

NetHEPT 15233 32235 1 64 4.12 22 0.4984 Sun et al. (2018b); Chen (2008)
ca-AstroPh* 18772 198110 1 504 21.11 14 0.6306 Lozano-Osorio et al. (2021); Liu et al. (2019)
ca-CondMat* 23133 93497 1 281 8.08 14 0.6334 Liu et al. (2019); Lawyer (2015)
cit-HepPh 34546 421578 1 846 24.37 12 0.2848 Liu et al. (2019); Lawyer (2015)
email-Enron* 36692 183831 1 1383 10.02 11 0.4970 Liu et al. (2019); Malliaros et al. (2016)
p2p-Gnutella31 62586 147892 1 95 4.73 11 0.0055 Liu et al. (2019); Lawyer (2015)
Flixster 95969 484865 1 428 10.10 14 0.1086 Sun et al. (2018b); Barbieri et al. (2012)



 Social Network Analysis and Mining          (2024) 14:165   165  Page 12 of 18

diameter; and the clustering coefficient, which is a meas-
ure of the degree to which nodes in a graph tend to cluster 
together, denoted as Clust. Coeff. and related Social Influ-
ence Maximization works where the instances are used. 
Notice that, the instances marked with and “*” are undi-
rected and the remaining are directed.

First of all, it is worth mentioning that the IDM used 
is ICM, which is directly derived from the state-of-the-art 
work. In the ICM, it is important to indicate the values for its 
parameters and the corresponding Monte Carlo simulation. 
In all the experiments, as stated in Sect. 3.1, 100 simulations 
of the ICM are performed with a probability of influence 
of 0.01. These parameter values are the most extended in 
the related literature. The number of rounds R, as stated in 
the state of the art, is set to R = 5 , and the number of seed 
nodes selected in each round l is set to 10 as stated in Sun 
et al. (2018b).

The experiments are divided into two parts: preliminary 
and final experimentation. The former (Sect. 4.1) refers to 
the experiments performed to select the best parameters to 
set up our algorithm, while the latter (Sect. 4.2) validates 
the best configuration, comparing it with the best methods 
found in the state of the art, which is AdaIMM Sun et al. 
(2018b), and a recent method IMP + LSsn based on super-
vised learning approach Lozano-Osorio et al. (2024), which 
states that the good candidates nodes are those with high 
in-degree and average probability of neighboring higher 
than 2 (with a complexity of O(|V|), additionally has been 
included to improve the solution the previously mentioned 
local search LSsnLozano-Osorio et al. (2020), with a com-
plexity of O(l ⋅ � ⋅ I ⋅ |V| ⋅ |A|) . It is worth mentioning that 
the method has been selected since a recent study Jaouadi 
and Ben Romdhane (2024) concluded that machine learning 
approaches emerge in the area.

All experiments developed report the following metrics: 
Avg., the average objective function value (i.e., the num-
ber of nodes influenced, on average, after 100 simulations); 
Dev., the average deviation with respect to the overall best 
solution found in the experiment; Time, the average com-
puting time required by the algorithm in seconds; and #B, 
the number of times that the algorithm matches the best 
solution.

4.1  Preliminary experiments

Preliminary experimentation was performed with a small 
set of 2 out of 8 instances to avoid overfitting. This selection 
comprises approximately 25% of the global set and provides 
enough variability. Notice that 5 rounds are performed for 
each instance, so each algorithm can reach a maximum of 
10 best solutions.

As introduced, the proposed VNS requires an initial solu-
tion that has been built using an approach based on greedy 
construction. Hence, the first experiment is performed to 
evaluate the impact of using a greedy constructive procedure 
instead of a random initial solution. Table 3 shows the results 
obtained when considering one random construction and one 
greedy construction with the proposed method. In order to 
verify the relevance of the proposed greedy criterion, an 
additional constructive method is included in the compari-
son. Specifically, it is a greedy constructive directly based 
on the objective function value, i.e., it selects the best node 
according to the resulting objective function value perform-
ing just one iteration. This constructive, named as CIDM , uses 
the following greedy criterion: gIDM(u) = AMRIM(Sr ∪ u) . 
The complexity reported by that method it is O(|V| ⋅ l).

The results highlight the relevance of a good constructive 
method to start from a promising region of the search space. 
In particular, the C

RND
 procedure is unable to reach any best 

solution, C
IDM

 obtains one best solution, and C
GR

 achieves 
9 of 10 best solutions. Furthermore, the deviations of the 
procedures C

RND
 and C

IDM
 are drastically large, indicating 

that they are not even close to the solution found by the 
C
GR

 procedure. Although the computing time required by 
C
GR

 is slightly larger than the other ones, the difference is 
negligible when compared with the increase in quality. It is 
worth mentioning that the computing time required by C

GR
 

of 1.49 s on average is negligible in the context of social 
network analysis, so we decide to use this constructive pro-
cedure in the remaining experiments.

The next experiment is devoted to evaluate the impact 
of both LS

cd
 and LS

sn
 local search strategies. To this end, 

Table 4 summarizes the results obtained when applying each 
local search method to the same initial solution obtained by 
the constructive procedure. Analyzing the average objec-
tive function obtained by both local search procedures com-
pared with the value obtained by the constructive proce-
dure isolatedly (see Table 3), it can be concluded that both 

Table 3  Comparison between a random, IDM based and greedy con-
struction

Best results are highlighted with bold font

Algorithm Avg. Dev. Time #B

C
RND

2731.45 45.13 0.21 0
C
IDM

2582.34 49.62 0.29 1
C
GR

4255.66 0.01 1.49 9

Table 4  Comparison between both local search strategies

Best results are highlighted with bold font

Algorithm Avg. Dev. Time #B

C
GR

 + LS
sn

4257.68 0.23 2.73 3
C
GR

 + LS
cd

4264.23 0.07 3.75 7
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local search strategies are able to further improve the initial 
solution. However, in view of the results, the LS

cd
 strategy 

outperforms the LS
sn

 strategy. This result can be partially 
explained, since the LS

sn
 strategy is surrogated by select-

ing a predefined number � of nodes in the neighborhood 
as stated in Lozano-Osorio et al. (2021), thus exploring a 
narrower portion of the search space.

Furthermore, it is worth mentioning that in 7 out of 10 
preliminary instances, better results are obtained using the 
LS

cd
 strategy. However, in 3 out of 10 preliminary instances, 

better results are obtained using the LS
sn

 strategy. When 
designing a local search procedure, the computational effort 
is one of the key aspects. The results obtained in this experi-
ment, showing that the local search procedure increases the 
computing time in less than two seconds on average, confirm 
the appropriate design of the local search method described 
in Sect. 3.2.

Having defined the constructive procedure and the 
local search method, it is necessary to fix the param-
eter of the proposed VNS algorithm. In particular, it 
requires from a single input parameter kmax , the maxi-
mum neighborhood to be explored. In order to do so, 
kmax = {0.1 ⋅ |S|, 0.2 ⋅ |S|, 0.3 ⋅ |S|, 0.4 ⋅ |S|, 0.5 ⋅ |S|} values 
are tested. Notice that values larger than 0.5 are not included 
since it would basically consists of reconstructing a solu-
tion from scratch, which is not the philosophy of the VNS 
methodology. These values are included in the final VNS 
algorithm, considering the C

GR
 as constructive procedure 

and LS
cd

 as a local search method. Table 5 shows the results 
obtained in this experiment.

As expected, the computing time increases with the size 
of kmax , which is mainly due to two reasons: i) the maximum 
neighborhood explored is large, requiring more computing 
time to explore all the considered neighborhoods and ii) the 
perturbation size becomes larger with the increase of kmax , 
so the local search method needs to perform a more compu-
tationally demanding exploration to reach a local optimum.

Although there are not significant differences among the 
different values for kmax , the results show that the best solu-
tions are found by kmax = 0.1 , which is the smallest neigh-
borhood considered. It is able to reach the largest number of 
best solutions while maintaining the second better deviation, 
really close to the best one (0.04 vs. 0.03), also requiring 
the smallest computing time. These results are in line with 
the VNS philosophy Mladenović and Hansen (1997), which 
indicates that considering small perturbations usually leads 
to better quality solutions in the VNS metaheuristic. There-
fore, kmax = 0.1 is selected for the remaining experiments.

4.2  Final experiments

In order to analyze the quality of the proposed algorithm, we 
perform a competitive testing of the best BVNS according to 
the preliminary experiments versus the best method found in 
the state of the art (AdaIMM) according to the recent survey 
Banerjee et al. (2020) and IMP +LSsn Lozano-Osorio et al. 
(2020, 2024) to be compared with a recent method using 
machine learning knowledge, considering the complete set 
of instances. Since the code was made publicly available 
by the authors,2 the original results reported by the authors 
have been successfully replicated in the same computing 
environment to have a fair comparison. Table 6 shows the 
results obtained by BVNS, AdaIMM and IMP +LSsn over 
the complete set of instances.

The results depicted in Table 6 show that BVNS is able to 
reach the best solution in all the instances, while AdaIMM 
presents a deviation of 24.23%, and, IMP +LSsn obtain 
21.67%. Analyzing the computational effort of each algo-
rithm, IMP +LSsn is the fasted method with 10.23 s, BVNS 
requires only 27.91 s on average to finish, while AdaIMM 
needs almost twice the computing time, 53.15 s.

In particular, AdaIMM is showing competitive perfor-
mance in one instance, Wiki-Vote, which is the smallest one, 
and also have the largest average out-degree. If we extend 
this analysis to the remaining instances, we can conclude 
that the behavior of AdaIMM is better when the average out-
degree is large, which are those cases in which it is easier 
to influence a larger number of users. On the contrary, in 
those instances with small average out-degree values, BVNS 
obtains considerably better results, showing AdaIMM a 
deviation of approximately 40%. Notice that these instances 
are those in which the process of influencing is more limited, 
being more challenging for the algorithms.

It is notable that IMP +LSsn demonstrates a competi-
tive performance when compared individually to AdaIMM. 
Specifically, AdaIMM achieves the best solutions in 21 
instances, whereas IMP +LSsn reaches the best solutions 
in 19 instances. It is important to highlight that AdaIMM 
requires approximately five times more computational time. 

Table 5  Evaluation of the impact of parameter kmax in the BVNS 
algorithm

Best results are highlighted with bold font

kmax Avg. Dev. Time #B

0.1 4268.29 0.04 19.61 8
0.2 4267.09 0.06 22.79 6
0.3 4268.66 0.03 31.82 7
0.4 4267.82 0.05 39.36 7
0.5 4266.15 0.08 46.68 6

2 https:// github. com/ lichao- sun/ Multi- Round- Influ ence- Maxim izati 
on

https://github.com/lichao-sun/Multi-Round-Influence-Maximization
https://github.com/lichao-sun/Multi-Round-Influence-Maximization
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Finally, both methods exhibit a deviation of 9.81% for IMP 
+LSsn and 9.80% for AdaIMM.

Another important conclusion that can be derived from 
the results is that the computing time required to fin-
ish increases with the number of rounds. This behavior is 

partially explained, since the number of nodes to be selected 
also increases with the number of rounds. However, the pro-
posed method shows good scalability with a linear increase 
in the computing time with respect to the number of rounds.

Table 6  Results obtained by BVNS, AdaIMM and IMP +LS
sn

 algorithms

Best results are highlighted with bold font

BVNS AdaIMM IMP + LS
sn

SN R Avg. Dev. Time #B Avg. Dev. Time #B Avg. Dev. Time #B

CA AstroPh 1 9647.01 0.00 34.35 1 5784.98 40.03 100.14 0 9625.07 0.23 8.17 0
2 9667.75 0.00 52.20 1 6483.23 32.94 111.85 0 9629.74 0.39 16.42 0
3 9692.10 0.00 66.38 1 8053.73 16.90 152.20 0 9631.27 0.63 24.63 0
4 9713.66 0.00 119.49 1 8069.84 16.92 153.87 0 9647.68 0.68 32.92 0
5 9720.14 0.00 161.17 1 8551.72 12.02 155.74 0 9653.96 0.68 40.69 0

CA CondMat 1 5111.51 0.00 8.45 1 3219.52 37.01 35.08 0 5074.97 0.71 2.49 0
2 5126.04 0.00 11.20 1 3912.49 23.67 55.76 0 5082.57 0.85 5.08 0
3 5165.89 0.00 18.58 1 4145.90 19.74 59.08 0 5108.87 1.10 7.76 0
4 5181.80 0.00 31.42 1 4303.16 16.96 60.37 0 5118.37 1.22 10.50 0
5 5215.02 0.00 64.88 1 4667.92 10.49 65.19 0 5140.85 1.42 13.16 0

Cit HepPh 1 2392.71 0.00 4.97 1 1753.39 26.72 20.15 0 1135.18 52.56 0.66 0
2 3081.24 0.00 6.55 1 2464.14 20.03 28.68 0 1662.73 46.04 1.69 0
3 3450.72 0.00 9.79 1 2747.52 20.38 25.66 0 2049.26 40.61 3.25 0
4 3860.18 0.00 15.61 1 2955.17 23.44 27.83 0 2297.85 40.47 4.77 0
5 4097.83 0.00 24.60 1 3358.45 18.04 34.37 0 2559.08 37.55 6.51 0

Email Enron 1 9591.72 0.00 17.23 1 5107.23 46.75 82.69 0 9569.04 0.24 12.50 0
2 9621.66 0.00 28.22 1 6050.43 37.12 95.61 0 9594.68 0.28 23.85 0
3 9657.68 0.00 43.96 1 6499.42 32.70 103.29 0 9596.08 0.64 33.45 0
4 9670.71 0.00 67.86 1 7274.42 24.78 117.35 0 9617.37 0.55 41.58 0
5 9697.83 0.00 126.99 1 7632.77 21.29 119.02 0 9618.30 0.82 49.12 0

Flixster 1 5731.22 0.00 8.62 1 5461.67 4.70 52.16 0 5021.51 12.38 2.19 0
2 7940.12 0.00 13.43 1 6157.46 22.45 71.98 0 6070.13 23.55 5.93 0
3 8996.23 0.00 23.21 1 7103.62 21.04 73.39 0 7054.71 21.58 9.58 0
4 9812.33 0.00 40.05 1 8018.47 18.28 88.11 0 7610.67 22.44 13.58 0
5 10570.99 0.00 67.28 1 8481.25 19.77 95.04 0 8023.87 24.10 18.12 0

NetHEPT 1 90.23 0.00 0.14 1 58.99 34.62 0.35 0 38.06 57.82 0.05 0
2 153.38 0.00 0.29 1 107.82 29.70 0.66 0 69.86 54.45 0.12 0
3 203.81 0.00 0.59 1 153.12 24.87 0.78 0 97.85 51.99 0.17 0
4 252.35 0.00 1.13 1 191.02 24.30 1.16 0 121.63 51.80 0.24 0
5 291.05 0.00 1.95 1 221.91 23.76 1.20 0 146.41 49.70 0.30 0

Wiki-Vote 1 1725.87 0.00 2.21 1 1703.09 1.32 23.29 0 1692.43 1.94 1.14 0
2 1765.88 0.00 3.38 1 1724.59 2.34 23.27 0 1718.30 2.69 2.22 0
3 1794.89 0.00 6.12 1 1737.57 3.19 26.31 0 1751.70 2.41 3.55 0
4 1818.00 0.00 10.49 1 1753.37 3.56 30.82 0 1787.83 1.66 4.76 0
5 1834.54 0.00 16.05 1 1766.00 3.74 30.29 0 1798.37 1.97 6.04 0

p2p Gnutella31 1 98.63 0.00 0.23 1 50.49 48.81 0.36 0 54.36 44.88 0.15 0
2 171.32 0.00 0.54 1 93.33 45.52 0.57 0 85.76 49.94 0.30 0
3 235.64 0.00 1.13 1 125.50 46.74 0.66 0 108.82 53.82 0.44 0
4 296.92 0.00 2.13 1 157.55 46.94 0.74 0 134.63 54.66 0.58 0
5 356.54 0.00 3.68 1 194.67 45.40 1.03 0 158.74 55.48 0.72 0

Summary 4837.58 0.00 27.91 40 3707.42 24.23 53.15 0 4373.96 21.67 10.23 0
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In order to confirm the statistically significance of these 
results, the pairwise Wilcoxon Signed Rank Test has been 
conducted, obtaining a p-value < 0.001 . Therefore, it can 
be ensured that there are significant differences between the 
results obtained by both algorithms, emerging BVNS as a 
competitive algorithm for solving the AMRIM.

To conclude, it is interesting to analyze the contribu-
tion of each phase of the final BVNS algorithm, in order 
to detect which are the key parts of the algorithm or, even 
more, if there is any phase which is not contributing to the 
final results. Figure 6 shows the contribution desegregated 
per each phase of the proposal (greedy method, local search 
and BVNS) to evaluate the effect of each phase in the final 
results. The graph is divided by rounds (x-axis), indicating 
the quality (y-axis) obtained by each phase in each round.

The division between the different phases illustrates 
a direct relationship between the duration of each phase 
and their respective complexity. Notably, the constructive 
method has a constant computational time in each round 
due to its greedy nature, while the local search shows an 
increase in computational time with the growing number 
of rounds, since more possible moves can be performed. 
Furthermore, it is observed that the BVNS stands out as 
the most computationally demanding method in terms of 
time. This can be partially explained since, inside BVNS, 
several executions of the local search are performed, 
increasing its complexity.

If we now analyze the quality of the solutions obtained 
in each phase, it is seen how BVNS is able to reach the 
best results. Notice that the local search emerges as a good 
alternative to generate high-quality solutions when the time 
available is restricted. Finally, it is worth mentioning that 
finding an improvement becomes a more challenging task 
with the increase of the number of rounds.

The results obtained show that BVNS is a competitive 
method for AMRIM compared to the best method found 

in the literature, obtaining solutions better than those for 
AdaIMM in an efficient way.

5  Conclusions

In this paper, a Basic Variable Neighborhood Search algo-
rithm for solving the AMRIM is presented. A comparison 
of three constructive methods is carried out, with the con-
structive method using a greedy criterion performing best. 
Additionally, a local search based on communities has been 
proposed, obtaining better results than a recent work on 
a surrogated local search. The proposed BVNS is able to 
outperform the best method found in the literature, named 
AdaIMM, obtaining new best-known solutions in every 
considered instance by requiring half of the computing 
time (27.91 s vs. 53.15 s). In order to compare with recent 
methods, the method IMP +LSsn has been included in the 
analysis, no obtaining any best-known solution with a devia-
tion (21.67% where AdaIMM has 24.23%) and requiring less 
than 5 times the computational time of AdaIMM.

The main drawback in these methods is that they need 
to perform a complete evaluation, due to the demand that 
requires Monte Carlo simulation. However, an efficient 
implementation leads us to provide high-quality solutions 
in reasonable computing times, even for the largest instances 
derived from real-world SNs commonly considered in SNI 
problems. This fact makes the proposed AMRIM algorithm 
highly scalable.

The primary challenges in this family of problems are 
related to scalability, particularly in large networks where 
the computational effort can become prohibitive, as well as 
the accuracy of the IDM due to its probabilistic nature. Our 
proposal obtains high quality solutions in short computing 
time, using efficient metaheuristic algorithms that are scarce 
in the area. Nevertheless, it can be further improved by new 

Fig. 6  Comparison between 
the Avg. for all instances in 
each component of the proposal 
algorithm
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methods able to either provide more quality or reduce the 
complexity. These limitations promote the ongoing research 
for new realistic approaches in this field.

As a future work, it was found interesting to adapt the 
techniques developed in this work to influence minimiza-
tion problems. This adaptation can be useful for minimizing 
the impact of fake news and monitor those users which can 
eventually transmit misinformation through the network. 
New parallelism techniques thanks to GPU can provide less 
computational time, and other community detection prob-
lems could obtain other interesting nodes selection.
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