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Abstract
Society is now situated in an epoch where the creation and spread of fake news have become remarkably effortless. Hence, 
conducting early rumor detection tasks is imperative. To handle this task, a key ideal is to model the interactive informa-
tion between users who spread the news. To this end, existing methods usually use multiple stacked GNN layers to capture 
long-range user information. However, recent work has shown that traditional GNNs may struggle to capture important 
information when dealing with k-hop neighbors of users, thus hurting the performance of models. To address this problem, 
we propose a Long-range Graph Transformer for early rumor detection (LGT), which uses transformers to capture long-
range dependencies between users. First, we use a graph convolutional attentive network to extract the publishing features. 
Second, we combine graph neural network and transformer to capture the long-range interaction features of users. Then, 
we employ the convolutional neural network to extract the text features and use the attention mechanism to fuse with the 
interactive information to obtain the aggregated interaction features. In addition, we collect the user’s credibility score as 
additional information. Finally, the above three features are fused to generate a new representation. Extensive experiments 
using three authentic datasets demonstrate that, in comparison to the baseline, LGT has achieved significant improvement. 
It effectively identifies rumors quickly while maintaining an accuracy rate exceeding 94%.
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1 Introduction

The surge in fake news on social media has led to panic and 
confusion spreading throughout society. Rumors can quickly 
spread and mislead public opinion due to the widespread 
use of social media. However, due to the insufficient per-
sonal knowledge, ordinary people cannot accurately verify 
the authenticity of each news in a short period. Therefore, 
it is necessary to develop advanced tools and technologies 
for early rumor detection to minimize the negative impact 
caused by false news.

Early rumor detection (ERD) aims to promptly identify 
rumors by capturing features such as news texts, images, 

attributes of participating users, and propagation patterns. 
Existing ERD models can be divided into two main catego-
ries: news content-based models (Hu et al. 2021; Przybyla 
2020; Yu et al. 2017), and social context-based models (Shu 
et al. 2017; Jin et al. 2016; Giachanou et al. 2019). The news 
content-based models typically utilize the news content fea-
tures such as the specific emotions expressed by the news 
(Giachanou et al. 2019), the writing styles (Przybyla 2020), 
and the overly exaggerated headlines or images to detect 
early rumors. Given that substituting sentiment words, imi-
tating the writing styles of real news, and fabricating head-
lines or images of fake news based on the real news topics 
are relatively easy, existing news content-based models are 
difficult to identify well-designed fake news. Therefore, 
recent studies focus on the social context-based models, 
which are more robust because deceiving such models 
requires creating fake user accounts or constructing social 
networks with structures similar to real news dissemination.

Existing social context-based models focus on learning 
the contextual information representations of social events 
by modeling the source news and relevant user behaviors. 
For example, Ma et al. (2016) employed recurrent neural 
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networks to model source posts and relevant comments. 
Although (Ma et al. 2016) is relatively effective, it ignores 
the impact of rumor propagation. To address this issue, 
Liu and Wu (2018) used CNN-based methods to obtain 
information from the local structure of rumor propagation. 
Subsequently, considering the need to capture global struc-
tural information on the graph, Bian et al. (2020) proposed 
a bidirectional graph convolutional network to learn the 
propagation pattern and capture the diffusion structure of 
rumors. Yuan et al. (2019) modeled the global relationships 
between all source tweets, retweets, and users as a heteroge-
neous graph to capture rich structural information. Despite 
graph structure models success, they have the limitation that 
they employ multiple stacked GNN layers to aggregate the 
information of k-hop neighboring users into the source user, 
which is not sufficient to capture long-range dependencies 
between users.

Recent work has shown that traditional GNNs may strug-
gle to capture important information when dealing with 
k-hop neighbors of users (Xu et al. 2018), and GNN per-
formance significantly decreases with increasing depths of 
neighbors (Li et al. 2018). Chen and Wong (2020) identified 
the issue of ineffective long-range dependency capture in 
GNN-based sequence recommendation methods, suggest-
ing that the limited number of GNN layers fails to capture 
the long-range dependency relationships between items in 
sessions. Alon and Yahav (2020) pointed out a bottleneck 
in GNNs when aggregating information from distant nodes, 

where with the increase in layers, the number of k-hop 
neighbors of a node grows exponentially, but more informa-
tion is compressed into a fixed-length vector compared to the 
previous layers. In cases where the shortest path exceeds the 
number of GNN layers, the information from distant nodes 
cannot be effectively transmitted. Li et al. (2021) proposed 
the challenges faced by training deep GNNs, namely, the 
disappearance of gradients leads to almost no updates of 
network parameters, making it difficult for the network to 
converge, and the explosion of gradients leads to excessive 
parameter updates, causing the network to lose stability. 
Therefore, only using k-hop neighbors to enhance the seman-
tic representations of user is not sufficient to capture long-
range dependencies between users, thereby hurting the per-
formance of early rumor detection methods. Figure 1a shows 
the relationship graph of some user nodes randomly selected 
from the Twitter15 dataset, where each node represents a 
user. Figure 1b shows the attention map of how neighbor 
nodes of user nodes contribute to the semantic information 
when representing the target user node. In Fig. 1a, we can 
observe that user G posted a viewpoint about the imminent 
rise in oil prices, while user M expressed agreement in the 
repost and triggered many followers to repost. This behavior 
is reflected in Fig. 1b as a higher score of node G’s attention 
to node M. Therefore, even as a 5-hop neighbor of node G, 
the semantic information of user node M is crucial for the 
representation of the target user node G. To achieve this, 
existing ERD methods typically train stacked 5-layer GNNs. 

(a) Sample graph from Twitter15 (b) Attention map from graph transformer

Fig. 1  Sample graph and attention map in our graph transformer, ran-
domly selected from Twitter15 validation set. The attention map is 
obtained from the transformer module in our graph transformer. A ∼ 

N represent user nodes on the propagation path. The horizontal axis 
represents the target user nodes and the vertical axis represents the 
source user nodes
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Such practice may lead to an exponential growth in receptive 
field width and sparse signal representation, making it dif-
ficult to capture long-range dependencies (Wu et al. 2021). 
Hence, it is necessary to design a new technique to aggregate 
the information of neighboring users.

To solve the above problems, we propose a novel model, 
namely Long-range Graph Transformer (LGT), for early 
rumor detection. The proposed LGT consists of two mod-
ules: a bot detection module and a rumor detection module. 
The bot detection module aims to learn the possibility of a 
user being human by encoding the attributes information 
of the user. The rumor detection module aims to model a 
broader range of neighbors to capture long-range dependen-
cies between users and learn various features that determine 
the news being a rumor. In the rumor detection module, we 
first present a graph convolutional attentive network, which 
combines the advantages of graph convolution for mode-
ling graph-structured data and the attention mechanism to 
dynamically weight and aggregate information to obtain the 
correlation between publishers and news. Second, we design 
the long-range graph transformer to capture the user’s inter-
action information from the news propagation. Finally, we 
employ a convolutional neural network (CNN) to extract 
the text information of the news and introduce an attention 
mechanism to fuse the extracted news information with the 
interaction information. The experimental results show that 
the proposed LGT is beneficial for real-time identification 
and prevention of rumor propagation.

The main contributions of this paper can be summarized 
as follows:

• We propose a novel LGT model that takes user credibility 
as additional information to capture the graph structure 
information of news spread through the graph convolu-
tional attentive network and graph transformer. Different 
from existing ERD methods that utilize multiple stacked 
GNNs resulting in sparse signal representation, the pro-
posed LGT model can utilize transformers to capture the 
information of distant users, which reduces the loss of 
long-range information.

• We conducted a series of experiments on three real-world 
datasets. The experimental results demonstrate that our 
model achieves remarkable improvements in rumor clas-
sification and early prediction tasks compared to state-of-
the-art models.

2  Related work

The task of fake news detection involves evaluating the 
authenticity of news circulated on social media platforms. 
This is done by analyzing various factors, including news 
content, user behavior, and propagation patterns, to provide 

a more reliable information environment for the public. 
Existing approaches can be divided into two categories (Shu 
et al. 2017): (1) news content-based methods; and (2) social 
context-based methods.

2.1  News content‑based methods

The news content-based methods can be further categorized 
into two main subcategories: knowledge-based, as well as 
style-based. The knowledge-based method initially requires 
a fact-checking database to rectify the opinions and objective 
things described in news articles, which involves tasks like 
knowledge representation and knowledge reasoning. Then 
the knowledge base or knowledge graph is utilized to judge 
the authenticity of the new news content. Hu et al. (2021) 
focused on knowledge-based fake news detection by utiliz-
ing external knowledge sources. The style-based approach 
utilizes the writing style inherent to the news content itself. 
It captures sentence grammatical information by employing 
context-independent grammar rules or rhetorical structure 
theory (RST) (Mann et al. 1987) dependencies to extract 
the sentence’s syntactic structure and other grammatical 
details. Przybyla (2020) explored stylistic features for fake 
news detection. Yu et al. (2017) presented a convolutional 
approach to identifying misinformation, which includes 
analyzing linguistic features. dEFEND (Shu et al. 2019) 
employed textual features and interpretable models for fake 
news detection, focusing on explaining its decisions. DTCA 
(Wu et al. 2020) utilized textual content and attention mech-
anisms to verify claims, emphasizing explainability through 
decision tree integration.

However, knowledge-based methods often face chal-
lenges related to incomplete or outdated information in 
knowledge bases, limiting their effectiveness in detecting 
emerging or context-specific rumors. On the other hand, 
when rumors imitate the writing style of trusted sources, 
style-based methods may struggle to accurately distinguish 
rumors from legitimate content, leading to potential false 
positives. Furthermore, they may not effectively capture the 
semantics of the text, making them vulnerable to context 
changes and changing rumor styles.

2.2  Social context‑based methods

The social context-based methods can be divided into two 
types: stance-based and propagation-based. The former is 
mainly based on user operations on content (such as com-
ments, likes, reports) to build a matrix or graph model. 
et al. Jin et al. (2016) explored the verification of news by 
considering conflicting microblog viewpoints. Giachanou 
et al. (2019) leveraged emotional signals in their work on 
credibility detection, which is closely related to capturing 
user stance. Castillo et al. (2011) investigated information 
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credibility on Twitter, which involves understanding how 
users perceive and evaluate information. The method based 
on propagation behavior models the object and tracks the 
trajectory of the news. Zhou and Zafarani (2019) explored 
network-based fake news detection, which involves study-
ing the patterns of how fake news spreads in a network. 
Bian et al. (2020) investigated rumor detection focusing on 
bi-directional graph convolutional networks, which inher-
ently consider the propagation behavior. Song et al. (2021) 
designed a temporally evolving graph neural network to cap-
ture the evolving nature of fake news propagation. Sun et al. 
(2022) used a hyperedge learning method to represent the 
temporal propagation structure and a fusion neural network 
to jointly learn the content, structural, and temporal features 
of rumor propagation. Liu et al. (2022) proposed a novel 
rumor detection framework based on structure-aware retweet-
ing graph neural network. Meng et al. (2023) constructed a 
global heterogeneous transition graph to integrate user-news 
relationships and overall user historical click news sequences.

In the research on early rumor detection, Liu and Wu 
(2018) used recurrent and convolutional neural networks to 
detect fake news by analyzing its propagation patterns on 
social media. Chen et al. (2018) focused on modeling rumor 
propagation behaviors using deep attention-based recurrent 
neural networks. Yuan et al. (2019) proposed a method that 
jointly embeds local and global relations in a heterogeneous 
graph to enhance rumor detection by considering various 
aspects of rumor propagation behavior. Xia et al. (2020) 
introduced a network model that considers the evolving 
nature of rumors and their propagation on social media 
for early detection. Yuan et al. (2020) proposed a novel 
structure-aware multi-head attention network (SMAN) that 
combines news content, publishing, and reposting relation-
ships to jointly optimize fake news detection and credibility 
prediction tasks. Subsequently, Huang et al. (2022) proposed 
a social bot-aware graph neural network called SBAG. The 
model pre-trains multi-layer perception networks to obtain 
features of social bots, and then constructs multiple graph 
neural networks by embedding features to model the early 
propagation of posts, further used for detecting rumors. Note 
that SBAG is considered one of the state-of-the-art models 
in the current field.

The modeling of graph structures is beneficial for cap-
turing local and global features of rumor spreading. How-
ever, these methods all use stacking multiple GNN layers 
to aggregate the information of k-hop neighbors into the 
source. The information of neighbors gradually becomes 
blurred as their depth increases, making the model ineffi-
cient in capturing interactions that occur over longer dis-
tances. In social networks, user interaction often involves 
more complex interaction paths, and these methods may be 
difficult to model and understand this complexity. Therefore, 

we propose the LGT model to address the limitations of 
these models. Specifically, we design a long-range graph 
transformer that uses traditional GNN subnetworks as the 
backbone, but leaves long-range dependent learning to trans-
former subnetworks. Our transformer application focuses 
each node on other nodes, motivating the transformer to 
learn the most important node-node relationships, instead 
of favoring nearby nodes (the latter task has been offloaded 
to the previous GNN module).

3  Problem formulation

Let B =

{
b1, b2, ..., b|B|

}
 denote a set of users consisting of 

both bots and real users, N =

{
n1, n2, ..., n|N|

}
 denote a set 

of news, and U =

{
u1, u2, ..., u|U|

}
 denote a set of users par-

ticipating in the propagation of news. Among users, there 
are further distinctions between publishers and retweeters. 
We first use dataset B to pre-train the bot detection model, 
allowing the model to learn features and representations 
about bot behavior. After pre-training, we use dataset U as 
input for the bot detection model to evaluate the user’s cred-
ibility score. This score reflects the probability that the user 
is identified as a real user. Next, we transfer this credibility 
score to the rumor detection module as auxiliary informa-
tion, helping the rumor detection model more accurately 
identify and eliminate the influence of bot users. The user 
publishing process can be represented as GP = ⟨VP,VN ,EP⟩ , 
where GP represents the publisher-news relationship graph, 
VP is the set of all publishers, VN is the set of all news, EP is 
the set of edges, and an edge (ui, nj) ∈ EP indicates that user 
ui publishes news nj . Similarly, the user interaction process 
can be represented as GI = ⟨VI ,EI⟩ , where GI represents the 
user-user relationship graph, VI is the set of all users, EI is 
the set of edges, and an edge (ui, uj) ∈ EI indicates that user 
ui replies to user uj . We use Graph Convolutional Network 
(GCN) to process the publisher-news relationship graph 
GP to obtain the publisher’s representation, and use Graph 
Transformer to process the user user relationship graph GI to 
obtain the user interaction representation. Finally, the pub-
lisher representation, user interaction representation, and 
news text representation are concatenated to form a compre-
hensive representation vector for the final rumor detection.

In this paper, in order to better distinguish real informa-
tion communicators from false information communicators, 
we design a bot detection module to score users and uti-
lize user or publisher credibility information for fake news 
detection. For the bot detection task, our goal is to learn a 
function p(c1|ui,B;�1) to predict the credit score of the user 
ui . For the fake news detection task, our goal is to learn a 
function p(c2|nj,N,U;�2) to predict whether the news nj is 
a rumor, where c1 and c2 are the class labels of the users 
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and news respectively, and �1 and �2 represent all the model 
parameters.

4  The proposed LGT algorithm

In this section, we propose the LGT algorithm for early 
fake news detection and its framework is shown in Fig. 2. 
The LGT algorithm has two main components: a bot detec-
tion module and a rumor detection module. The bot detec-
tion module aims to learn the user credibility score, which 
represents the probability that the user is human. We use a 
position feedforward network (FFN) to encode the attribute 
information of robots and humans, and the obtained user 
credibility score is used as auxiliary information to pass into 
the rumor detection module. The rumor detection module 
aims to determine whether news is a rumor. We modeled 
a news dissemination graph and used GCN to extract news 
release features, GraphTransformer to extract user interac-
tion features, and CNN and pooling layers to extract text fea-
tures. Next, we will introduce the LGT algorithm in detail.

4.1  Bot detection module

Like spammer detection (Sun et al. 2021; Liu et al. 2020), 
rumor detection also involves identifying and dealing with bad 
user behavior in online social networks, especially when it 
comes to dealing with anonymous users and disinformation. 

The behavior of users depends not only on their personal pref-
erences, but also on the social influence of their direct or indi-
rect social friends (Sun et al. 2023a). Rating users is crucial 
to help the system identify users who may disrupt or mislead 
other users by spreading false information (Sun et al. 2023a, 
b). Therefore, we added a bot detection module to better distin-
guish the difference between real information communicators 
and false information communicators by rating users, thereby 
improving the accuracy and efficiency of rumor detection.

In order to incorporate bot behavior information for fake 
new detection, we first pre-train the model on a large sample 
of bots and human beings to encode the user attribute informa-
tion. The architecture of this module is illustrated in Fig. 2a.

To compute the probability that a user is a human being, 
we employ a position-wise feed-forward network (FFN) to 
encode the user features. Specifically, given a user feature 
vector c ∈ ℝ

v containing diverse user profiles, e.g., username 
length, follower counts, and friend counts. The credibility 
score Ŷu can be computed as follows:

(1)c� = ReLU(WT
1
c + bc)

(2)c̃ = LayerNorm(WT
2
c� + c)

(3)Ŷu = softmax(WT
u
c̃ + bu)

Fig. 2  Overview of LGT. a bot detection module. b Rumor detection module
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where W1,W2 ∈ ℝ
v×v , Wu ∈ ℝ

v×2 , bc ∈ ℝ
v and bu ∈ ℝ

2 are 
the parameters of the FFN, Ŷu ∈ ℝ

2 is the predicted prob-
ability distribution of the user class.

The bot detection module calculates the user credibility 
score in the range [0,1] and transfers it to the rumor detec-
tion module as auxiliary information.

4.2  Rumor detection module

In the rumor detection module, we seek to capture different 
types of news features by modeling the propagation graph 
of news in social networks. The rumor detection module 
mainly consists of three steps: (1) extracting features from 
the news publishing, (2) extracting features from the news 
propagation, and (3) extracting features from the news con-
tent. In our method, since the user-news publishing graph 
has a maximum of one hop, we used a simple GCN, while 
the user-user interaction graph has complex node features 
and interaction relationships. Therefore, we chose to use a 
graph transformer to capture long-range dependencies and 
learn the complex relationships between nodes in the graph. 
Figure  2b shows the architecture of the rumor detection 
module. Next, we will introduce each component in detail.

4.2.1  Extracting features from the news publishing

In the news publishing, we aim to capture the features of 
the users who publish news by modeling the publisher-
news graph. Graph neural networks such as GCN and Graph 
Attention Network (GAT) have been proposed to extract 
important information from graphs, and have been applied 
in many fields and have made great progress (Li et al. 2018; 
Bian et al. 2020). We describe the relationship between 
publisher-news pairs as graph-structured data, where the 
central node is the publisher node and the neighbor nodes 
are all news nodes. When aggregating information, only 
edge relationships between publisher and news are handled 
(i.e., the publisher has published a certain piece of news). 
According to our definition, the publisher-news graph is a 
heterogeneous graph with at most one hop and only one edge 
relationship, exhibiting good local homogeneity. Therefore 
we believe that GCN is sufficient to extract effective features 
from publisher-news graphs. Different from the recent work 
that use multi-head attention to learn the node representation 
from the publishing graph (Yuan et al. 2019, 2020), we use 
graph convolutional attentive network to capture the struc-
tural information of news publishing. Since the publishers 
of news has a certain degree of commonality, the publishers 
who frequently publish fake news are more likely to publish 
rumors. In order to focus on the publishers that are likely to 
publish rumors, we combine GCN and multi-head attention 
to model the correlation between news nodes and publisher 

nodes in the publisher-news graph, and perform the differ-
entiated information aggregation on news nodes to generate 
new node representations.

Formally, let P ∈ ℝ
|U|×d denote the initial embedding of 

the user nodes, N ∈ ℝ
|N|×d denote the initial embedding of 

the news nodes, the user nodes and adjacent news nodes 
form an adjacency matrix A ∈ ℝ

|U|×|N| . In order to capture 
the impact of bot behavior in the news publishing process, 
we consider the credibility scores of users as biases. The for-
mula for computing the aggregated feature N′ is as follows:

where Â = D̃−(1∕2)ÃD̃−(1∕2) is the regularized adjacency 
matrix, Ã = A + I , D̃ii =

∑
j Ãij represent the degree of the 

i-th node, W is the learnable weight matrix, ŝ ∈ ℝ
|U|×d is the 

user credibility matrix.
Next, we calculate the attention weight between each user 

node u and news node n to determine which nodes are more 
important in information dissemination. Then, the output 
features of multi-head attention are concatenated to get 
aggregated node representation N̂  . Finally, N̂  is summed 
with the initial user node representation to obtain the final 
publishing feature. The formulas are as follows:

where Wu , Wn and W are the learnable transformation matri-
ces, P̂ ∈ ℝ

|U|×d is the final publishing feature.

4.2.2  Extracting features from the news propagation

In the news propagation, we aim to use the correlations 
between users to help reveal the authenticity of news. 
Existing methods use local neighborhood aggregation, 
which has limitations in handling complex information 
dissemination among users. For example, users reposting 
content from others on their social media platforms leads 
to wider information dissemination, large-scale events 
or topics trigger collective behavior among users. Tradi-
tional methods employ stacked GCN layers, which only 
consider users’ direct neighbors, limiting their ability to 
handle long-distance information dissemination among 
users. To address this problem, We design a long-range 
graph transformer to learn user interaction features from 

(4)N�

= 𝜎(Â ⋅ N ⋅W + ŝ)

(5)

Attention(P,N�,N�

)h

= softmax

�
(Wu ⋅ P)(Wn ⋅ N

�

)
T

√
d

�
⋅ N�

(6)N̂ = Relu

(
H

||
h=1

Attention(P,N�,N�

)h ⋅W

)

(7)P̂ = N̂ + P
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user-user interaction graphs. This approach allows the 
model to dynamically capture long-range dependencies 
between users and comprehensively integrate the influ-
ence of k-hop neighborhood.

We initialize the embedding of each user node as 
U(0)

=

{
u
(0)

0
, u

(0)

1
, ..., u

(0)

|Vu|−1

}
∈ ℝ

|Vu|×d , where Vu is the num-
ber of retweeters and d is the node embedding dimension. 
First, in order to capture the relationship information 
between neighbor users, we use GNN layers to encode the 
information of user nodes and neighbor nodes. A general 
GNN layer can be expressed as:

where L is the total number of GNN layers, N
(i) is the neigh-

borhood of i, and fl(⋅) is some function parameterized by a 
neural network, such as relu activation function.

Then, in order to capture long-range dependencies 
between users, we use transformer layers to encode the infor-
mation of user nodes and all related user nodes. In addition, 
we incorporate the output from the bot detection module 
in Sect. 4.1 to capture the impact of bot behavior on news 
propagation. Specifically, we obtain the credibility score si 
and sk of user ui and user uk , and take their mean value as the 
edge weight eik . The formulas are as follows:

where W (l)

Q
 , W (l)

K
 , WE and W (l)

V
 are learnable parameters, �(l)

ik
 is 

the attention weight of neighbor node k to target node i at 
the l-th layer. Finally, the interaction features 
U(L)

=

{
û
(L)

0
, û

(L)

1
, ..., û

(L)

|Vu|−1

}
 are obtained.

Our graph transformer model uses traditional GNN sub-
networks as the backbone to learn nearby node relation-
ships, and leaves learning long-range dependencies to the 
transformer subnetwork. The transformer application lets 
each node attend to every other node, which motivates the 

(8)u
(l)

i
= fl

(
u
(l−1)

i
,

{
u
(l−1)

j
|j ∈ N

(i)

})
, l = 1, 2, ..., L

(9)eik =
si + sk

2

(10)a
(l)

ik
=

(W
(l)

Q
u
(l−1)

i
)
T
(W

(l)

K
u
(l−1)

k
+WEeik)

√
d

(11)�
(l)

ik
= softmax(a

(l)

ik
)

(12)u
(l)

i
=

∑

k∈U

�
(l)

ik
W

(l)

V
u
(l)

k

(13)û
(l)

i
=

H

||
h=1

𝜎(u
(l,h)

i
)

transformer to learn the most important node-node relation-
ships, thereby reducing the loss of remote information.

4.2.3  Extracting features from the news content

In this section, in order to capture the text features of news, we 
use CNN and max-pooling layers to encode the source news, 
which is consistent with the baseline models like SBAG 
(Huang et al. 2022) and SMAN (Yuan et al. 2020). We repre-
sent news i of length L as X(i)

=

{
x
(i)

1
, x

(i)

2
, ..., x

(i)

L

}
∈ ℝ

L×d . 
Then, the CNN layer (uses d filters with varying receptive field 
h ∈ {3, 4, 5} ) and max-pooling layer are applied to the matrix 
X(i) . The formulas are as follows:

where W ∈ ℝ
h×d is a convolution kernel with size h. Finally, 

we concatenate the output of each filter f̂h to form the textual 
features X̃ ∈ ℝ

l×d.

4.2.4  Output layer

For a piece of news n, the publishing feature is represented 
as P̃n ∈ ℝ

1×d , the interaction feature Ũ ∈ ℝ
|Vu|×d is obtained 

from U(L) , and the text feature is X̃n ∈ ℝ
1×d . To distinguish the 

importance of different retweeters to the news, we apply an 
attention mechanism to build the connection between source 
tweets and retweeters. Specifically, we treat the news X̃n as 
the key information and use it to focus on the retweeters Ũ 
to calculate attention scores for each retweeter. This score is 
used to generate aggregated interaction feature Ũn ∈ ℝ

1×d . The 
formulas are as follows:

where s ∈ ℝ
|Vu|×1 is the attention weight vector, and 

A ∈ ℝ
d×d is the trainable matrix.

Finally, we concatenate three types of features, i.e., P̃n , Ũn , 
and X̃n , to obtain the final features of the news and calculate 
the probability of whether the news n is rumor. The probability 
function is as follows:

where Wn is the transformation matrix, and bn denotes the 
bias.

(14)fi = ReLU(W ⋅ Xi
)

(15)f̂h = max
([
f1, f2, ..., fL−h+1

])

(16)s = softmax(ŨAX̃T
n
)

(17)Ũn = sTŨ

(18)Ŷn = softmax
(
WT

n

[
X̃n||P̃n||Ũn

]T
+ bn

)
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4.3  Training

We use training data with real labels to minimize the 
cross-entropy loss, optimizing the bot detection task and 
rumor detection task. The loss functions are as follows:

where Lb is the cross-entropy loss of the bot detection task, 
Ybi = 1 means user ui is human, Ybi = 0 means user ui is bot, 
Ln is the cross-entropy loss of the rumor detection task, Ynj 
is the ground truth label of news nj.

4.4  Potential limitations in real‑world scenarios

Although we consider multiple factors as much as possi-
ble when designing the model, the distribution of data in 
real-world scenarios is inherently complex and dynamic. 
For example, the emergence of new types of bots may 
challenge the adaptability of the bot detection module to 
promptly address these changes. Malicious users might 
employ adversarial strategies, deliberately generating 
deceptive information to evade detection by the model. 
Moreover, the utilization of user behavior data in bot and 
rumor detection may raise privacy concerns, necessitating 
cautious handling of such data in practical applications.

5  Experiment

5.1  Datasets

For the bot detection task, we have chosen 11 datasets 
from the Bot Repository (botometer.osome.iu.edu/bot-
repository). These datasets are divided into training, test-
ing, and validation sets with an 8:1:1 ratio. The statistics 
of the datasets are shown in Table 1.

For the rumor detection task, we utilize three real 
datasets: Twitter15 (Ma et al. 2017), Twitter16 (Ma et al. 
2017) and Weibo16 (Ma et al. 2016). In the Weibo dataset, 
authenticity is categorized as either true rumor (TR) or 
false rumor (FR). In the Twitter dataset, authenticity is 
classified into four categories: TR, FR, unverified rumor 
(UR), and non-rumor (NR). The statistics of the three 
datasets are shown in Table 2.

(19)Lb = −

|B|∑

i=1

Ybi logŶbi

(20)Ln = −

|N|∑

j=1

Ynj logŶnj

5.2  Experimental settings

For the bot detection module, considering the lack of user 
features for Twitter15 and Twitter16, we use Twitter API 
to retrieve user profiles based on user ID. The details are 
shown in Table 3.

For the rumor detection module, we have implemented 
and conducted experiments using the PyTorch 1.13 frame-
work. The specific initialization values of the hyperparam-
eters are shown in Table 4.

5.3  Baselines

To evaluate the performance of LGT, we compare LGT with 
the following methods:

• DTR (Zhao et al. 2015) is a decision tree-based ranking 
approach, which clusters news by combining news fea-
tures and then ranks the clustered results.

• DTC (Castillo et al. 2011) is a decision tree model that 
uses hand-crafted features to detect rumors.

• RFC (Kwon et al. 2017) is a random forest classifier that 
detects rumors by learning user, linguistic and structural 
features of news.

Table 1  Statistics of the bot detection datasets

Dataset # Bots # Human beings

gilani-17 1070 1366
cresci-17 4912 3474
cresci-stock 7102 6174
cresci-rtbust 353 340
celebrity 0 20983
pronbots 16515 0
vendor-purchased 911 0
botwiki 698 0
midterm-2018 12055 8092
verified 0 1951
TwiBot-20 3632 4646
Total 45693 45693

Table 2  Statistics of the datasets

Statistic Twitter15 Twitter16 Weibo16

# News 1490 818 4664
# Non-Rumor(NR) 374 205 2351
# False Rumor(FR) 370 205 2313
# Unverified Rumor(UR) 374 203 0
# True Rumor(TR) 372 205 0
# User 276,663 173,487 2,746,818
# Retweet 331,612 204,820 3,805,656
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• SVM-RBF (Yang et al. 2012) is an SVM model with 
RBF kernel, which classifies rumors based on statistical 
features of news.

• SVM-TS (Ma et al. 2015) is a linear SVM model that 
uses a dynamic series-time structure to capture social 
context features over time.

• cPTK (Ma et al. 2017) is an SVM model that uses the 
tree-based kernel to evaluate the similarity of propaga-
tion tree structures.

• GRU (Ma et al. 2016) explores the temporal characteris-
tics of these features based on the time series of rumor’s 
life cycle.

• RvNN (Ma et al. 2018) models the spread process of 
rumors as a tree structure and uses RNN to learn its 
propagation pattern.

• PPC (Liu and Wu 2018) incorporates recurrent and con-
volutional networks to capture user characteristics based 
on time series.

• GLAN (Yuan et al. 2019) proposes a global–local atten-
tion network to encode local semantic and global struc-
tural information jointly.

• SMAN (Yuan et al. 2020) proposes a structure-aware 
multi-head attention network to optimize fake news detec-
tion and credibility prediction tasks jointly.

• SBAG (Huang et al. 2022) proposes a graph neural network 
that combines social robot detection and bot-aware graph 
rumor detection for early rumor detection.

5.4  Experimental result

5.4.1  Analysis of bot detection

For the bot detection module, as mentioned in Table 3, we use 
15 user characteristics for Twitter and 10 for Weibo. Hence, we 
pre-train two bot detection modules: FFN-15d and FFN-10d. 
For comparison, we consider the following baseline models:

• Botometer-v4 (Sayyadiharikandeh et al. 2020) is a super-
vised machine learning tool for detecting whether a social 
media account is a bot.

• MLP (Huang et al. 2022) extracts user features and uses the 
MLP model to evaluate the user’s robot score.

The experimental results are shown in Table 5. FFN-15d 
and FFN-10d exhibit higher accuracy than baseline models, 
highlighting their strong user identification capabilities. FFN-
15d outperforms FFN-10d due to the richer user information 
input provided to FFN-15d. The superiority of the FFN models 
over models like Botometer-V4 and MLP in user identifica-
tion highlights the advantage of FFN in learning effective user 
representations. This advantage stems from FFN’s ability to 
capture complex patterns and relationships in the data, adapt 
to varying feature dimensions, and potentially generalize better 
to new datasets or user profiles.

5.4.2  Analysis of bot behavior

We present the relationship between rumors and publishers 
on the test sets of Twitter15, Twitter16, and Weibo16. Specifi-
cally, we calculate the ratio of bot-behavior publishers within 
each source post class. As shown in Fig. 3, we can see that 
among users who post non-rumor content, the model identifies 
less than 3% as bot-behavior users. In contrast, bot-behavior 
users make up nearly half of the total ratio for false rumors. 
Additionally, users who publish unverified rumors tend to have 
a high bot ratio, whereas users who share true rumors have a 

Table 3  User characteristics selection

User characteristic Twitter15 Twitter16 Weibo16

Length of username
√ √ √

Length of screenname
√ √ √

Length of description
√ √ √

Followers count
√ √ √

Friends count
√ √ √

Listed count
√ √

Favorites count
√ √ √

Statuses count
√ √ √

Days of Registration
√ √ √

URL
√ √

Protected
√ √

Geo enabled
√ √ √

Verified
√ √ √

Profile use background image
√ √

Default profile
√ √

Table 4  User characteristics selection

Parameters Values of Twitter Values of Weibo

Optimizer Adam Adam
Batch size 16 128
Learning rate 0.001 0.001
Regression 0.00001 0.00001
Epochs 20 50
Dropout rate 0.4 0.6

Table 5  Result of bot detection

Metric Botomometer-
v4

MLP-10d MLP-15d FFN-10d FFN-15d

Acc 0.722 0.849 0.852 0.901 0.904
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relatively lower bot ratio. The experimental results show that 
many bots are created to spread rumors.

We demonstrate the prediction accuracy with the bot 
detection module in Twitter 15, Twitter 16, and Weibo 16, 
where dark colors indicate the accuracy after adding the 
bot detection module. As shown in Fig. 4, we observe that 
the accuracy of the FR and UR categories has significantly 
improved, corresponding to the ratio of bot in Fig. 3. Experi-
mental results show that the accuracy of rumor detection has 
improved after adding the bot detection module.

We also calculate the average ratio of users with bot 
behavior among all participants for each type of source news. 
As shown in Fig. 5, bot-behavior users tend to be highly 
active within 5 min after the source post is published, gradu-
ally declining over the following hour. The activity of bots 
is more evident in false and unverified rumors than in true 
rumors and non-rumors. The experimental results indicate 
that users exhibiting bot-behavior are more active right after 
a post is published. This heightened activity may stem from 

their design to monitor and swiftly engage with emerging 
topics or events on social media, thereby ensuring their early 
involvement in the dissemination of information. Further-
more, the presence of bots is more conspicuous in instances 
involving false or unverified rumors compared to true rumors 
and non-rumors. This suggests that bots tend to share nega-
tive or controversial information, which might speed up the 
spread of false news on social media. Over time, the activity 
levels of these bots gradually diminish, indicating bots are 
intentionally reducing their participation. This behavior may 
be attributed to their efforts to avoid detection by the platform 
or to avoid drawing attention from human users.

5.4.3  Analysis of rumor detection

For ease of comparison, accuracy (Acc.), precision (Prec.), 
recall (Rec.), and F1-score (F1) are used as indexes for 
evaluating models. Tables 6, 7 and 8 show the experimen-
tal results of LGT and baseline models on three datasets, 
respectively.

Tables 6 and 7 show the experimental results of the above 
models on the Twitter15 and Twitter16 datasets. The accu-
racy of the proposed model is 94.0% and 95.7%, respec-
tively, which is better than other models. Table 8 shows the 
experimental results of the above model on the Weibo16 
dataset. The proposed method performs best, with an accu-
racy of 96.3% and an F1-score of 96.3%, which is 0.6% 
higher than the best baseline.

The results show that methods based on hand-crafted fea-
tures, such as DTR, DTC, RFC, SVM-RBF, and SVM-TS, 
exhibit limitations in capturing pertinent features. Notably, 
RFC and SVM-TS perform significantly better due to their 
incorporation of supplementary structural or temporal fea-
tures. However, these methods still fall notably behind mod-
els that eschew the need for feature engineering.

Within the propagation tree-based method, cPTK extracts 
linguistic and structural features from the propagation tree, 
followed by classification through a support vector machine. 
Since RvNN models the spread process of rumors as a tree 
structure, it is better suited for modeling the propagation 
tree. However, the tree structure’s limitations may cause 
information loss and incomplete representation when mod-
eling the propagation process, which is less adaptable and 
comprehensive than graph structure-based methods.

Within the deep learning-based approach, GRU uses a 
recurrent neural network to grasp semantic associations and 
temporal patterns among comments. PPC models the propaga-
tion process by combining user features with the propagation 
path features so that PPC can more comprehensively capture 
changes in user features. However, PPC relies on sequence 
modeling, which makes it difficult to capture complex relation-
ships in nodes when processing graph structure information.

Fig. 3  Relationship between rumors and publishers

Fig. 4  Add the bot detection module
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In addition, the approaches based on user propagation 
features or user credibility, such as GLAN, SMAN, and 
SBAG, model news and users as a heterogeneous graph, 
leveraging user credibility to enhance rumor detection. We 
also observe that SBAG surpasses GLAN and SMAN in 
effectiveness because SBAG has heightened accuracy in 
identifying rumors propagated by social bots.

In summary, our model has assimilated the strengths of 
these models and made improvements to achieve higher pre-
cision and accuracy in the rumor detection task. The design 
of the LGT model takes into account the rumor propaga-
tion structure on different social media platforms. Specifi-
cally, we design a long-range graph transformer that uses 
a traditional GNN subnetworks as the backbone to collect 
information from close neighbors and leaves long-range 
dependency learning to the transformer subnetworks. Our 
transformer application focuses each node on other nodes, 
motivating the transformer to learn the most important 

node-node relationships. Therefore, our model can flexibly 
adapt to different network topologies and effectively apply to 
different types of social media platforms. The accuracy rates 
on the three datasets reached 94.0%, 95.7% and 96.3%, out-
performing all other baseline models. The results show that 
our model more effectively distinguishes rumor by capturing 
the graph structure information of news spread through the 
graph convolutional attentive network and structure-aware 
graph transformer.

5.4.4  Analysis of early detection

Early detection holds significant importance for rumor 
detection as it aligns with the imperative of timely interven-
tion. The primary objective of early detection is to swiftly 
identify rumors from genuine information as they begin to 
spread. In early detection, the key challenge lies in correctly 
discerning rumors as they initiate their dissemination.

Fig. 5  Results of early rumor detection on Twitter15, Twitter16 and Weibo16
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To evaluate the performance of LGT early detection, we 
set different detecting deadlines, where we only utilize users’ 
interaction behavior preceding these deadlines to evaluate 
the early detection performance. Figure 6 shows the early 
detection results on Twitter15, Twitter16, and Weibo16 
across varying dissemination intervals. Within 0 to 4 h, LGT 
achieves 90% accuracy on Twitter15 and 95% accuracy on 
Twitter16 and Weibo16, outperforming other baselines, 
demonstrating that our model has exceptional proficiency 
in early detection. When the time delay varies from 4 to 
24 h, as news propagates, the augmentation of intricate user 

interaction behavior can potentially introduce more noise. 
However, our model demonstrates a tendency towards stabil-
ity. Consequently, the research results show that the model 
boasts enhanced stability and robustness.

5.5  Ablation study

In order to evaluate whether long-range information is truly 
essential for rumor detection, we conducted a study on the 
ablation of the performance varying hop-range of graph 
transformer, allowing nodes to focus on the 1-, 3-, 5-, and 
7-hop neighborhoods within the graph transformers. Results 
are included in Table 9. We can see that the transformer 
module plays an important role in extracting features from 
the local fields, and long-range information helps with the 
final prediction of the LGT model.

To discern the individual contribution of each module or 
feature to the overall model performance and to facilitate 
model optimization, we conducted an ablation study, and 
the experiments are as follows: 

1. -Trans: Removing the graph transformer while keeping 
GNN part for user-user interaction graphs.

2. -CA: Removing the news publishing module and only 
using text features and aggregated interaction features 
to detect rumors.

3. -GT: Removing the news propagation module and only 
using text features and publishing features to detect 
rumors.

4. -C-G: Deleting two components mentioned 2) and 3) and 
only using text features to detect rumors.

5. -Text: Removing the news content module and only 
using publishing and interaction features to detect 
rumors.

6. -Score: Removing the bot detection module and not 
using user credibility scores as additional information.

As shown in Table 10, we can observe that:
We first evaluate the impact of removing the graph trans-

former while keeping GNN part for user-user interaction 
graphs. We can see that the performance of the model on the 
three datasets decreased by 1.4%, 2.7%, and 0.9%, respec-
tively. The results indicate that using the transformer module 
to capture long-range information has a positive effect on 
rumor detection.

Then, we evaluate the impact of the user publishing and 
interaction module. Removing one of the modules results 
in a 1 to 4 percent drop in performance on each of the three 
datasets while removing both modules result in a 5 to 8 per-
cent drop. The results show that user behavior features sig-
nificantly affect rumor detection.

Table 6  Experimental results on Twitter15 dataset

Twitter15

Method Acc. F1

NR FR TR UR

DTR 0.409 0.501 0.311 0.364 0.473
DTC 0.454 0.733 0.355 0.317 0.415
RFC 0.565 0.810 0.422 0.401 0.543
SVM-RBF 0.318 0.455 0.037 0.218 0.225
SVM-TS 0.544 0.796 0.472 0.404 0.483
cPTK 0.750 0.804 0.698 0.765 0.733
GRU 0.646 0.792 0.574 0.608 0.592
RvNN 0.723 0.682 0.758 0.821 0.654
PPC 0.842 0.811 0.875 0.818 0.790
GLAN 0.905 0.924 0.917 0.852 0.927
SMAN 0.929 0.922 0.945 0.915 0.933
SBAG 0.938 0.963 0.950 0.904 0.933
LGT 0.940 0.964 0.959 0.906 0.933

Table 7  Experimental results on Twitter16 dataset

Twitter16

Method Acc. F1

NR FR TR UR

DTR 0.414 0.393 0.272 0.630 0.344
DTC 0.465 0.643 0.393 0.419 0.403
RFC 0.585 0.752 0.415 0.547 0.563
SVM-RBF 0.321 0.423 0.085 0.419 0.037
SVM-TS 0.574 0.755 0.420 0.571 0.526
cPTK 0.732 0.740 0.709 0.836 0.686
GRU 0.633 0.772 0.489 0.686 0.593
RvNN 0.737 0.662 0.743 0.835 0.708
PPC 0.863 0.820 0.898 0.843 0.837
GLAN 0.902 0.921 0.869 0.847 0.968
SMAN 0.935 0.936 0.920 0.915 0.979
SBAG 0.946 0.943 0.933 0.926 0.978
LGT 0.957 0.948 0.930 0.968 0.978
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Table 8  Experimental results on 
Weibo16 dataset

Weibo16

Method Acc. NR FR

Prec Rec F1 Prec Rec F1

DTR 0.732 0.736 0.749 0.737 0.738 0.715 0.726
DTC 0.831 0.815 0.847 0.830 0.847 0.815 0.831
RFC 0.849 0.947 0.739 0.830 0.786 0.959 0.864
SVM-RBF 0.818 0.815 0.824 0.819 0.822 0.812 0.817
SVM-TS 0.857 0.878 0.830 0.857 0.839 0.885 0.861
GRU 0.910 0.952 0.864 0.906 0.876 0.956 0.914
PPC 0.921 0.949 0.889 0.918 0.896 0.962 0.923
GLAN 0.946 0.949 0.943 0.946 0.943 0.948 0.945
SMAN 0.951 0.967 0.936 0.951 0.937 0.967 0.952
SBAG 0.957 0.967 0.947 0.957 0.947 0.967 0.957
LGT 0.963 0.971 0.955 0.963 0.955 0.971 0.963

Fig. 6  Results of early rumor detection on Twitter15, Twitter16 and Weibo16
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Next, we evaluate the impact of text features on rumor 
detection. The absence of text features resulted in a substan-
tial decrease in performance across all datasets, with a nota-
ble drop of 25 and 30 percent on Twitter15 and Twitter16, 
respectively. The results show that the text features of news 
are indispensable for effective rumor detection.

We also evaluate the impact of user credibility scores 
on rumor detection. After incorporating user behavior and 
textual features, removing user credibility extracted by the 
bot detection module resulted in a decrease of around one 
percentage point in performance. The results show that 
including user credibility scores as additional information 
positively contributes to rumor detection.

5.6  Case study

In order to visually understand the effectiveness of the 
transformer, we randomly selected some users from the 
Twitter15 dataset. Figure 7 shows the attention graph of 
the contribution of neighboring nodes of a user node to 
semantic information when representing the target user 
node. We observed that attention maps exhibit patterns 
similar to those found in NLP applications of transform-
ers: some nodes obtain significant weights from many 
other nodes, regardless of their distance. For example, 
in Fig. 8, we found a high attention score between user 
node Ava and user nodes Noah, Liam, and Emma. Fur-
ther analysis of the dataset reveals that these users have 
a high level of attention on social media, and their tweets 
are seen and forwarded by more people. Therefore, the 
transformer will give these users higher attention weights 
to capture the semantic information of these users. The 
discovery indicates that even if the user node Ava is 8 

Table 9  Ablation Study on the hop-range of graph transformer (Acc.)

Twitter15 Twitter16 Weibo16

1-hop 0.930 0.942 0.955
3-hop 0.936 0.949 0.960
5-hop 0.939 0.955 0.963
7-hop 0.940 0.957 0.963

Table 10  Ablation Study (Acc.)

Method Twitter15 Twitter16 Weibo16

LGT 0.940 0.957 0.963
-Trans 0.926 0.930 0.954
-CA 0.925 0.924 0.953
-GT 0.909 0.929 0.954
-C-G 0.865 0.897 0.915
-Text 0.639 0.706 0.919
-Score 0.934 0.940 0.954

Fig. 7  Visualization of attention 
maps from self-attention in the 
transformer module

Fig. 8  Visualize some users with their weights
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hops away from the user node Noah, 10 hops away from 
the user node Liam, and 7 hops away from the user node 
Emma, the transformer can still effectively capture seman-
tic information between these users, further verifying the 
effectiveness of the transformer in capturing long-distance 
dependency relationships.

6  Conclusion and future work

To early detect and slow down the spread of rumors and 
mitigate their impact on society, this paper proposes an early 
rumor detection method that combines a graph convolutional 
attentive network and structure-aware graph transformer. 
Firstly, considering the impact of bots on rumor propagation, 
we extract users’ credibility scores through a bot detection 
module to enhance user information. Secondly, by mining 
user features associated with the dissemination of true and 
false information and capturing complex information prop-
agation among users, we can extract higher-quality news 
publishing features and interaction features for more effi-
cient rumor detection. The model constructs a propagation 
graph for news, where the graph convolutional attentive net-
work is employed to extract news publishing features in the 
publisher-news graph; the structure-aware graph transformer 
is utilized to capture interaction features during the propa-
gation process; and CNNs are used to extract text features 
from news content. Furthermore, the model uses the atten-
tion mechanism to fuse the information extracted from user 
retweeting behaviors with source news to obtain aggregated 
interaction features. Finally, the model combines publishing 
features, aggregated interaction features, and text features to 
generate a new representation.

Experimental results on three real datasets demonstrate 
that the proposed LGT method achieves excellent perfor-
mance in both rumor detection and early detection tasks, 
outperforming other baseline models. Furthermore, ablation 
experiments conducted on LGT provide additional valida-
tion of the effectiveness and rationality of its constituent 
modules.

In the future work, we plan to consider the dynamics 
of information dissemination, capturing the spatial and 
temporal structures of messages as dynamic propagation 
representations, so that the model can better adapt to new 
social media data and events. In addition, we will explore 
more efficient methods for adversarial attacks to ensure 
the robustness of the model is maintained when malicious 
users attempt to deceive or evade the model. With the rise 
of LLMs, Sun et al. (2023c), Sun et al. (2023d) put graph 
hint learning at the forefront of AGI technology, highlight-
ing its innovation and potential in processing complex graph 
data. We can also use AGI to analyze data on social media, 
understand people’s behaviors, attitudes and preferences, 

and make corresponding adjustments or decisions to opti-
mize our models.
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