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Abstract
Computer vision researchers are now studying the process of recognizing emotions from facial expressions. Our system is based 
on his three-step method in this article, which includes face detection, feature extraction, and classification. Capture a photo/
video to get facial recognition information and find the face area in this image. Face extraction uses the Viola-Jones algorithm 
to find reflective areas (eyes, mouth, nose, and temples) in specific faces. In order to extract the faces, we have built a database 
of frontal face images. We offer two systems. The first facial emotion detection system is based on classification using raw facial 
images, and the second extracts the oriented gradient histogram (HOG) from facial images. For the classification phase, we use 
three classifiers: support vector machines (SVM), Convolutional Neural Network (CNN) and hybrid CNN-SVM. To increase 
the performance of our facial emotion recognition system, we propose to merge the two CNN outputs of the two systems to 
create deep features that are merged as inputs of two classifiers (MLP and SVM). The experiments are performed the Ryerson 
Multimedia Laboratory (RML) dataset. The objective is to compare the performances of these methods and to identify the most 
suitable approach. Our experimental results showed good accuracy compared to previous studies.

Keywords Face detection · Viola-Jones · Emotion · HOG · SVM · CNN · CNN-SVM · Fusion deep features

1 Introduction

The face, which is the most noticeable portion of the human 
body, is used to identify a person as well as to indicate their 
age and gender. As many facial recognition studies show, 
facial emotion recognition is increasing and becoming more 
familiar. Scientific studies have shown that facial emotion 
recognition can be used for a variety of applications. Facial 
expression recognition technology is widely used by busi-
nesses that provide a wide range of consumer goods to evalu-
ate client feedback and identify future consumers. In the realm 
of machine learning, these facial expressions are becoming 
increasingly important.

Facial expressions of emotion are utilized in education 
to assess pupils’ understanding. Teachers are allowed to 
instruct their pupils in a method that suits them best. Differ-
ent platforms, both digital and conventional ones, are used 
to teach the courses. The major objective is for the pupils to 
comprehend each lesson at the conclusion of it. Teachers can 
gauge whether or not their pupils understand their lessons 
by identifying facial expressions. The instructor can alter her 
delivery of the lesson based on the feedback identified using 
facial expression patterns. Expression recognition systems, 
especially emotional ones, consist of three main steps ((Tian 
et al. 2002)):

• Face detection: This step can be completed by estimating 
head pause.or by face detection

• Extraction of facial information related to expression: 
this information is related either to the appearance of the 
expression or to the geometry of the deformations. In 
the context of an image sequence, information related to 
expression dynamics is also useful.

• Expression recognition: This step is performed by clas-
sification.
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We concentrate on face detection from a video library as part 
of our study, then on descriptor extraction, and ultimately on 
emotion recognition.

In this article, we initially suggested applying Viola and 
Jones to video frame face detection before considering these 
faces as inputs to our classification system. We take the His-
togram of Oriented Gradients (HOG) characteristic from 
the detected faces in order to compare them. Support vector 
machines (SVM), Convolutional Neural Networks (CNN), 
and a hybrid CNN-SVM were the three classifiers we used, 
and we propose combining the CNN output from systems 
using raw images and HOG descriptors to build a fusion deep 
feature to create two systems, one with an MLP classifier and 
the other with an SVM classifier. The RML database is used 
to evaluate our research.

The rest of this article is organized as follows: Sect. 2 
presents the latest research on facial emotion recognition. 
Section 3 describes the method of the proposed system. In 
Sects. 4 and  5, presents the experimental setup with results. 
And finally Sect. 6, we conclude our work.

2  Related works

Facial emotion recognition (FER) is an important part of 
human-computer interaction, enabling computers to under-
stand facial expressions based on human thinking. The three 
main modules that comprise the facial expression identifi-
cation process, depending on how it is handled, are face 
detection, feature extraction, and classification. In the realm 
of facial recognition methods, face detection has undergone 
significant development, as evidenced by established research 
(Insaf et al. 2020; Zhang et al. 2022). The retrieval of excep-
tional features from original facial images and the precise 
classification of these features play a crucial role in deter-
mining recognition outcomes. Notably, Gao and Ma (2020) 
utilized facial expression characteristics derived from facial 
images to predict emotional states through changes in facial 
expressions. Facial expression feature extraction can be cat-
egorized into geometry and appearance-based approaches. 
Early endeavors focused on facial geometry, encompassing 
aspects such as position, distance, and angles (Russell 2017; 
Tian et al. 2011; Valstar et al. 2017), but these methods require 
accurate detection of face components and are challenging to 
apply in real-time scenarios. In contrast, appearance-based 
methods have addressed the limitations of geometric feature-
based approaches, leveraging techniques such as changes in 
facial structure, intensity, histograms, and pixel values. Prin-
cipal Component Analysis(PCA) (Franco and Treves 2001), 
Independent Component Analysis(ICA) (Uddin et al. 2009), 
Gabor Wavelet (Hegde 2017) and Local Binary Pattern (LBP) 
(Khan et al. 2018) have been employed to extract face-specific 
feature descriptors. Notably, Noroozi et al. (2017) proposed 

a multimodal emotion recognition system integrating visual 
geometric features with acoustic features using random for-
est classifiers and CNN, SVM, achieving recognition rates 
of 31.67% and 36.10% on the RML and SAVEE databases 
using the SVM classifier. Furthermore, (García et al. 2017) 
introduced a framework employing a hidden Markov model 
(HMM) with active appearance features for facial expression 
recognition, achieving an accuracy of 89.04% on the RML 
dataset. In a separate study, Noushin et al. (2021) utilized 
the SVM classifier with geometric features from the RML 
database, achieving recognition rates of 36.06%, 39.76%,and 
37.51% for the full face region, eye and eyebrow region, and 
nose and mouth region, respectively.

In this study, we propose the first emotion recognition sys-
tem based on faces detected by Viola-Jones as geometric fea-
tures, and the second system based on HOG features extracted 
from detected faces. The three classifiers are used: Support 
Vector Machines (SVM), Convolutional Neural Network 
(CNN) and the hybrid CNN-SVM. In order to increase the 
performance, we propose to combine the output of CNN of 
system using raw image with the output of CNN using HOG 
descriptor to build a fusion deep features to create two system 
one with MLP classifier and the second with SVM classifier. 
The RML database was used in our work.

3  Proposed method

The general architecture diagram of the proposed FER system 
is shown in Fig. 1.The main steps are, first, preprocessing that 
contains framing steps and face detection steps with resizing 
and normalization of face. Second, feature extraction and clas-
sification in the third phase.

In proposed approach, two systems (S1, S’1) are showing 
in Fig. 2, each system decomposed by three systems (S1, S2, 
S3; S’1, S’2, S’3). And a new approach that fusion deep fea-
tures of the two systems to build new FER (FS1, FS2).

3.1  Data and preprocessing

In this work, the RML (Wang and Guan 2008)emotion data-
base used which contains 720 sample audiovisual emotional 
expressions that were collected at the Ryerson Multimedia 
Lab. Six basic human emotions are expressed: Anger, Disgust, 
Fear, Happy, Sad, and Surprise. The database was collected 
from subjects speaking six different languages such as Eng-
lish, Mandarin, Urdu, Punjabi, Persian and Italian.

In our work, we extracted a new image dataset made by 
framing each video. This image dataset used as input to the 
algorithm of face detection by the Viola- Jones to extract the 
region frontal face. The experiments are performed in the 
Python environment.
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3.2  Face detection

Face detection is the ability of a computer to recognize a face. 
Haar’s feature-based waterfall classifier is simple and robust, 
making it a very popular facial recognition model(Aljaloud 
and Ullah 2020). The De Haar Cascade was used only for 
mouth and eye detection (Yang et al. 2018). The Viola Jones 
algorithm is a popular facial recognition model proposed by 
Paul Viola and Michael Jones in 2001 (Viola and Jones 2004). 
It uses rectangular bars to detect a human face in an image 
(Dandil and Ozdemir 2019).

The input image is converted to a grayscale image. Face 
detection is performed on a grayscale image using the Viola-
Jones algorithm. The steps of the Viola-Jones algorithm are 
shown in Fig. 3.

The Viola Jones object detector is based on a binary clas-
sifier which returns a positive result when the search box con-
tains the desired object, otherwise it returns a negative result.

The classifier can be used multiple times as the window 
moves over the tested image. The binary classifier used in 
the algorithm is realized using several hierarchy layers that 
form an ensemble classifier (Lo and Chow 2012). Such clas-
sifier works by classifying images based on the value of 

simple features. It is observed that this works much faster 
than a system that bases the classification on a pixel-based 
system (Viola and Jones 2004).

The Viola Jones algorithm exercises control over three 
features dictated by Viola et al. in Viola and Jones (2004) 
namely, the functionality of two rectangles, the functionality 
of three rectangles and the functionality of four rectangles. 

Fig. 1  General architecture of 
our system of emotion recogni-
tion

Fig. 2  Architecture of ours sys-
tems of emotion recognition

Fig. 3  The steps of the Viola-Jones algorithm (Sehra et al. 2019)
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The framework proposed by the group has the following 
steps:

• The Haar feature selection: is calculated using Haar basis 
functions which are based on the three features listed 
above and usually include the summation of the pixels of 
the adjacent rectangular areas involved, and then calculates 
the difference between these sums. A representation of 
the Haar characteristics with respect to the corresponding 
detection window is shown in Fig. 4.

• The integral image is then created and is used to evaluate 
rectangular features in a constant time. Since the number 
of features can vary greatly,

• The Adaboost or Adaptive Boosting algorithm is used to 
select the best features and to train the classifiers using 
them. This is responsible for creating a "strong" classifier 
which is considered as a linear weighted combination of 
simple "weak" classifiers.

• Finally, in cascade, each step consisting of “strong” classi-
fiers is grouped into several steps. Each step is responsible 
for determining whether a sub-window consists of a face 
or not, as shown in Fig. 5.

4  Machine learning for facial emotion 
recognition

The Support Vector Machine (SVM) is a well-known machine 
learning technique that is frequently employed in applica-
tions involving emotion identification. It was first presented 
in 1964, and during the 1990 s, it has swiftly advanced thanks 
to a variety of enhanced and expanded algorithms. Although 
multi-class detection is a possibility, it is often employed for 
binary classification. Multiclass SVMs have been demon-
strated to be successful in detecting the many classes of data 
supplied to them and are actually employed in many sectors 
(Dellaert et al. 1996). It enables data classification by locat-
ing an appropriate hyperplane that can separate the data with 
the greatest threshold, i.e., the best separation of training data 
projected into feature space (Ioffe and Szegedy 2015) by the 
function Kernel K, Linear, Polynomial, RBF, New Learning 
Network values are allocated and analyzed based on sets. 
Therefore, the use of this classification method is mainly 
to select good kernel functions and adjust the parameters to 
achieve the maximum identification speed.

We want to use SVM with these three kernel functions, so:

• Linear: 

• Polynomial: 

• RBF: 

 With: d: degree of the polynomial, r: weighting param-
eter (used to control the weights) � : kernel flexibility 
control parameter.

Then, the adjustment of the different parameters of the SVM 
classifier is done empirically, each time one changes the type 
of SVM kernel to determine the values � , r, d and c the user 

(1)K(xi, xj) = xΓ
i
xj

(2)K(xi, xj) = (𝛾xΓ
i
xj + r)d;𝛾 > 0

(3)K(xi, xj) = exp(−𝛾||xixj||
2);𝛾 > 0

Fig. 4  Representation of the rectangular features displayed in relation 
to the detection window (Sehra et al. 2019)

Fig. 5  Representation of classi-
fier work flow in the Viola-
Jones algorithm
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chooses these values, in order to find the most suitable kernel 
parameters for our search.

We present our proposed model that is the use of raw fron-
tal facial image from RML dataset firstly and secondly we 
present the other system uses feature HOG extracted from 
raw facial image.

4.1  Expression vector

We use the raw frontal face of dimension (64*64) as input for 
the SVM classifier to emotion detection. This raw frontal face 
called Expression Vector (EV). Figure 6 shows the architec-
ture of SVM-based Expression Vector.

4.2   Histograms of oriented gradients

Histograms of Oriented Gradients (HOG) have applications 
in object recognition and pattern recognition because they can 
extract important information even from images captured in 
scrambled environments (Dalal and Triggs 2005). This was 
originally introduced by Dalal and Triggs (2005) to look 
things up. Counts the number of times gradient trends occur 
in local image corrections.

In this article, each 64x64 image is split into overlapping 
8x8 blocks. This will generate 196 of his 8x8 blocks. Each 
8x8 block is then represented by a 9-dimensional integrated 
template histogram to describe each image block. These 
extracted features are then concatenated into one block to 
form a 1764-dimensional feature vector for the final facial 
appearance (Fig. 7).

The use of SVM in the two systems show the performance, 
after series of experiences and variation the parameters of 
each kernel SVM,in the second system using HOG in the two 
kernel RBF and polynomial with accuracy equal to 99.46% . 
The Table1 present the best accuracy of the system S1 that 
uses the raw frontal face compared by the best accuracy 
returned by each kernel SVM of the second system S’ using 
the HOG feature.

Tables2 and 3 illustrate the metrics performance (Preci-
sion, Recall and F1-score) of each emotion for the two sys-
tems using SVM with the best kernel RBF.

5  Deep learning for facial emotion 
recognition

Deep learning plays an important role in emotion recogni-
tion. Using deep learning techniques, it is possible to create 
computer models that can analyze and interpret facial expres-
sions, voice tone or even physiological data to identify human 

Fig. 6  SVM system of facial emotion recognition based in EV (S1)

Fig. 7  SVM system of facial emotion recognition based in HOG (S’1)

Table 1  The accuracy rate on the test corpus obtained with the SVM 
for our two systems (S1, S’1)

SVM Kernel Linear Kernel Poly-
nomial

Kernel RBF

S1: SVM-based EV 
facial emotion 
recognition

97.30 98.23 98.82

S’1: SVM-based 
HOG facial emo-
tion recognition

96.96 99.46 99.46
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emotions. For example, a deep Neural Network can learn to 
recognize specific visual patterns that are associated with par-
ticular emotions, through successive layers of processing. To 
improve performance of our system, we propose the use of 
CNN-MLP and CNN-SVM. MultiLayer Perceptron classifier 
(MLP) is a class of feed forward Artificial Neural Network 
(ANN).It composed by input layer that is passed to one or 
several hidden layer and finally the output layer.

Convolutional Neural Network (CNN) is an extension of 
deep Neural Network that is an ANN with many hidden layer 
is the furthermost representative models of deep learning. It 
is the most widely used in recently systems. The architecture 
of our proposed CNN is: the raw image or the HOG descrip-
tor is passed to a two blocks each one contains of two Con-
volutional layers Conv2D with Relu activation each one fol-
lowed by layer batch normalization, then alternated with one 
of pooling layer variants and dropout. To build a feature that 
called Deep features. Then, Classification model it can be a 
one or more Fully Connected (FC) layers in which the last 
one outputs the class label. Our proposed CNN, it followed 
in the first system by the MLP classifier and SVM classifier 
for the second system.

We have 4 systems that employ the use of deep learning 
the common thing is the use of CNN to select the deep param-
eters for the two systems S and S’ then we apply the two 

classification methods MLP and SVM as it is shown in the 
following (Fig. 8).

For the CNN model, we selected two blocks; the first block 
consists of two Convolutional layers (Conv2 D) with filter 
size equal to (3.3) and filter number 32 and 64 respectively 
for each Convolutional layer and followed each other by a 
batch normalization layer (BN) (Ioffe and Szegedy 2015). We 
applied a max pooling layer (Maxpooling2D) with the group-
ing size (4.4) at each Convolutional block to extract the most 
descriptive characteristics followed by dropout rate of 0.25.
The second block has two Convolutional layers followed each 
one by batch normalization (BN) with filter size (3,3) and 
for the filter number is equal to 64 and 128 respectively for 
both layers and similarly the four layers followed by a maxi-
mum grouping layer (MaxPooling 2D) of size (4.4) followed 
by dropout layer rate of 0.25. Characteristic maps are called 
“deep feature” were then given to the classification model.

For the MLP contains of an input layer that is the deep 
feature of CNN model and a hidden layer with 128 cells for 
modeling. Batch normalization (BN) was used to improve 
the problem of explosion and gradient disappearance with 
the dropout layer with a rate of 0.25. Finally, the activation 
function Softmax is used in the output layer to find the clas-
sification results.

5.1  Deep learning using EV

The table below shows the system’s highest accuracy rate 
when the Expression Vector and two deep learning models are 
combined. After a series of experiments in which the learn-
ing rate and optimizer function were varied, we came to the 
conclusion that for both systems, the best recognition rate was 
found to be equal to 99.76% for CNN-MLP using EV features 
and that the best accuracy was founded by kernel RBF equal 
to 99.80% for EV features for CNN-SVM when learning rate 
= 0.001 and RMSprop optimizer function (Table 4).

These Tables (5,6) below show the performance of the 
using of deep learning with raw image.

5.2  Deep learning using HOG

For Facial emotion recognition system using HOG parameter 
which are extracted from raw frontal face, we apply CNN 
model to select deep HOG feature to refine system perfor-
mance then these deep hog feature are input in the two classi-
fiers MLP (S’2) and SVM (S’3) to recognize emotion and we 
make the comparison between the two systems based on the 
performance metrics which are: precision, recall and f1-score. 
The following tables illustrate all of this (Tables 7, 8 and 9).

Table 2  The Precision, Recall and F1-score on the test corpus 
obtained by our S1 system with the best kernel RBF

Systems S1: SVM-based EV facial emotion recognition

Emotion Precision Recall F1-score

Angry 98.91 97.85 98.38
Disgust 99.51 100 99.75
Fear 98.46 97.85 98.15
Happy 99.41 99.41 99.41
Sad 97.70 99.41 98.54
Surprise 98.80 97.92 98.35

Table 3  The Precision, Recall and F1-score on the test corpus 
obtained by our S’1 system with the best kernel RBF

Systems S’1: SVM-based HOG facial emotion recogni-
tion

Emotion Precision Recall F1-score

Angry 99.63 98.57 99.09
Disgust 100 99.75 99.87
Fear 99.07 98.77 98.91
Happy 99.70 100 99.84
Sad 99.55 99.70 99.12
Surprise 99.70 99.70 99.70
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5.3  Our fusion system

From the previous tables, we shows that the system using 
raw facial (EV) feature have the best accuracy for the two 
classifiers CNN-MLP and CNN-SVM. To increase the per-
formance of the system we propose to fusion the deep fea-
tures coming from CNN using EV with the deep features 
coming from CNN using HOG features.

So, Fig. 9 presents our system and Table 10 represents 
the best accuracy obtained by our proposed system using 
MLP (FS1) and SVM (FS2) using fusion deep features.

The combined deep features EV called “DEV” and HOG 
deep features “DHOG” defined by this equation:

where DVE: denote Deep Feature EV, DHOG: denote Deep 
feature HOG.

(4)FS = DVE + DHOG

Fig. 8  Deep learning for the both systems using CNN-MLP and CNN-SVM

Table 4  The best accuracy for 
the system with EV using CNN-
MLP and CNN-SVM classifiers

Systems Accuracy

S2: CNN-MLP 
based EV feature

99.76

S3: CNN-SVM 
based EV feature

99.80

Table 5  The Precision, Recall and F1-score on the test corpus 
obtained with the CNN-MLP facial emotion recognition using EV 
feature

Systems S2: CNN-MLP based EV feature

Emotion Precision Recall F1-score

Angry 100 100 100
Disgust 100 100 100
Fear 100 99.32 99.66
Happy 100 99.45 99.72
Sad 99.38 99.69 99.53
Surprise 99.11 100 99.55

Table 6  The Precision, Recall and F1-score on the test corpus 
obtained with the CNN-SVM facial emotion recognition using EV 
feature

Systems S3: CNN-SVM based EV feature

Emotion Precision Recall F1-score

Angry 100 100 100
Disgust 100 100 100
Fear 100 100 100
Happy 100 99.45 99.72
Sad 99.07 100 99.53
Surprise 99.70 99.40 99.55

Table 7  The best accuracy for 
the system with HOG using 
CNN-MLP and CNN-SVM 
classifiers

Systems Accuracy

S’2: CNN-MLP 
based HOG feature

97.76

S’3: CNN-SVM 
based HOG feature

99.31
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Table 11 shows the performance metrics of our proposed 
models used the combined deep feature. The use of deep 
learning methods (CNN-MLP and CNN-SVM) show the 
effectiveness in the system using raw facial image (EV) with 
an accuracy rate equal to 99.76% and 99.80% respectively for 
CNN-MLP and CNN-SVM. But in the system using HOG 

descriptor the SVM is better than CNN-MLP and CNN-SVM 
accuracy is 99.46%.

Our proposed FER is compared with a several recent pub-
lished studies using RML dataset with different methods and 
features showing in Table 12.

6  Conclusion

In this research, we offer two systems: one that uses the HOG 
descriptor and a raw frontal face retrieved by Viola and Jones 
from the RML database after being tested using various clas-
sification techniques. The Support Vector Machines (SVM) is 
the first way of classification, and it produces the best results 
only when combined with the HOG features, which have a 
99.46% accuracy rate in the second system. The two additional 
techniques are, first, the Convolutional Neural Network with 
Multilayer Perceptron (CNN-MLP), which, for the systems 
FER employing EV and the second using HOG features, 
respectively, obtains recognition rates of 99.76% and 97.76% . 
The second method is the Convolutional Neural Network with 
Support Vector Machines (CNN-SVM), which has accuracy 
rates of 99.80% and 99.31% for the two systems, respectively.

In order to improve the results, we have proposed the com-
bination of the output of CNN from the two systems and make 
them as a single vector called fusion deep features as input 
to MLP classifier and to the SVM classifier. Fusion Deep 
features which shows its efficiency with two models MLP 
and SVM with accuracy rate equal to 99.85% and 99.90% 
respectively.

This work achieves better accuracy using the two systems 
and exactly our proposed deep features with MLP and SVM 

Table 8  The Precision, Recall and F1-score on the test corpus 
obtained with the CNN-MLP facial emotion recognition using HOG 
feature

Systems S’2: CNN-MLP based HOG feature

Emotion Precision Recall F1-score

Angry 98.68 95.83 97.24
Disgust 98.12 98.58 98.35
Fear 95.42 98.65 97.01
Happy 98.35 98.62 98.49
Sad 98.40 95.64 97.00
Surprise 97.35 98.80 98.07

Table 9  The Precision, Recall and F1-score on the test corpus 
obtained with the CNN-SVM facial emotion recognition using HOG 
feature

Systems S’3: CNN-SVM based HOG feature

Emotion Precision Recall F1-score

Angry 100 98.72 99.35
Disgust 99.29 99.76 99.53
Fear 99.32 98.65 98.98
Happy 100 98.90 99.45
Sad 98.46 99,69 99.07
Surprise 98.82 100 99.40

Fig. 9  Deep Facial emotion rec-
ognition using fusion features
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in comparison with recent previous studies that used the same 
dataset.

In the future, we can think of using other types of features 
and apply our system on other broader bases and use methods 
for the reduction of the dimension of the features like the 
autoencoder, finally we can also consider to perform emotion 
recognition using an audiovisual base and in this case to ben-
efit from descriptors of speech and others of the image. This 
allows us to improve the recognition rate of each emotion.

Author Contributions All authors have read and agreed to the published 
version of the manuscript

Funding This research received no external funding.

Table 10  The accuracy rate 
obtained using different 
classifiers for proposed fusion 
deep features (FS) for facial 
emotion recognition

Systems Accuracy

FS1: Deep FER 
using fusion 
features and MLP 
classifier

99.85

FS2: Deep FER 
using fusion 
features and SVM 
classifier

99.90

Table 11  The Precision, Recall 
and F1-score on our proposed 
fusion deep features (FS) for 
FER using MLP and SVM

Systems FS1: Deep FER using fusion features FS2: Deep FER using fusion features

and MLP classifier and SVM classifier

Emotion Precision Recall F1-score Precision Recall F1-score

Angry 100 99.68 99.84 100 100 100
Disgust 100 100 100 100 100 100
Fear 100 100 100 100 100 100
Happy 100 99.72 99.86 100 99.72 99.86
Sad 99.38 100 99.69 99.38 100 99.69
Surprise 99.70 99.70 99.70 100 99.70 99.85

Table 12  Comparative table 
between our proposed system 
and other systems

State of the art Methods and features Accuracy ( %)

Avots et al. (2019) Frame-based emotion recognition obtained 60,20
Using CNN using RML database

Xianzhang (2020) SVM using RML database, CNNs for extracting
Useful information from each original image frame
(Displacement, scale and deformation invariance 65,12
+ features)HOG features

Noushin et al. (2021) SVM using RML database, Geometric characteristics
Whole Face Region 36,06
Eyes and eyebrows region 39,76
Nose and mouth region 37,51

Proposed system SVM-based EV dimension 4096 98,82
CNN-MLP -based EV dimension (64,64,3) 99.76
CNN-SVM based EV (64,64,3) 99.80
SVM-base 1764 dimension HOG feature of face image 99.46
CNN-MLP base HOG feature of face image 97.76
CNN-SVM base HOG feature of face image 99.31
MLP-based Fusion deep features of CNN
Of the system using EV
Output with the output of CNN of system 99.85
SVM-based Fusion deep features of CNN
Of the system using EV
Output with the output of CNN of system 99.90
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