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Abstract
With the enormous increase in accessibility of high-speed internet, the number of social media users is increasing rapidly. 
Due to a lack of proper regulations and ethics, social media platforms are often contaminated by posts and comments con-
taining abusive language and offensive remarks toward individuals, groups, races, religions, and communities. A single 
remark often triggers a huge chain of reactions with similar abusiveness, or even more. To prevent such occurrences, there is 
a need for automated systems that can detect abusive texts and hate speeches and remove them immediately. However, most 
existing research works are limited only to globally popular languages like English. Since India is a nation of many diverse 
languages and multiple religions, nowadays abusive posts and remarks in Indian languages (monolingual or code-mixed 
form) are not infrequent on social media platforms. Although resources such as hate speech lexicon and annotated datasets 
are limited for Indian languages, most research works on hate speech detection in such languages used traditional machine 
learning and deep learning methods for this task. However, multilingualism and code-mixing make hate speech detection in 
Indian languages more challenging. Given these facts, this paper mainly focuses on reviewing the latest impactful research 
works on hate speech detection in Indian languages. In this paper, we have analyzed and compared the latest research works 
on hate speech detection in Indian languages in terms of various aspects—datasets used, feature extraction and classification 
methods applied, and the results achieved.
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1  Introduction

Cambridge Dictionary defines hate speech as “public speech 
that expresses hate or encourages violence toward a person 
or group based on something such as race, religion, sex, or 
sexual orientation”. Often statements like that do not refer 
to the literal meaning, but they hint or refer to some sort of 
abuse or violence. There are cases, where the text contains 
some slang, but does not intend any hate. Such comments 

are not classified as hate speech. On the other hand, there 
could be instances where no abusive language has been 
directly used, but hate is intended symbolically. In this con-
text, we can say that hate speech is a more vast idea that can 
be caused by a lot of variables, whereas abusive language 
is a specific case that can make a text count as hate speech. 
They are not perfectly synonymous, but they refer to the 
same idea in this study. We understand that any content 
expressing hate and abuse should not be encouraged by the 
popular online platforms, where a lot of people from diverse 
cultures come together. Such comments are hurtful and often 
spark reactions. Even the tiniest of remarks are capable of 
triggering the ugliest scenarios.

With the gift of the internet now accessible to almost 
everyone, more than ever, we have seen an exponential 
increase in the number of social media and online content 
delivery platforms. Simultaneously the participation of 
common people increased manifold. With such enormous 
engagement of people and unrestricted freedom of speech, 
genuine issues started to pop up. Conflict of opinion and 
ideology is very common in human society, but when scaled 
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into communication between large groups they often turn 
into a chain of verbal abuse and offensive remarks. This 
is exactly what started to happen soon, in almost all plat-
forms. As undisciplined and irresponsible users could 
not be restricted from using the platforms, they came up 
with a solution where the abusive texts could be automati-
cally detected using machine learning, and those would be 
removed immediately or would not be allowed to post. The 
natural language processing frameworks improved over the 
years and thus the platforms improved their algorithms as 
well. But most of these research works were focused on 
popular global languages, like English (Del Vigna12 et al. 
2017; Mathew et al. 2020).

As most of these platforms are meant for casual interac-
tion, a major fraction of the communication is found to be in 
local languages. Indian languages are often written in corre-
sponding scripts, other scripts, or often in code-mixed forms. 
Grammar rules, syntax, semantics, and usage vary a lot from 
one language to another language, and hence research that 
succeeded for one language did not align with that of other 
languages. Moreover, many languages do not have sufficient 
annotated datasets to train deep models. Collecting data for 
such tasks itself is a laborious and time-consuming task. 
Other than that, there are regional accents associated with 
most local languages, which affect the way they are written 
in texts. Due to such reasons, the success of hate speech 
detection in Indian languages is not like that of the English 
language.

This study, therefore, aims to bring together all the inno-
vative and impactful research works in the domain of hate 
speech detection, in the context of various Indian languages 
that have been done in the past several years. The major 
contributions of this study are as follows:

•	 Gathering and thoroughly studying all the high-impactful 
research papers that aim to detect hate speech and abu-
sive language in Indian languages like Hindi, Bengali, 
Tamil, Telugu, Marathi, Malayalam, etc.

•	 Surveying detailed information about the available data-
sets used in various existing studies.

•	 Studying and analyzing the preprocessing, machine 
learning, and deep learning methods used by each of past 
research works, and classifying the existing methods.

•	 Comparing the results obtained in the published research 
papers, drawing certain conclusions, and finding possi-
bilities for further research.

The overall paper is organized as follows: Section 2 pre-
sents how our survey differs from the existing surveys 
on hate speech detection in Indian languages. Section 3 
describes the procedure of collecting research papers used 
for carrying out this survey work and highlights the types 
(journal or conference) of research papers, publishers, and 

year-wise counts. Section 4 provides a detailed description 
of all the datasets for Indian language hate speech detec-
tion that falls within the scope of this study. Section 5 
discusses the major approaches undertaken in the existing 
studies for hate speech detection from Indian language 
texts. This section also elaborates on data preprocessing, 
traditional machine learning, deep learning, and ensemble 
models for hate speech detection. Section 8 provides an 
overall comparison among the existing models for hate 
speech detection in various Indian languages. Section 9 
criticizes the current research trends on hate speech detec-
tion in Indian languages. Section 10 concludes and high-
lights future research directions.

2 � Related works

Numerous surveys have been done in this domain of hate 
speech detection, but most of them are concentrated around 
hate speech detection in global languages like English, and 
a few have focused on hate speech detection in other Euro-
pean languages (Schmidt and Wiegand 2017; Naseem et al. 
2021; Alrehili 2019). These surveys have thoroughly ana-
lyzed a large number of existing works, the obstacles, and 
issues, and helped new researchers to better formulate their 
targets. But we find that the number of surveys significantly 
decreases when we come to the context of Indian languages, 
due to a lack of maturity in the approaches for hate speech 
detection in Indian languages. However, there are a few sur-
vey papers that match the context of this study. A general-
ized review on hate speech detection (Poletto et al. 2021) 
identifies that the datasets of hate speech detection in Hindi 
and Hindi–English code-mixed data are very good examples 
of informal communication in local languages and that they 
are considerably different from the English datasets.

The Works in Dowlagar and Mamidi (2021) have stud-
ied how neural networks have rapidly evolved to detect 
hate speech in code-mixed multilingual data. There are a 
considerable number of research papers that have included 
many languages in their domain of study. Dhanya and 
Balakrishnan (2021) did consider major Asian languages 
and tried to figure out which is the best approach for hate 
speech detection task. They also tried to analyze the rela-
tionship between classification accuracy in this context and 
other parameters like the quality and size of vocabulary and 
datasets. Some research provides a fresh point of view, like 
joint modeling of emotional and abusive language detection. 
Sentiment analysis and abusive language detection are two 
different problems but they have a lot in common, and in a 
study, Rahman et al. (2022), the authors decided to jointly 
model them and they used a Bengali dataset for this task.

The main distinctive features of our survey are as follows:
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•	 Our survey of the latest research works on hate speech 
detection in Indian languages is more systematic and 
organized

•	 Our survey has been conducted on three different 
aspects of hate speech detection in Indian languages—
Machine learning and deep learning-based approaches, 
availability of datasets in Indian languages, and com-
parison of the results reported in the research litera-
ture.

3 � Collecting research papers for the survey

For our study, we collected a large volume of research 
papers which have been published between 2017 and 2022. 
We searched for papers that contained certain keywords 
and had objectives that aligned with our purpose. While 
collecting them, the emphasized phrases were “detec-
tion of hate speech”, “abusive language”, “offensive 
texts”, “aggression”, and “abuse”. We also used certain 
domain-specific keywords—“misogyny”, “homophobia”, 
“Islamophobia”, etc., which helped us find some works 
like (Chakravarthi 2022; Khan and Phillips  2021; Barn-
wal et al. 2022) that were focused on certain domains of 
hate speech.

After initially surfing through the papers, we down-
loaded a collection of around 70 research papers related 
to hate speech detection in Indian languages, from which 
we filtered out 30 research works and considered them for 
the survey. For filtering them, we carefully went through 
parameters like the impact factor of the journal, the num-
ber of citations, the quality and detailing of the presen-
tation, the novelty of the approach or objective, and the 
performance achieved. A summary chart has been pro-
vided in Table 1, which shows the year of publication, 
type of publication (journal or conference), and the total 
count of considered papers published in a certain year. A 
glance at Table 1 reveals that the number of studies in this 
domain, in terms of impact as well as volume, has gener-
ously increased in the last 5 years, with its importance 
increasing rapidly.

From all the downloaded papers which are related to 
the scope of this study, we have classified the papers into 
the following areas.

•	 The available datasets.
•	 The major approaches used for hate speech detection 

in Indian languages.
•	 The metrics and measures used for evaluating the hate 

detection models.
•	 And finally an overall comparison of all the papers in 

terms of results reported in the papers.

4 � Datasets for hate speech detection 
in Indian languages

Datasets are important materials used for training, validat-
ing, and testing machine learning and deep learning mod-
els. Although the publicly available datasets for hate speech 
detection in English are abundant, the amount of publicly 
available datasets for hate speech detection in Indian lan-
guages is still limited.

India is a multilingual country. This has made the People 
of India able to communicate in several languages. For an 
Indian language, dialects of the language vary with geogra-
phy and culture. Many of these are regularly used in social 
media and other online platforms, but they are mostly low-
resource languages. Low-resource languages do not have 
an adequate amount of organized data capable of training 
machine learning or deep learning models. So while working 

Table 1   A summary of all the papers that were considered for this 
study, in the span of the year 2017–2022

Year Publisher Type Number 
of studies

Total count

 2023 Springer Journal 3  3
 2022 Springer Journal 5  19

Elsevier Journal 4
IEEE Conference 6
ACL Conference 3
Arxiv Journal 1

 2021 Springer Journal 2  8
ACM Conference 1
IEEE Conference 2
ACL Conference 1
Arxiv Journal 1
SemEval Conference 1

 2020 ACM transactions Journal 1  12
ACM Conference 1
Elsevier Journal 2
ACL Conference 2
IEEE Conference 1
FIRE Conference 1

Workshop 3
Arxive Conference 1

 2019 FIRE Conference 1  4
ACL Conference 1
IEEE Conference 1
IEEE Conference 1

 2018 ACL Conference 1 4
IEEE Conference 1
TRAC​ Conference 1
Arxiv Journal 1

2017 IEEE Conference 1 1
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on hate speech detection tasks in such low-resource lan-
guages, many researchers prefer to collect texts from online 
platforms and build their own datasets.

There are many papers (Eshan and Hasan 2017; Ishmam 
and Sharmin 2019; Islam et al. 2022), which have considered 
crawling into platforms like Twitter, Facebook, and You-
Tube for collecting context-specific posts and comments. 
The initial collection pool is usually huge as there are a lot 
of impurities and most of them are discarded to leave out the 
useful data. The impurities like URLs, irrelevant texts, and 
characters are usually removed. After that, the remaining 
corpus is refined and organized into usable data. For super-
vised learning, accurate labeling of the training data is very 
important as this directly impacts the results. So, the cleaned 
data are now labeled. The labeling of data has been done 
manually in almost all the papers that we studied. It is either 
done by the researchers themselves or through some public 
survey. In the case of a public survey, common people are 
asked to label data. This method is used when the target is to 
develop a large dataset, but available manpower is limited. 
A small subset of the unlabeled data is rolled out as forms 
in public forums, asking common people to label them as 
they think. In such cases, the final label for a particular text 
can be decided by voting.

In Table  2, we have presented detailed information 
regarding the datasets that are related to hate speech and 
abusive language detection in Indian languages. Not all 
the datasets mentioned in this table are available for pub-
lic use by other researchers. The main reason mentioned 
by the researchers is to preserve certain privacy terms of 
the various online platforms from where they collected the 
data. Some specific studies have solely focused on building 
datasets for hate speech detection and making them available 
for other researchers.

5 � Major approaches to hate speech 
detection

After a literature survey, we observed that major approaches 
to abusive language and hate speech detection in Indian 
languages used traditional machine learning algorithms 
and deep learning algorithms. Therefore, we have clas-
sified the major approaches into two types (1) traditional 
machine learning-based approaches, and (2) deep learning-
based approaches. In this section, we will discuss the major 
approaches to hate speech detection in Indian languages.

5.1 � Traditional machine learning‑based approaches 
to hate speech detection in Indian languages

Among traditional machine learning (ML) algorithms, 
the Multinomial Naive Bayes (MNB) classifier, which 

was widely used for the text classification task, is also 
used for hate speech detection in Indian languages (Akhter 
et al. 2018; Rani et al. 2020; Subramanian et al. 2022). 
Other popular machine learning algorithms used for hate 
speech detection in Indian languages are Support Vector 
Machines(SVM) Eshan and Hasan (2017), the k-nearest 
neighbors (KNN) search algorithm (Rani et al. 2020), and 
Random Forest (Ishmam and Sharmin 2019). These ML 
algorithms take input in the form of vectors and predict the 
class it should belong to. To make the input text suitable 
to feed to an ML algorithm, it needs to be converted to a 
feature vector which is a vector of feature values where the 
features are manually engineered.

A generic framework for machine learning-based hate 
speech detection models used in the above-mentioned 
research papers is shown in Fig. 1. In general, the machine 
learning-based approaches involve several steps which are: 
(1) preprocessing, (2) feature extraction, and (3) classifica-
tion of texts into hate or non-hate.

5.1.1 � Preprocessing

Social media data are usually unstructured and noisy and 
they may contain spelling and grammatical errors. There-
fore, it is preprocessed before feature extraction. The analy-
sis of this unstructured data to get insights about the opinion 
and the sentiment of the general crowd is known as senti-
ment analysis (Zhang and Liu  2012). The preprocessing 
step also reduces the dimensionality of input data by remov-
ing useless words that have no less power to discriminate 
between hate speech and non-hate speech. Such words are 
called stop words (e.g., prepositions, articles, punctuation, 
and special characters). The preprocessing step consists of 
several smaller steps as follows:

•	 Tokenization: In this case, the text is broken into smaller 
elements called tokens (e.g., text into words);

•	 Stop word removal: After tokenization, stop words are 
removed.

•	 Stemming and Lemmatization: To deal with the data 
sparseness problem, the words are converted into base 
forms using the stemming or the lemmatization method. 
The difference between stemming and lemmatizing is 
that stemming often reduces words to forms that may 
be meaningless. For example, stemming drops the ‘ing’ 
from some action words and produces words that are 
not found in the dictionary. The stemming process pro-
duces ‘runn’ from ‘running’, ‘ris’ from ‘rising’, ‘mov’ 
from ‘moving’, etc. On the other hand, the lemmatization 
process can reduce a given word to a dictionary word, 
for example, using lemmatization, we obtain ‘run’ from 
‘running’ and ‘move’ from ‘moving’.
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Depending upon the data format, the preprocessing step may 
also involve other operations like removing repeated charac-
ters in the noisy social media text. For example, the English 
word “good” from “goood”, the Bengali word “khub” (very) 
from Khuuuub, etc.

5.1.2 � Features and ML models for hate speech detection

The most common features that are used for hate speech 
detection using traditional ML models are word n-grams 
and character n-grams (Eshan and Hasan 2017; Akhter et al. 
2018; Sarker et al. 2022; Bohra et al. 2018). When n-gram 
features are considered, n is varied from 1 to some limit. 
When n is set to 1, only 1-gram (unigram) features are con-
sidered. Thus, if n is varied from 1 to 3, unigrams, bigrams, 
and trigrams features are taken into consideration. For word 
n-gram features, varying n up to 3 is useful, but the n-grams 
larger than trigrams are not shown effective in hate speech 
detection. For the character n-gram features, n can be varied 
to the limit larger than that is used for the word n-gram fea-
tures, but it is not useful to take small n-grams consisting of 
one or two characters Sarkar  (2018).

When the hand-crafted features are used, the input text is 
represented using the bag of words model, where an input 
text is considered a bag of words. However, in this method, 
an input text is converted into a higher dimensional vec-
tor where each component of the vector corresponds to the 
TF*IDF weight of a vocabulary word occurring in the input 
text. The TF*IDF weight of a word is calculated by the 
product of term frequency and inverse document frequency 
where the term frequency (TF) is the number of times a word 
occurs in the input text and inverse document frequency 
(IDF) is calculated as log (N/DF), N= number of texts in the 
training corpus and DF is called document frequency which 
is the number of input texts containing the word at least 
once. Many prior studies on hate speech detection in Indian 
languages that used traditional ML algorithms have used 
term frequency (Rani et al. 2020), and TF-IDF (Islam et al. 
2022) as their primary feature extraction method. When 
n-gram features are used, the input text is represented as a 
bag of n-grams where each n-gram is a term and the TF-IDF 
vectorization method mentioned above is used for the input 
text representation.

The other features that have been considered for hate 
speech detection in Indian languages are emoticons, word 
count, character count, punctuation density, vowel density, 
unique word count, and capitalization information (Bohra 
et al. 2018). The count or density of some specific sym-
bols based on context can also be considered, for example, 
the number of question marks or exclamation marks or a 
particular word. When these features are considered, they 
are usually combined with the n-gram features. Ishmam 
and Sharmin (2019) used hashtags, URLs, comment length, Ta
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word length, and average syllables as the additional features 
with the n-gram features for Bengali hate speech detection.

As we can see from the generic machine learning frame-
work for hate speech detection shown in Fig. 1, feature 
extraction is done using either a set of hand-crafted features 
or the abstract features generated using an unsupervised pre-
trained model. After feature representation, each input text 
is converted to a numeric feature vector which is fed into an 
ML model that learns to classify input text as hate speech 
or not. In some works, an ensemble of ML models has also 
been used for hate speech detection (Sarker et al. 2022).

The most commonly used machine learning models 
for hate speech detection tasks are linear regression(LR) 
(Sarker et al. 2022; Islam et al. 2022), Multinomial Naive 
Bayes (MNB) (Subramanian et al. 2022; Rani et al. 2020; 
Islam et al. 2022; Sarker et al. 2022), k-nearest neighbors 
(KNN) (Sarker et al. 2022; Jemima et al. 2022; Islam et al. 
2022), support vector machine (SVM) (Sreelakshmi et al. 
2020; Eshan and Hasan 2017; Akhter et al. 2018; Remon 
et al. 2022), decision trees (DT) (Eshan and Hasan 2017; 
Akhter et al. 2018; Rani et al. 2020), etc. Previous studies 
(Eshan and Hasan 2017; Akhter et al. 2018) have shown 

that SVM provides the best results among the single ML 
algorithms that have been used for hate speech detection.

The ensemble models based on decision trees, like ran-
dom forest (RF) classifier (Sarker et al. 2022; Ishmam and 
Sharmin 2019; Islam et al. 2022), gradient boosting (Kam-
ble and Joshi 2018), etc., often produce better results than 
the single ML algorithm. Anusha and Shashirekha  (2020) 
presented an ensemble method that combines Random for-
est, Gradient boost, and XGboost classier through voting 
for hate speech detection in three languages, English, Ger-
man, and Hindi.

In Table 3, we present a summary of research works on 
hate speech detection in Indian languages using traditional 
ML approaches. In this table, we have shown the language 
domain, the feature extraction methods used, and the ML 
algorithm used. We have used the following short names 
for the ML algorithms shown in this table. SVM: Support 
Vector Machines, DT: Decision Tree, RF: Random Forest, 
LR: Logistic Regression, MNB: Multinomial Naive Bayes, 
KNN: K-nearest neighbor, and SVM-RBF: Support Vector 
Machines with Radial Basis Function.

Fig. 1   A general framework for 
the traditional machine learning 
models used for hate speech 
detection
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5.2 � Deep learning‑based approaches

With the increased availability of data, computation 
power, and unprecedented success of deep learning models 
in various applications, like English languages, deep learn-
ing (DL) models have also become state-of-the-art models 
for various natural language recognition tasks in Indian 
languages such as sentiment analysis (Chakravarthi et al. 
2022; Meetei et al. 2021), emotion recognition (Kumar 
et al. 2023), emoji prediction (Himabindu et al. 2022), and 

hate speech detection. It is generally observed that the DL 
models largely outperformed traditional machine learning 
models in the domain of hate speech detection. In this sec-
tion, the major deep learning-based approaches used for 
hate speech detection in Indian languages are discussed.

The deep learning-based approaches to hate speech 
detection have been classified into two types, (1) Word 
embeddings-based approaches and (2) transfer learning-
based approaches.

Table 3   A summary of traditional ML-based approaches used for hate speech detection in Indian languages

LR: Logistic Regression, SVM: Support Vector Machine, MNB: Multinomial Naive Bayes, BNB: Bernoulli Naive Bayes, GNB: Gaussian Naive 
Bayes, DT: Decision Tree, KNN: k-nearest neighbors, RF: Random Forest

Paper title Year/author Publisher Language focus Feature extraction 
method

Machine learning Algo-
rithms Used

Social media bully-
ing detection using 
machine learning on 
Bangla text

 Akhter et al. (2018) IEEE Bengali Trigram language model, 
Linguistic features

SVM, DT

Hateful speech detection 
in public Facebook 
pages in Bengali 
language

 Ishmam and Sharmin 
(2019)

IEEE Bengali 5 types of frequency-
based features

RF

Hate Speech Detec-
tion Using Machine 
Learning In Bengali 
Languages

 Islam et al. (2022) IEEE Bengali Count vectorizer, TF-
IDF

LR, MNB, SVM, KNN, 
RF

Bengali Hate Speech 
Detection in Public 
Facebook PAGES

 Remon et al. (2022) IEEE Bengali Fast Text embedding SVM

An application of 
Machine Learning to 
Detect Abusive Bengali 
Text

 Eshan and Hasan (2017) IEEE Bengali Trigram LM, TF-IDF SVM, DT

Detection of Hate Speech 
Text in Hindi–English 
Code-mixed Data

 Sreelakshmi et al. 
(2020)

Elsevier Hindi–English code 
mixed

Facebook’s pre-trained 
embedding and Fast 
Text

SVM-RBF

A Comparative Study 
of Different State-of-
the-Art Hate Speech 
Detection Methods for 
Hindi–English Code-
Mixed Data

Rani et al. 2020 ACL Hindi–English Code 
mixed

Term Frequency SVM, MNB, KNN, DT

Detecting Offensive 
Tamil Texts Using 
Machine Learning And 
Multilingual Trans-
former Models

 Subramanian et al. 
(2022)

IEEE Tamil, Malayalam BERT-embeddings MNB, SVM, LR, KNN

A Machine Learning 
Approach to Classify 
Anti-social Bengali 
Comments on Social 
Media

 Sarker et al. (2022) IEEE Bengali unigrams, bigrams, 
trigrams

LR, RF, MNB and SVM

L-Boost: Identifying 
Offensive Texts From 
Social Media Post in 
Bengali

 Mridha et al. (2021) IEEE Bengali and Banglish BERT-embeddings AdaBoost
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5.2.1 � Word embeddings‑based approaches

When the dataset is small, the manually crafted features with 
traditional machine learning algorithms may not produce 
an acceptable performance. In this case, the deep learning-
based unsupervised pre-trained embedding models like the 
Word2Vec model (Mikolov et al. 2013) are useful in extract-
ing high-level abstract features from a text. Word vectors 
extracted from such models, when fed to traditional ML 
classifiers often produce better results than hand-crafted 
features. After the dataset is preprocessed as required, the 
processed dataset is passed through some embedding model. 
The embedding model transforms the words or characters 
into corresponding real-valued vectors. Many existing works 
on hate speech detection used different types of embedding 
techniques. The papers Remon et al. (2022), Jha et al. (2020) 
and Sreelakshmi et al. (2020) used the fastText embedding 
(Grave et al. 2018a, b). Ishmam and Sharmin (2019) used 
Word2Vec embedding features and Gated Recurrent Unit 
(GRU) Neural network for hate speech detection in the 
Bengali language from Facebook pages. This model per-
formed better than the traditional ML algorithms. Mathur 
et al. (2018) uses a pre-trained embedding model with CNN 
for detecting offensive tweets in Hindi–English code-mixed 
language.

Joshi et al. (2021) passed fastText word embedding to 
various deep learning models such as multichannel CNN, 
BiLSTM, and a combination of CNN and BiLSTM for hos-
tility detection in the Hindi language.

Kamble and Joshi (2018) suggested domain-specific word 
embedding to use in the traditional deep models like multi-
channel CNN, LSTM, and BiLSTM for hate speech detec-
tion in English–Hindi code-mixed tweets. They reported in 
the paper that multichannel 1D CNN performed the best 
among other deep models.

Sarker et al. (2022) used Gated Recurrent Unit (GRU) 
for classifying online social media comments into social 
or anti-social. They compared the GRU-based system with 
traditional machine learning algorithms like Random Forest 
(RF), Multinomial Naive Bayes (MNB), etc., and reported 
that the performance of GRU was worse than MNB because 
the dataset was limited.

Remon et al. (2022) used FastText word embedding in 
CNN and LSTM for hate speech detection, but they observed 
that SVM with RBF kernel performed better than CNN or 
LSTM.

Mundra and Mittal (2023) combined word embedding 
and character embedding to obtain hybrid embedding-based 
feature representation which is fed to a BiLSTM + atten-
tion network for developing a hate speech detection model 
that can identify aggression in Hindi–English code-mixed 
text. In another work, Mundra and Mittal (2022) also used 
the hybrid embedding-based feature representation, but 
this work fuses the outputs of BiLSTM and 1D CNN via 
the attention mechanism and feeds it to the dense layer for 
classification.

Our literature survey on hate speech detection in Indian 
languages reveals that most researchers prefer to use 
deep learning models like CNN, LSTM, BiLSTM, GRU 
CNN+LSTM, CNN+BiLSTM along with static word 
embeddings like Word2Vec or fastText embeddings. The 
possible reasons for the better accuracy achieved by such 
deep learning models are transfer learning via word embed-
dings and the more expressive representation of the sequen-
tial input.

In Fig. 2, we have presented a generic architecture for a 
static word embedding-based deep model for hate speech 
detection in Indian languages. This model has several steps 
(1) Input processing, (2) Word embedding, (3) using deep 
learning models like LSTM, BiLSTM, or CNN for an 

Fig. 2   A General framework for 
static word embedding-based 
deep learning models for hate 
speech detection
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effective contextual embedding of the input sequence, (4) 
Using the fully connected network (FCN) for extracting 
higher-level abstract features, and (5) using Softmax layer 
for producing probability distribution over output classes, 
hate, non-hate, or others.

When the embedding is applied, usually minimal pre-
processing is done because the entire corpus is provided 
to the word embedding model. Sometimes, stop words and 
noisy characters are removed before submitting the corpus 
to the embedding model. Most deep learning models that 
use embeddings include CNN, LSTM, BiLSTM, and their 
variants. Various types of word embedding such as word 
embedding, character embedding, and/or subword-based 
embedding are used. Although the transformer model has a 
deep learning architecture that is very different from CNN 
or LSTM, it has also a character n-gram-based embedding 
layer.

In Fig. 2, we have shown a CNN-LSTM model that uses 
a multichannel CNN model for extracting features(similar 
to n-grams) that are fed to the LSTM units. In this case, a 
multichannel CNN model extracts sequence features simi-
lar to n-grams, whereas LSTM learns sequence order. A 
multichannel CNN model differs from the traditional 1D 
CNN which has a word embedding layer, one-dimensional 
convolutional layer, dropout layer, max pooling, and flatten 
layer. The 1D multichannel convolutional neural network 
(1D multichannel CNN) is a variation of the basic 1D CNN 
model with varied sizes of kernels. This allows to process-
ing of a document in different granularity using different 
n-grams at once, such as unigrams, bigrams, trigrams, and 
4-grams. In the multichannel CNN version, several channels 
are defined for distinct n-grams. For example, if N kernels 
are used and the input document contains k words where 
each word is represented as an embedding vector, and the 
window size and padding input are adjusted in such a way 
that the output has the same length as the original input, the 
1D multichannel CNN produces a feature map k x N. Using 
1D max pooling operation with a pool size of 2 along the 
word dimension, it is reduced to (k/2) x N. This is now fed 

to an LSTM layer with K/2 units. In the figure, what we have 
shown as an LSTM layer is nothing but a single LSTM layer 
with multiple LSTM units.

Instead of directly using a recurrent network and using 
the embedded text for these models, we can use an additional 
feature extractor that could extract some more meaningful 
and contextual features from the embedded text. Then those 
trained features could be used to train the recurrent mod-
els. As a feature extractor, we can use a one-dimensional 
convolution layer followed by pooling. Dutta et al. (2021) 
developed a CNN-LSTM hybrid model for hate speech 
detection for multilingual, Hindi, Meitei, and Bengali 
datasets. In Vashistha and Zubiaga (2020) a similar hybrid 
model was also applied for hate speech detection in Hindi 
tweets. In Fig. 3, a hybrid CNN-LSTM model architecture 
for Indian language hate speech detection is shown. In this 
model, CNN employs multiple filters for feature extrac-
tion using local contexts of words and LSTM combines the 
local features for capturing the temporal order in the input 
sequence. Thus, a better representation of the input sequence 
is obtained which is then passed to a fully connected layer 
followed by a softmax layer.

5.2.2 � Neural language model‑based approaches

In recent years, neural language model-based approaches 
have become very successful in many natural language pro-
cess tasks. The main reason for the success of this kind of 
approach is that the underlying language model is trained on 
a huge amount of text and when a language model is con-
nected to a deep neural network, the obtained model can be 
fine-tuned using some amount of labeled data for achieving 
better performance in the domain under consideration. Thus, 
the use of a language model in the text classification pro-
cess alleviates the data scarcity problem. This is also called 
transfer learning (Pan and Yang 2010) because the knowl-
edge captured by a large neural language model trained on 
a large corpus can be transferred to the model used for text 
classification in various domains.

Fig. 3   A hybrid CNN-LSTM 
model for hate speech detection
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Most of the recently used language models are based 
on transformers (Vaswani et al. 2017). The transformer 
is a neural network model that uses self-attention mecha-
nisms for producing contextualized embeddings of the 
words in an input sequence or the contextualized embed-
ding of the entire input sequence of words. The most com-
monly used language model that uses an encoder mecha-
nism for language modeling is the BERT (Bidirectional 
Encoder Representations from Transformers). Biradar and 
Saumya (2022) used various transformers like IndicBERT, 
mBERT, ULMFIT for hate speech detection in Hindi–Eng-
lish code-mixed texts. They applied a machine transla-
tion system for translating the input texts to a common 
Devanagari script before applying the BERT model. Joshi 
et al. (2021) compared the performance of indicBERT and 
mBERT for hostility detection in Hindi.

Patil et al. (2022) used various BERT models for hate 
speech detection in the Marathi language. Another work 
on hate speech detection in Marathi language was done by 
Zampieri et al. (2022). In this work, the authors introduced 
a Marathi Offensive Language Dataset called MOLD 2.0. 
They reported the baseline results on the MOLD 2.0 data-
set through experimentation using the support vector clas-
sifier (SVC), some deep learning models (CNN and BiL-
STM), and some transformer models (mBERT, XLM-R, 
and IndicBERT).

Our survey reveals that the BERT models are used in 
hate speech detection in two different ways (1) freeze mode 
and (2) fine-tuned mode. In the freeze mode, the weights 
of the BERT model are not changed, but the weights of 
the connections from BERT to the output softmax layer 
are only trained in the supervised mode for developing 
the system. On the other hand, in the system that uses 
a fine-tuned BERT, the weights of the BERT model are 
allowed to be fine-tuned when the network is trained in 
the supervised mode using the hate speech training data. 

The generic framework for the BERT-based hate speech 
detection model is given in Fig. 4.

Sharma et  al. (2022) presented a hate speech detec-
tion model for the English–Hindi code-mixed languages. 
They used language identification, mapping from Roman 
to Devanagari language, and a multilingual BERT model 
called MuRIL for hate speech detection. Bharathi and Var-
sha (2022) compared several transformer models for hate 
speech detection for the Tamil language. They trained three 
transformer models—BERT, mBERT, and XLNET and their 
results revealed that BERT and mBERT models showed very 
close F1 scores, and both models performed better than 
XLNET.

Ensemble deep learning is often used to improve hate 
detection accuracy (Zimmerman et al. 2018). When multiple 
trained weak learners are available and they are comple-
mentary to each other, there is scope for improving the per-
formance by combining those learners. The most common 
ensemble techniques are majority voting, model averaging, 
and stacking (Karim et al. 2021; Roy et al. 2022). Roy et al. 
(2018) used an ensemble architecture for aggressive lan-
guage identification, where convolutional neural networks 
and support vector machines are combined using a softmax 
classifier. They tested this model on the English and Hindi 
datasets. Very recently, an ensemble model combining three 
deep learning models for hate speech detection in Dravidian 
languages has been presented in Roy et al. (2022). In this 
work, authors have considered multiple variants of BERT 
models and combined them with the deep learning mod-
els—CNN, and/or DNN for developing multiple ensemble 
deep learning models.

Figure 5 presents a workflow of how deep ensemble 
approaches are used in hate speech classification. Table 4 
presents most of the studies that have considered deep 
learning-based approaches to hate speech detection in Indian 
languages. It portrays the approaches taken by individual 

Fig. 4   General framework for 
all approaches where BERT is 
fine-tuned and used as classifier
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studies, the language of their dataset, and the embedding 
methods used.

6 � Dataset annotation

Annotation is the primary process in the development of 
hate speech datasets. The texts that are submitted to human 
annotators must be sorted into which class they belong to 
complete the Annotation task. The annotation procedure can 
be carried out in numerous ways. There is no universally 
accepted best practice.

Some researchers use a limited number of professionals 
(Guest et al. 2021) or non-experts (Mandl et al. 2019) while 
others rely on crowd workers (Pavlopoulos et al. 2021). 
Since the labeling process is highly subjective, annotating 
data for hate speech detection is a highly challenging task 
because systematic bias occurs because of varying degrees 
of knowledge about societal concerns or even language vari-
ations (Sap et al. 2019). Bias can also result from demo-
graphic characteristics (Al Kuwatly et al. 2020). Users of 
data collection occasionally might think that certain tweets 
have been incorrectly labeled.

Since opinions about particular tweets vary, multiple peo-
ple need to work on the annotation process. The common 
way for testing annotation quality is that some things are 
annotated at least twice, and metrics for inter-judge agree-
ment are used to measure the agreement. However, when 
there is low agreement, it is difficult to say whether this is 
because the annotators do not have a common understanding 
or because there are a lot of questionable examples in the 
collection. Prior to beginning the annotation, it is unclear 
what amount of questionable cases are present in the data. 
Therefore, the annotation’s quality cannot be assured, not 
even by the inter-judge agreement.

Our survey on Indian language hate speech detection 
reveals that a limited number of people with varying degrees 

of knowledge were employed for hate speech data annotation 
tasks. We found that most researchers collected data from 
Facebook, Twitter, YouTube, and other social media. For 
collecting tweets or comments, a predefined set of keywords 
was used. For example, the phrases “Loksabha election”, 
“Loksabha election 2019 of India” were used for collecting 
election-related tweets from Twitter.

We noticed that two primary schemes were used for 
labeling data. The first is a binary scheme, which uses two 
values—usually yes or no—to indicate whether a particular 
phenomenon is present or absent. For example, the hate class 
is referred to as yes class, and the not-hate class is referred 
to as “no”. This is also termed as “coarse-grained” clas-
sification. The second annotation scheme is the non-binary 
scheme, where more than two labels are used to label the 
data. This includes different shades for a given phenom-
enon, such as overtly aggressive, covertly aggressive, and 
not aggressive (Bhattacharya et al. 2020).

Recently, a few contests have offered datasets from India 
in several languages establishing significant benchmarks 
and resources for these languages. Among these, the notable 
shared tasks are the HASOC shared tasks, the TRAC shared 
task and a shared task on Dravidian languages organized in 
conjunction with the Dravidian LangTech workshop 2021. 
The HASOC shared task is conducted yearly starting from 
2019 and the TRAC shared task was conducted in 2018 and 
2020.

Together with the TRAC workshop, two iterations of the 
TRAC shared task on aggression identification were con-
ducted. In TRAC 2018 (Kumar et al. 2018) at COLING, 
participants were provided with training and test sets con-
taining Facebook comments, and another test set containing 
tweets in Hindi and English. The task was to classify posts as 
aggressive, covertly aggressive, and non-aggressive. Partici-
pants in TRAC 2020 (Kumar et al. 2020) at LREC received 
datasets with YouTube comments in Bengali, English, and 
Hindi. There were two subtasks: subtask B had two classes, 

Fig. 5   General framework for all deep ensemble approaches used for hate speech detection
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one of which sought to identify gendered violence in posts 
directed against women, while subtask A had three classes 
from TRAC 2018.

The most well-known set of contests involving Indian 
languages is the HASOC shared task, which stands for “hate 
speech and offensive content identification” in Indo-Euro-
pean Languages (Mandl et al. 2020, 2019). It was started at 
the Forum for Information Retrieval (FIRE) in 2019. While 
datasets in English, German, and Hindi were available to 
participants in HASOC 2019, datasets in Tamil and Malay-
alam were also included in HASOC 2020. HASOC events 
are in progress and other languages like Marathi will prob-
ably be added in the subsequent years. Each HASOC event 
defined three tasks, a coarse-grained binary classification 
task, and two fine-rained (multi-class) classification tasks. 
For example, In HASOC 2019, there were three subtasks—
(1) subtask1 was to classify hate speech (HOF) and non-
offensive content, (2) subtask3 was to identify the type of 
hate(Hate, Offensive, and Profane) if the post is HOF, and 
(3) subtask3 was to decide the target of the post. Datasets 
were tagged by the organizers before distribution to the 
participants.

The shared task at Dravidian LangTech (Chakravarthi 
et al. 2021) used the code-mixed dataset of comments and 
posts in three Dravidian Languages, namely “Tamil–Eng-
lish”, “Malayalam–English”, and “Kannada–English” col-
lected from social media. The task was to identify offensive 
languages in these data.

The more significant concern about the hate speech data 
annotation is that there were cases of erroneous annotation. 
For example, the participants raised this issue for the anno-
tation of the TRAC datasets. In this case, for the subjective 
phenomenon “aggression”, different annotators judged the 
same comment differently and some of the annotations did 
appear quite questionable. Therefore, they require additional 
investigation and validation.

7 � Performance metrics

Detecting hate speech is a classification problem, and the 
metrics that are used to measure the performance of the 
approaches put forward by all the studies are generic clas-
sification metrics. Some studies have treated the problem 
as a binary classification (Islam et al. 2022; Jha et al. 2020) 
and some have treated this as a multi-class classification 
(Kumaresan et al. 2021; Patil et al. 2022) problem. We have 
found that accuracy and F1 score are the two mostly used 
metrics. In some studies along with accuracy and F1 score, 
authors have also used precision and recall to quantify their 
performance. The mathematical definitions of these metrics 
are provided below.Ta
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In the equations of the metrics given above, the notations 
TP, TN, FP, and FN denote the number of true positives, true 
negatives, false positives, and false negatives, respectively.

Other than the above-mentioned metrics, some research-
ers have introduced more fine-grained evaluation measures. 
Das et al. (2022) presented an evaluation framework that 
evaluates the BERT-based hate speech model using mul-
tiple functionalities. The main drawback of this method is 
that it requires a lot of human effort in preparing ground 
truth. However, we observe that the most common metrics 
used by the researchers are accuracy, precision, recall, and 
F-measure. For the multi-class datasets ( > 2 classes), the 
macro average and the weighted average F-measures are 
commonly used.

8 � Performance comparison of existing 
works

In this section, we compare the works presented in the papers 
reviewed by us. We observe that the data used for training 
and testing the various approaches differ largely. There are 
datasets of different languages, different scripts, different 
sizes, different objectives, and different content. And due to 
this fact, the performances of the existing methods for hate 
speech detection in Indian languages cannot be compared to 
each other fairly. The value of accuracy and F1 is not enough 
to justify the performance of a model. Hence, we should 
refrain from comparing their performances directly.

However, we observe that the earliest studies used feature 
extractors like n-grams (unigram, bigrams, trigrams, etc.) 
(Eshan and Hasan 2017; Akhter et al. 2018) and shallow 
machine learning models for the hate speech classification 
task. Some recent works used basic embeddings and deep 
learning models like CNN (Convolutional Neural Networks) 
(Mathur et al. 2018; Kamble and Joshi 2018) and LSTM 
(Long Short Term Memory). When better embeddings like 
fastText (Sreelakshmi et al. 2020) came into the picture, 
and the hate speech detection performance improved. Deep 
learning models started to dominate when advanced lan-
guage models like BERT were used generously (Samghabadi 

(1)accuracy =
TP + TN

TP + TN + FP + FN

(2)precision =
TP

TP + FP

(3)recall =
TP

TP + FN

(4)f1 score =
2 × precision × recall

precision + recall

et al. 2020). The transformer-based BERT model was a revo-
lutionary approach, and it was pre-trained on an enormous 
amount of data and made available for public use. But in the 
initial days, the BERT was trained mainly in popular West-
ern languages. They were usually used as feature extractors 
though they could be fine-tuned with the domain-specific 
data. In recent studies on hate speech detection in Indian 
languages (Sharma et al. 2022; Das et al. 2022; Patil et al. 
2022), the multilingual BERT models have been used, and 
the multilingual BERT-based models have shown outper-
forming the traditional word embedding-based deep mod-
els. Multilingual BERT like mBERT is a transformer-based 
model which is trained in more than 100 different languages 
including some Indian languages. Comparing the studies 
over the years, we observe that the availability of a large 
volume of data, and computation power have made it pos-
sible to develop better pre-trained models that enabled the 
researchers to design better hate speech detection models 
in Indian languages. In Table 5, language-wise hate speech 
detection studies have been presented along with the best 
metrics achieved by the models developed by the researchers 
from time to time, we have also shown in the table, the data-
set sizes used by the researchers. This is to provide adequate 
reference to the readers and refrain from directly compar-
ing them. As we can see from this table, the datasets used 
by most researchers have sizes of less than 10k. For a few 
cases where the sizes of the datasets are a little bit larger 
(>30K). However transformer-based models like BERT and 
its variants performed the best for coarse-grained classifi-
cation (hate or non-hate classes) tasks. Several researchers 
have combined BERT with LSTM and/or CNN to achieve 
better performance. Such deep learning models have shown 
above 90

9 � Criticism, challenges, and suggestions

Our survey reveals that hate speech detection in Indian 
languages is still at the nascent stage even though many 
researchers have recently applied transformer-based lan-
guage models for hate speech representation and detection. 
Particularly, most hate speech datasets in Indian languages 
are closed and not publicly available for comparing the exist-
ing results with the results obtained by the newly developed 
systems. This has created an obstacle to developing, testing 
and benchmarking the Indian language hate speech detec-
tion systems. For the public datasets, we find that the size is 
a big problem. We can see by analyzing the existing works 
that insufficient data has been used for training the models. 
In some cases, an enormous volume of texts was scraped, 
but after filtering out the unusable ones, only a few thousand 
remained for use in system development. To deal with the 
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data scarcity problem, some studies have used transfer learn-
ing (Biradar and Saumya 2022).

We also observe that most existing Indian language hate 
speech detection systems have been developed based on the 
methods applied for hate speech detection in English. The 
linguistic knowledge or semantics of the Indian languages is 
seldom used by researchers in designing language-specific 
features effective for Indian language hate speech detection.

Though, over the last several years, many research papers 
have been published on hate speech detection in Indian lan-
guages, there are a lot of challenges that are still major obsta-
cles. Text or speech itself is a very abstract entity and it is 
very difficult to represent them to make them suitable for 
processing by any shallow or deep learning models. Hate 
speech detection in a particular language does not simply 
boil down to the detection of certain abusive keywords or 
phrases. Natural languages have very complex semantics and 
they vary from one language to another language. There can 
be very offensive text without a single abusive word in it. For 
example, in every language, we have proverbs whose mean-
ings do not depend on the individual literal meanings of the 
words in them, rather their meanings are determined based 
on the situations or the contexts they are used. Moreover, 
users of social media platforms constantly modify their way 
of expressing things—using symbols, acronyms, other unre-
lated words, emojis, etc., which makes hate speech detec-
tion a challenging task. So, the detection algorithms have to 
constantly keep up with the trending vocabulary.

Identifying a text as offensive also depends a lot on 
external factors other than the text content. The sensitive-
ness of the context where the text is posted, to whom it has 
been directed and the sentiment or tonality of the users also 
impact the detection. For example, a comment on a celeb-
rity tweet happens to be much more sensitive and has to be 
handled more delicately. Sarcasm makes the problem more 
difficult because words with certain meanings when said in 
different tones can mean opposite things.

Although social media is the best place for collecting 
training data, these data have to be labeled very carefully and 
manually because the type of data is highly noisy. Therefore, 
data annotation for hate speech detection is a laborious and 
time-consuming task. Perfection of the algorithms depends 
a lot on the quality of labeling. Since most Indian language 
hate speech datasets are not publicly available, this forces 
the new researchers to develop a new dataset from scratch. 
Thus, various datasets are reported in the literature along 
with the results obtained on these datasets. However, this 
creates another important obstacle to research on hate speech 
detection in Indian languages because different researchers 
used different evaluation metrics. The most common evalu-
ation metrics are accuracy, precision, recall, and F-measure. 
Accuracy is not the appropriate measure when the dataset is 
imbalanced. For better evaluation, the F-measure can be of 
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three types: Macro F1 score, Micro F1 score, and weighted 
F-measure. We observed during this study that different 
researchers have used different evaluation metrics. For the 
cases, where datasets are not public and the type of F1 score 
is not mentioned in the paper (only F1 score is mentioned), 
the new researchers will have to face difficulty in comparing 
their research outcomes with the existing ones.

In the earlier part of this section, we have highlighted 
some limitations and obstacles to the research on hate speech 
detection in Indian languages. The first and the important 
obstacles are the lack of annotated data and the most data-
sets are not publicly available. To mitigate this limitation, 
we should force the authors to make datasets online before 
the publication of their research papers. The crowd workers 
might be employed to annotate more data. Another approach 
to mitigating this limitation can be using semi-supervised 
learning to label a large amount of unlabeled data and scru-
tinizing manually the data labeled by the semi-supervised 
learning model with higher confidence. Although the data 
augmentation approach is a common approach used in the 
image analysis task, we can think about how this idea can be 
applied to text example generation (Thomson et al. 2023).

Data imbalance problem is also a crucial problem for hate 
speech detection because hate speech texts naturally follow a 
skewed distribution when these are generated on online plat-
forms. We have already discussed in this survey that many 
researchers used pre-trained models or a combination of pre-
trained models to deal with this problem. However, minor-
ity oversampling techniques (Chawla et al. 2002) and data 
augmentation techniques (Thomson et al. 2023) can be used.

The vocabulary of the hate speech texts is substantially 
different from the traditional natural language vocabulary 
and it constantly changes its size as users add very uncom-
mon words, symbols, emojis, etc. To mitigate this limita-
tion, we need an alternative approach that can automatically 
populate the hate speech terms and add to the vocabulary.

Since, hate speech semantics are very difficult to model 
without any reference to a specific domain or application, an 
open domain hate speech detection task is very difficult to 
achieve. To deal with other issues such as sarcasm, we need 
to have deep semantic analysis which needs to combine the 
deep learning models with the knowledge-based approaches 
to morphology, lexical, and semantic analysis.

10 � Conclusion and future works

The main purpose of this review work was to present and 
organize recent research works in hate speech detection for 
Indian languages. We have gone through research studies 
on Indian language hate speech detection published in the 
last five years. In our survey, multiple aspects of hate speech 
detection including datasets, preprocessing, hand-crafted 

feature engineering, embedding-based feature representa-
tion, and various machine learning, and deep learning mod-
els, have been thoroughly covered.

We have classified our survey into three main parts: a 
survey of Indian language hate speech detection datasets, 
various machine, and deep learning methods used by the 
researchers for hate speech detection in Indian languages, 
and a comparison of the language-wise results reported in 
the recently published research papers.

We observed that most researchers evaluated their work 
using their datasets which are not made public. They used 
methods for hate speech detection that include traditional 
machine learning and deep learning methods. Our survey 
reveals that language-specific linguistic or semantic features 
have not received much attention from the researchers. We 
also observe that the noisy social media texts and intermix-
ing of multiple languages by social media users represent 
a significant challenge for hate speech detection in Indian 
languages.

Among the existing models, the BERT-based model or its 
variants have been reported by many researchers as a suc-
cessful hate speech detection model for Indian languages. 
The possible reason for the success of the BERT-based 
model is the lack of resources for Indian languages because 
many Indian languages are still resource-poor languages.

We hope that the new researchers interested in doing 
research on hate speech detection in any Indian language 
will quickly get a comprehensive overview of the recent 
works in the field. Although our main focus was to review 
hate speech detection, there are some existing research 
works (Masud and Charaborty 2023) that attempted to assess 
the power dynamics between the ruling and opposing parties 
by correlating the reported online trends with actual events. 
The purpose of this study is to demonstrate how political 
discourse on social media is influenced by elections. This 
type of work is interesting, but it differs from hate speech 
detection. In this case, political attacks are classified as a 
specific type of offense, apart from identity-based attacks 
like hate speech. In this survey, we have not covered this 
type of work.

To improve hate speech detection, we need to investigate 
the following issues in the future. These issues are broadly 
related to (1) lack of sufficient annotated data, (2) data 
imbalance problem, (3)code-mixed and multilingual texts, 
(4) constantly changing the vocabulary words, and (5) short 
and highly noisy data, and (5) assessing the difficulty level 
of hate speech by the experts while annotating data and (6) 
combining the traditional knowledge-based morphological, 
lexical and semantic analysis with the deep learning models.
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