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Abstract
COVID-19 has brought about many changes in social dynamics. Stay-at-home orders and disruptions in school teaching can 
influence bullying behavior in-person and online, both of which leading to negative outcomes in victims. To study cyberbul-
lying specifically, 1 million tweets containing keywords associated with abuse were collected from the beginning of 2019 
to the end of 2021 with the Twitter API search endpoint. A natural language processing model pre-trained on a Twitter 
corpus generated probabilities for the tweets being offensive and hateful. To overcome limitations of sampling, data were 
also collected using the count endpoint. The fraction of tweets from a given daily sample marked as abusive is multiplied to 
the number reported by the count endpoint. Once these adjusted counts are assembled, a Bayesian autoregressive Poisson 
model allows one to study the mean trend and lag functions of the data and how they vary over time. The results reveal strong 
weekly and yearly seasonality in hateful speech but with slight differences across years that may be attributed to COVID-19.
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1 Introduction

Technological developments throughout history have fun-
damentally changed how people communicate and interact 
with one another. With new successes come new challenges, 
as the rapid proliferation of the internet has led to a phenom-
enon known as cyberbullying. Many questions may arise, 
such as how cyberbullying can propagate and how it inter-
acts with global crises such as the COVID-19 pandemic. 
In this paper, we combine natural language processing and 
Bayesian time-series analysis methods to provide a system-
atic assessment of the trends of cyberbullying for a span 
of three years. We begin this exposition with an informal 
description of cyberbullying before describing the connec-
tion with COVID-19 and Twitter.

1.1  Describing cyberbullying

One definition for cyberbullying is “An aggressive, inten-
tional act carried out by a group or individual, using elec-
tronic forms of contact, repeatedly and over time against a 
victim who cannot easily defend him or herself” (Smith et al. 
2008). And with increases in computer use, the possibility 
for cyberbullying grows.

An immediate question is what sets cyberbullying and tra-
ditional in-person bullying apart. These differences are para-
mount when considering a theoretical approach to studying 
cyberbullying, as models made with traditional bullying in 
mind may not tell the two apart (Barlett 2017). One major 
point is that cyberbullies can maintain anonymity online 
which makes it difficult to locate perpetrators (Bonanno and 
Hymel 2013). Due to the reach of social networks, cyber-
bullying may also persist far beyond the reaches of normal 
bullying and can proliferate to large swaths of people, often 
attaining viral status (Aboujaoude et al. 2015). Cyberbully-
ing is a perpetual phenomenon that constantly places stress 
on the victim.

Cyberbullying has been studied to be a cause of many 
negative outcomes in victims. A meta-analysis conducted in 
the topic reveals correlations with low self-esteem, depres-
sion, and drug abuse (Kowalski et al. 2014). Many episodes 
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of attempted suicide and self-harm have been directly attrib-
uted to cyberbullying (Kwan et al. 2020). Interestingly, 
according to surveys, only a small percentage of cyber-
bullying victims are not bullied in a traditional, in-person 
manner (Olweus and Limber 2018). Regardless, the many 
negative outcomes and pervasiveness of cyberbullying has 
led to some to suggest it is a serious public health threat, and 
its danger can only grow with increased mobile device and 
social media usage (Aboujaoude et al. 2015).

1.2  COVID‑19 and cyberbullying

The proliferation of COVID-19 has significantly changed the 
way many people live. Lockdowns have been put in place to 
curb the spread, but not without consequences. As humans 
thrive in social situations, the isolation of many from the 
day-to-day affairs has led some to posit that people’s mental 
health will worsen, noting consequences such as maladaptive 
behaviors, loneliness, and depression (Talevi et al. 2020). 
Direct research shows that quarantines and self-isolation 
are linked with higher prevalence of issues like depression 
and insomnia (Wang et al. 2021a). When comparing time 
periods before and after the COVID-19 pandemic, Barlett 
et al. (2021a) suggest that important components of their 
cyberbullying model, such as cyberbullying attitude, cyber-
bullying behavior, and belief in irrelevance of muscularity 
in online bullying, have significantly changed between these 
time points. It is also observed that cyberbullying is cor-
related with COVID-19 experiences (Barlett et al. 2021b).

The interaction of COVID-19 and cyberbullying in aca-
demic settings is a topic of great interest. As universities 
and schools around the world shifted to online instruction 
to deter spread of the virus, approximately 1.5 billion stu-
dents have had their education interrupted (Bozkurt et al. 
2020). The effects on isolation on university students is an 
important matter, as these groups show high proportions 
of common mental disorders. Such literature reveals these 
groups were associated with more frequent internet use and 
may thus have increased probability of being involved in 
cyberbullying (Mota et al. 2021). Quantitative analysis of 
such groups in India (Jain et al. 2020) have shown that 80% 
of those between 17 and 18 years old were bullied during the 
pandemic, and 79% of those experiencing traditional bully-
ing before the pandemic were cyberbullied during pandemic, 
corroborating the notion that victims of traditional bullying 
are also victims of cyberbullying. Other categories of vic-
tims show an increase in percentage of those cyberbullied 
from before to during the pandemic as well.

1.3  Using Twitter to understand social phenomena 
and cyberbullying

As in the aforementioned studies, much research in cyber-
bullying involves the use of survey data. However, if one 
relies on a responder’s willingness to self-report, then that 
leaves the door open to problems such as responder bias 
and invalid responders. In a study on adolescent regarding 
risk behavior, it is found that responders who purposefully 
answer wrongfully “showed” higher rates of such behavior, 
such as alcohol and drug consumption (Cornell et al. 2012). 
Such a happening may be present in bullying surveys as 
well, which can be exacerbated by sample-size limitations 
imposed by cost and time. Additionally, if a researcher was 
interested in studying the impact of COVID-19 on cyberbul-
lying, they ideally have to collect data before the pandemic 
began, as done in previous research (Barlett et al. 2021a). 
Since the magnitude and impact of global crises are some-
times unforeseeable, it can be difficult to know when to start 
such a longitudinal study.

Social media can serve as rich data source that remedies 
some of the issues that affect survey collection. One major 
advantage is the scope of social media. Twitter, the choice 
for our study, had approximately 186 million users, 36 mil-
lion of which from the USA 1 in 2020. Furthermore, the 
availability of web scraping technology and even an offi-
cial API allow individuals to use Twitter’s public archive 
of tweets dating back to 2006. This software is often free to 
use, making large-scale studies much more affordable. Infor-
mation harvested from these tweets can be used for many 
purposes, such as monitoring disease spread and forecasting 
elections (Signorini et al. 2011; Tumasjan et al. 2010). This 
data source enables us to perform a study reminiscent of 
longitudinal study, with the ability to collect previous years 
of data without the associated cost of maintaining a large-
scale study for many years.

However, one may question the efficacy of using social 
media such as Twitter as a data source to understand social 
phenomena. For example, Tumasjan et al. (2010) showed 
that using Twitter traffic to predict vote share in German 
errors resulted in very low prediction error. Signorini et al. 
(2011) demonstrate a correspondence between Twitter data 
and the H1N1 at the overall national level, as well as smaller 
geographic regions. Based on real-time data, their estimates 
could be produced earlier than regular health reports. While 
these present advantages, one must also consider the pos-
sible limitations. For instance, predicting elections using 
Twitter faces two major issues, one being that sampling data 
from social media does not match the sophistication of more 
developed polling processes, and that spam, propagandists, 
and fake accounts can easily manipulate data (Gayo-Avello 

1 https:// www. busin essof apps. com/ data/ twitt er- stati stics/.

https://www.businessofapps.com/data/twitter-statistics/
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et al. 2011). In the influenza study conducted by Signorini 
et al. (2011), the researchers faced limitations in the lack 
of uniformity of Twitter usage by different locales and in 
different time periods. They also could not generalize to a 
population beyond some form of Twitter population. These 
limitations are also present in the current study. Brief use 
of the search endpoint for an arbitrary query may show a 
few spam or bot posts, heightening the importance of filter-
ing these posts out. Additionally, since Twitter’s sampling 
algorithm is unknown, it is difficult to identify the exact 
population the study’s results can be generalized to. There 
are methods to reduce this uncertainty by using geo-tagged 
tweets, as retrieving tweets of this nature results in a more 
complete sample (Morstatter et al. 2013).

Despite limitations, there are a variety of points to make 
in justifying Twitter as a data source to study cyberbullying. 
McHugh et al. (2019) suggests that Twitter is a hotbed for 
“intentionally aggressive, harmful communication.” They 
explain results from surveys showing that about 70% of col-
lege students use Twitter, and the amount of cyberbullying 
on Twitter was gauged to be higher than other platforms 
such as Facebook and Instagram. Additionally, the official 
Twitter API 2 allows users to perform a variety of queries 
and searches on its public archive. With this technology, we 
can collect swaths of tweets satisfying certain specifications, 
such as containing particular keywords or hashtags, in order 
to study the cyberbullying problem.

To analyze the tweets retrieved from Twitter in the first 
place, many researchers turn to natural language process-
ing (NLP). The usage of NLP in this study is similar to that 
of previous work done regarding Twitter cyberbullying 
and COVID-19 (Babvey et al. 2021). The study by Babvey 
et al. (2021) uses NLP as a pre-processing step to filter out 
tweets that have low probability of being abusive speech, 
and then examine the difference in number of such tweets 
before and after a fixed time period. In this study, we use 
NLP to perform a similar pre-processing step, but instead 
of comparing a fixed time point, we study each day from 
2019 to 2021. Few studies have attempted to study cyber-
bullying in response to COVID-19 from a continuous per-
spective. Researchers using Google Trends time-series data 
(Bacher-Hicks et al. 2022) demonstrate that cyberbullying 
was actually disrupted by COVID-19, while others, using 
Twitter data (Karmakar and Das 2020), claim that it led to an 
increase. We seek to address these studies by broadening the 
time frame of analysis and using more thorough methods, 
namely NLP, to obtain better samples to study cyberbullying 
patterns with.

1.4  Considerations and assumptions 
for cyberbullying detection

As we seek to understand the general volume of cyberbully-
ing over several years of time, we are forced to make certain 
assumptions that allow us to work with the appropriate type 
of data. In light of our choice of a pre-trained NLP model, 
we assume that two metrics, hatefulness and offensiveness of 
a tweet, are associated with cyberbullying. However, detect-
ing cyberbullying in an extremely accurate fashion may be 
a more difficult task than this assumption may imply. Many 
detection models in literature employ more advanced con-
siderations to detect cyberbullying events such as images, 
location, and a given user’s profile and comment history, 
which may contain vital information to predict cyberbullying 
behavior Cheng et al. (2019a); Dadvar et al. (2013). Other 
models involve hierarchical attention networks to make 
use of the inherent structure of social media as additional 
context for predicting (Cheng et al. 2019b), or constructing 
graphs composed of sender and receiver nodes to mimic 
cyberbullying interactions (Huang et al. 2014). In our study, 
the NLP model of choice does not necessarily make use of 
this more complicated information, and thus its accuracy 
may suffer relative to more state-of-the-art methods. Regard-
less, we choose this model for its off-the-shelf accessibility 
and hence tailor our analysis to what the model is capable 
of delivering.

1.5  Summarizing our contribution

For our study, we collected 1,004,466 tweets from January 1, 
2019, to December 31, 2021, with the Twitter API’s search 
endpoint based on keywords used in previous cyberbully-
ing and abusive speech studies (Wiegand et al. 2019; Nand 
et al. 2016; Cortis and Handschuh 2015). To clean the data, 
a pre-trained NLP model tuned to classification of offensive 
and hateful tweets models the probability of a given tweet 
being offensive or hateful Barbieri et al. (2020). Because 
of irregularities in the search endpoint’s returned sample 
sizes, the count endpoint is used with the same keywords as 
before to obtain a more consistent and comprehensive count 
of all tweets that the search API could have picked from. 
The tweets from the search endpoint are then filtered using 
certain probability thresholds to select relevant tweets. Then, 
for each day in the study, the fraction of relevant tweets out 
its respective sample is calculated. This fraction is multi-
plied by the number reported by the count endpoint, gen-
erating a time series that takes into account the different 
proportions of abusive content on each day while addressing 
issues with the search endpoint’s sampling procedure. This 
data collection and filtering is described in Sect.  3.

Visual analysis of the data collected is in Sect.  4 and 
motivates our usage of a Bayesian time-series model in 2 https:// devel oper. twitt er. com/ en/ docs/ twitt er- api.

https://developer.twitter.com/en/docs/twitter-api
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Sect.  5. The results demonstrate that the tweets likely to be 
hateful speech exhibit strong weekly and year seasonality, 
which is not as evident in the unfiltered data. Patterns such 
as two distinct increases in mean trend during the first and 
second halves of the year remain constant throughout 2019 
through 2021, but with slight differences. A time series of 
new COVID-19 cases is fit to the same model and similari-
ties between this model and the Twitter data are discussed. 
Further, the effect of the pandemic on these trends, if at all, 
is to decrease the scale of potential cyberbullying tweets, as 
well as widen the second peak of the year. The proportion 
of these potential cyberbullying tweets from their respective 
daily samples also seems to roughly decrease over time. The 
results can help guide developers of Twitter or other social 
media to ramp up mitigation technology at the appropriate 
time by taking the strong seasonal behavior into account, 
and overall, introduce novel ways of examining a familiar 
problem.

The work is concluded by a discussion of the issues and 
limitations of the study, the implications of the results found, 
and avenues for future research.

2  Related work on internet data, 
cyberbullying, and COVID‑19

This study is motivated by the findings of Karmakar and 
Das (2020), which employed a Bayesian, time-varying lin-
ear Poisson autoregressive model to tweet counts containing 
keywords related to cyberbullying. Such an analysis was the 
first of its kind in this field. Their study, confined to the first 
half of 2020, concluded a rise in mean trend from March to 
April similar to that of COVID-19 cases and that the first 
lag accounted for most of the correlation. However, there 
is criticism to be made in that preliminary analysis. The 
choice of keywords along with lack of text analysis con-
fined the results to cyberbullying discourse rather than actual 
cyberbullying events. Cyberbullying attacks may precipitate 
awareness and discourse, but they do not follow the same 
time series. While their work collected data using web scrap-
ing, the current study pulls data directly from the Twitter 
API.

Another work by Bacher-Hicks et al. (2022), instead of 
using Twitter data, opts to use Google Trends, a site that 
provides time-series data for search intensities of search 
terms.3 This work studies search intensity of cyberbullying 
and bullying. Like the previous study, they do not depict 
the frequency of cyberbullying events exactly. Further, since 
the main model in our study is based on a Poisson distribu-
tion, which requires count data, we cannot use the TVBARC 

model on Google Trends data in attempt to replicate the 
study.

However, consider the two following similar findings 
from these works. The model fit by Karmakar and Das 
(2020) reveals an increase in mean trend from around March 
to May of 2020, while the model constructed by Bacher-
Hicks et al. (2022) shows that the deviation from predicted 
log search intensity increases roughly around the same time 
frame. One important distinction, though, is that the Bacher-
Hicks study includes data from before January 2020 and 
slightly after. Bacher-Hicks claims, further, that this rise in 
the March-May period was just an increase back to levels 
before the onset of the pandemic, and that COVID-19 had 
disrupted cyberbullying. In the absence of a wider time 
frame in Karmakar’s paper, one may conclude an increase 
in cyberbullying discourse on Twitter, but this may very 
well suggest a return to pre-pandemic levels as Bacher-
Hicks describes. Again, one cannot say that this necessarily 
extends to cyberbullying events, but how it becomes a trend-
ing topic over time. Furthermore, social media and search 
engines are used with different motives in mind, which may 
result in discrepancies in findings (Li et al. 2021).

The work done by Babvey et al. (2021) motivates our 
decision to employ an NLP model in an attempt to retain true 
cyberbullying events. They query Twitter for keywords asso-
ciated with abusive speech and then run a machine learn-
ing model to discard tweets that are likely not abusive. By 
using such methods, they are able to have more confidence 
that their data can represent actual cyberbullying events. 
They compare two sets of data collected before and after 
March 2020 to gauge the effect of COVID-19 and the associ-
ated interactions with cyberbullying. Their results show an 
increase in prevalence of abusive and hateful tweets once the 
pandemic-era lockdowns began.

Usage of NLP methods can help avoid the issue of cover-
ing cyberbullying discourse rather than potential cyberbully-
ing events. The use of a larger time frame along with a more 
continuous time-series approach allows one to see whether 
COVID-19 has a sustained effect on Twitter cyberbullying, 
or if previous findings may have been coincidences or one-
time occurrences. Now, the data collection and NLP filtering 
procedure are discussed.

3  Data collection and cleaning

A straight-forward way to access to Twitter data is by using 
the official Twitter API. To make the most use of the Twitter 
API, we were provided with an Academic Research License, 
granting us features such as the full-archive search. This is 
critical to our research, as it lets us search many years’ worth 
of data quite easily. We used the R programming language 
to interact with the API.3 https:// trends. google. com/.

https://trends.google.com/
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3.1  A foreword on the Twitter API

Unfortunately, the algorithm used by the Twitter API to 
sample tweets is unknown. As studied by Thelwall (2015), 
the search endpoint may not be comprehensive. However, 
the tweets that were not retrieved by its sampling proce-
dure are more likely to be spam. Other works (Morstatter 
et al. 2013) point out that the sampling tweets may result 
in decreased accuracy (as compared to alternative, costly 
methods to acquire every single tweet), but interestingly, the 
sampling algorithm recovers a higher proportion of tweets 
that are geo-tagged.

The nature of time-series analysis emphasizes these 
sampling issues. The subset of tweets taken from all match-
ing tweets may not be a fixed percent, so the relative sizes 
between daily counts is not preserved. Simple repetitions of 
identical requests may sometimes return more tweets seem-
ingly at random. Comparison with the number reported by 
the count endpoint is an enticing option for a couple reasons. 
The count endpoint returns much more consistent results 
through runs, and since it does not have to go through addi-
tional compliance that the search endpoint does, the data 
returned may be more complete.4 To this end, we take the 
percentage of relevant tweets from a given daily sample and 
multiply that percentage to the number reported by the count 
endpoint. Selection of relevant tweets is described below.

3.2  Collection procedure

To collect a representative dataset, we first sample tweets 
using the search endpoint to access their textual content. A 
list of keywords must be assembled to query for in both the 
search and count endpoints. As a starting point, we reference 
a lexicon provided by Wiegand et al. (2019). It contains a 
list of words each with a score rating its abusiveness accord-
ing to their trained model. One may notice that identical 
words appear more than once (as a verb and as a noun, for 
instance), and hence we only keep the highest score and 
discard the other entries. From this adjusted list, the 100 
highest ranking words were taken.

For comparison purposes, we reference two similar stud-
ies of cyberbullying analysis (Nand et al. 2016; Cortis and 
Handschuh 2015). Their lists of keywords are different and 
are only composed of about 25 and 10 words, respectively. 
To test the efficacy of our 100 keywords, we sample tweets 
in January 2020 using our original list of words, specifying 
no retweets, written in English, and based in the USA. We 
then count the number of tweets each keyword in our list 
appeared in, including keywords in the other studies that 
were not in our original list. Based on numbers of tweet 

occurrences, we again take the 100 highest performing 
words.

With this new list that combines information from the 
aforementioned studies, we use the search endpoint to query 
the entirety of 2019, 2020, and 2021. Like before, we specify 
no retweets, tweets written in English, and tweets from the 
US, but this time we also specify no promotional tweets. 
Each day contains anywhere between 400 and a couple thou-
sand tweets with their textual content. In total, we collected 
1,004,466 tweets. The same query is also used for the count 
endpoint to collect daily counts. Once the full data set is 
assembled into a data frame, the results are written into CSV 
files for storage.

3.3  A pre‑trained NLP model for pre‑processing 
data

As discussed before, in order to assemble a time series of 
cyberbullying events, certain assumptions may be made. 
Using user profile information in a large-scale time-series 
context may prove to be difficult, and thus we choose to 
make assumptions that make the processing analysis more 
straightforward. Encouraged by our choice of NLP model 
(Barbieri et al. 2020), we use two potential proxies for cyber-
bullying, being the hatefulness and offensiveness of textual 
content of tweets. By denoting tweets that meet a certain 
threshold as those most likely to be cyberbullying events, we 
can easily construct a time series to perform ensuing analy-
ses. The provision of NLP as a filtering mechanism is an 
improvement that has great potential in cutting down spam 
and irrelevant tweets, whereas previous work only relied on 
the number of matching tweets based on keywords Karma-
kar and Das (2020). The NLP model in question is available 
freely for use on HuggingFace 5 .6

To use these models, we work with the Python language 
in Google Colaboratory ,7 which provides a high perfor-
mance cloud computing environment and greatly simplifies 
set-up of packages and other dependencies. Instructions for 
basic setup to use HuggingFace are found on the website.8 
Template code for using the models is found on the model 
pages. While there is a text pre-processing step that is part of 
the template code, it does not contain the additional step of 
removing line-breaks that the authors of the model, Barbieri 
et al. (2020), used in their own analysis, so it was added to 
the text pre-processing function. We also converted all text 
to lowercase to handle erratic capitalization and removed 
duplicate white space. The fitting procedure was generalized 
to collections of text using a for loop.

4 https:// devel oper. twitt er. com/ en/ docs/ twitt er- api/ tweets/ counts/ intro 
ducti on.

5 https:// huggi ngface. co/ cardi ffnlp/ twitt er- rober ta- base- offen sive.
6 https:// huggi ngface. co/ cardi ffnlp/ twitt er- rober ta- base- hate.
7 https:// resea rch. google. com/ colab orato ry/.
8 https:// huggi ngface. co/ course/ chapt er0/1? fw= pt.

https://developer.twitter.com/en/docs/twitter-api/tweets/counts/introduction
https://developer.twitter.com/en/docs/twitter-api/tweets/counts/introduction
https://huggingface.co/cardiffnlp/twitter-roberta-base-offensive
https://huggingface.co/cardiffnlp/twitter-roberta-base-hate
https://research.google.com/colaboratory/
https://huggingface.co/course/chapter0/1?fw=pt
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Using two of their models, we can produce the probability 
of tweet being offensive and the probability of a tweet being 
hateful. To filter out irrelevant data, we must properly select 
thresholds for each of these scores. Motivating this discus-
sion, we first observe a few example Tweets (identifying 
information is censored), where H denotes the hatefulness 
score and O the offensiveness score according to the NLP 
model.

@USER @USER Then Dr. Fauci and others should speak 
out every single day and defend the health and safety of US 
Citizens. (H: 0.07, O: 0.10)

@USER Thanks. Now she needs to make it through 
intensive care tonight (H: 0.03, O: 0.04)

@USER @USER @USER @USER @USER @USER 
IF ANY of these african migrants have ebola-can’t that 
be spread thru water? or am I wrong? I thought ebola 
was spread w/fluids-any body fluids-can anyone inform 
me?thanks in advance. (H: 0.62, O: 0.16)

I feel like we all went to school with a bitch like this and 
wanted to shove her down the mf stairs [URL] (H: 0.86, O: 
0.92)

One particular aspect the model is good at is removing 
Tweets that are clearly not hateful or offensive, and are 
hence very unlikely to be cyberbullying, so filtering out 
Tweets with lower scores on these metrics may help retain 
better tweets. However, while not depicted, randomly sam-
pling tweets with a high offensiveness/hatefulness rating 
returned many tweets containing African-American English 
Vernacular, where the content of the tweet is not necessarily 
a cyberbullying event. This is part of a larger issue of sys-
temic racial bias in a large swath of hate speech and abusive 
language datasets (Davidson et al. 2019). Unfortunately, not 
much can be done about this in this context without further 
complicating the study, potentially going out of scope of 
the original intentions. At the very least, we can be confi-
dent that many tweets not indicative of cyberbullying will 
be removed after filtering, so the dataset will be relatively 
more representative even with the aforementioned issues.

3.4  Subsetting truly offensive or hateful tweets

Due to our assumption of hatefulness and offensiveness as 
indicators for cyberbullying, we have two different metrics 
to work with to help determine whether a tweet may be 
recorded as a cyberbullying event. We do this by selecting 
thresholds for each of these metrics to filter out irrelevant 
data. To begin, we first explore the distribution of the scores 
themselves. In Fig.  1, one may notice that the scores of 
offensiveness are bimodal with peaks 0–1, with fewer tweets 
near the center. The high presence of tweets near 1 is likely 
related to the nature of the query. In the construction of the 
model by Barbieri et al. (2020), they used a dataset created 
by a different group for a similar task. The creators of said 

dataset, Zampieri et al. (2019), describe a tweet as offensive 
if “it contains any form of non-acceptable language (profan-
ity) or a targeted offense... This category includes insults, 
threads, and posts containing profane language or swear 
words.” Thus, if our query contains many profane keywords, 
we are likely to see many tweets with a high predicted prob-
ability for offensiveness.

On the other hand, hatefulness scores are mostly lower 
than 0.25, and much fewer tweets have scores beyond. To 
reiterate, the model was fine-tuned to detect hatefulness 
against two target groups, being women and immigrants. 
The lower presence of high-probability tweets can be par-
tially explained by queried words, as they lack many words 
that are explicitly targeting women or immigrants, such as 
those used by the authors of the dataset (Basile et al. 2019).

There are some tweets which the model failed to fit. 
These tweets all contained copious amounts of emojis 
which caused issues with the model’s tokenizer. Out of the 
1,004,466 tweets in this study, only seven failed to process. 
Each of these tweets occurred on a different day, making it 
exceedingly unlikely for them to affect analysis.

Now we observe the effects of subsetting tweets with 
scores strictly greater than a certain probability threshold, 
getting the percentage of those tweets from their respec-
tive daily sample, then multiplying that percent to the 
number reported by the count endpoint. Different thresh-
olds are used, and the series is superimposed by a GAM 
smoother. The results for this process, varying offensive-
ness while fixing hatefulness, are displayed in Fig.  3. 
The local maxima are kept intact until accepting only 
larger scores of greater than 0.8. Likewise, for filtering 

Fig. 1  Modeled probabilities of offensiveness/hatefulness of tweets 
according to the NLP model
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on hatefulness in Fig.  4, the data are much more sensitive 
to applying greater thresholds. When applying a threshold 
of 0.05 on hatefulness, the values in January 2019 were 
around 60,000, and then hovered around 45,000 until 
2021. A similar pattern is exhibited when thresholding 
at the much greater value of 0.5 on offensiveness. These 
results are a consequence of the distribution of overall 
scores as shown in Fig.  1, with offensiveness scores 
being bimodal near 0 and 1, while hatefulness clusters 
near 0 and tapers off rapidly.

Now we are tasked to choose a threshold for our data-
set, then feed this data into the TVBARC model. In some 
problems, 0.5 may be used, but we know from reality that 
the occurrence of cyberbullying events is not as com-
mon as that would suggest. However, given that our query 
contains keywords associated with abusive behavior, it 
is possible that the proportion of cyberbullying events 
among the collected tweets will be higher. Other consid-
erations include the NLP models’ performance on their 
associated test data. The M-F1 score for the hateful-
ness model is around 50, whereas for offensiveness, it is 
around 80 (Barbieri et al. 2020). An additional factor is 
the TVBARC model itself, which may fail to converge if 
the data points are too large in magnitude. From above, 
one can observe that increasing the minimum offensive-
ness threshold does not greatly alter the structure of the 
time series, so it can be used to cut down on the scale as 
necessary (note that these threshold parameters can be 
freely tuned to a desired sensitivity). However, making 
the threshold too high may result in many 0 s in the series, 
which is especially true when filtering on hatefulness. 

Not all offensive speech is considered cyberbullying, but 
hate speech can contain offensive speech like slurs, in 
this case directed to women or immigrants, which may 
be associated with cyberbullying. That being said, the 
data set has a nonzero number of tweets that lack offen-
sive content but have a high probability of being hateful. 
Therefore, it would be wise to increase the threshold on 

Fig. 2  Daily count of total tweets containing queried keywords, 
2019–2021, superimposed by a 30-day centered rolling average

Fig. 3  Results of subsetting method using offensiveness

Fig. 4  Results of subsetting method using hatefulness
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offensiveness as necessary to allow model convergence 
and primarily focus on altering the hatefulness threshold.

In this study, we will use two separate thresholds for 
comparison. First, some notation is established. An x/y 
filter will refer to a filter that only accepts tweets with 
offensiveness probability greater than x

100
 and hatefulness 

probability greater than y

100
 . In this notation, the two fil-

ters used are 25/0 and 25/50. Using these, of interest is 
rudimentary comparison with prior results before we fit 
to the TVBARC model. To motivate the use of this model, 
a visual analysis on the counts is performed.

4  Visual analysis on the raw and filtered 
counts

A visual analysis, similar to that done by Karmakar and Das 
(2020), allows one to deduce some trends and patterns. How-
ever, certain issues will limit the efficacy of such an analysis 
and justify implementation of a statistical model. First, we 
focus on the counts provided by the count endpoint with no 
thresholding, observed in Fig.  2.

Starting in 2019, one sees a sudden drop in counts, which 
levels out until the end of 2020. In 2020, there is a promi-
nent peak in April, which roughly agrees with the findings 
of Karmakar and Das (2020). Throughout the rest of 2020, 
there are several spikes, but they are not persistent. When 
2021 begins, the counts drop yet again, but unlike 2019, the 
counts stay at these lower levels.

In both 2019 and 2021, one observes a decrease in counts 
in the beginning of the year, though this does not occur in 
2020. Instead, there are many large peaks though with an 
overall downward trend. In 2021, the downtrend acceler-
ates and soon levels off. It is possible that with the advent 
of COVID-19, the typical downward trend was disrupted as 
lockdowns and social isolations precipitated increased internet 
use (Candela et al. 2020). The significant decrease may also 
be related to the findings of Bacher-Hicks et al. (2022) in their 
study, which uses Google search frequencies and bullying sur-
veys to study the change in cyberbullying-related searches 
over time. The study shows that the log search intensity of 
school bullying and cyberbullying significantly decrease near 
the end of 2020 and beginning of 2021. But since one time 
series involves profanity and potentially hateful language on 
social media, and the other search engine data about bullying, 
it is possible that this is a coincidence. Additionally, due to 
the lack of thresholding, one cannot say that the frequency of 
cyberbullying events also follows the same trend.

We revisit the effects of thresholding, but now in the con-
text of identifying trends. In Fig.  3, as the offensiveness 
threshold increases, the peaks shrink, and the trend begins 
to flatten. Note that it takes a threshold of 0.9 to induce 
some significant flattening. However, when thresholding on 

hatefulness, it only takes a threshold of 0.2 to achieve a simi-
lar degree of flattening. By the time we increase it to 0.5, the 
time series may appear constant, as shown in Fig.  5, which 
shows the different threshold settings in 2020. In both the 
raw and 25/0 time series, the peaks are easily identifiable, 
and thresholding on offensiveness works to reduce the scale 
while preserving the peaks. When using a large hatefulness 
threshold such as 0.5, prominent peaks disappear.

We are not necessarily satisfied with the analysis of the 
raw or 25/0 data since it may not represent the actual fre-
quency of cyberbullying events. Further, it is also clear that 
applying any reasonable threshold on hatefulness may cause 
the time series to flatten out, making it difficult to identify 
trends visually. Therefore, to identify trends in abusive 
tweets, we must employ a statistical model.

5  Statistical modeling and analysis

While there are many models we can choose from to study 
this data, we opt to employ a time-varying Bayesian autore-
gressive count (TVBARC) model based on Poisson ran-
dom variables (Roy and Karmakar 2020). There are many 
advantages to using this form of model, such as mitigating 
small sample-size, accounting for dependence, modeling 
subtle rather than abrupt change, and only needing a sin-
gle parameter. More information on the motivations of the 
model, including in the context of Twitter data, is available 
in previous works of one of the authors (Karmakar and Das 
2020; Das et al. 2020; Karmakar and Das 2021).

Fig. 5  Total counts and filtered counts in 2020
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Suppose Zt represents the true counts of all tweets, sat-
isfying the query, that are as hateful and offensive as our 
threshold dictates. Let the time series provided by the count 
endpoint be Yt . Now let pt be the proportion of sample 
tweets on day t that meet the threshold requirements, with 
0 ≤ pt ≤ 1 for all t. Then, we estimate series Zt by

For this model, the conditional distribution for a count time 
series Xt given Ft−1 = {Xi ∶ i ≤ (t − 1)} is

where

Furthermore, �(t∕T) is the mean trend at time t, and ai(t∕T) 
is the effect of the ith lag at time t. For the parameters that 
very over the time, a constraint on the parameter space is 
given as follows

In order to sample for our desired parameters, we construct 
a likelihood function corresponding to (2) given by

The priors are given as

Ẑt = Xt = ptYt

(1)Xt ∣ Ft−1 ∼Poisson(�t)

(2)�t = �(t∕T) +

p
∑

i=1

ai(t∕T)Xt−i

(3)
P1 = {𝜇, ai ∶ 𝜇(x) > 0, 0 ≤ ai(x) ≤ 1,

sup
x

∑

k

ak(x) < 1}.

(4)

L1 ∝ exp

( T
∑

t=p

[

− {�(t∕T) +

p
∑

i=1

ai(t∕T)Xt−i

}

+ Xt log
{

�(t∕T) +

p
∑

i=1

ai(t∕T)Xt−i}
]

−

K1
∑

j=1

�2
j
∕(2c2) −

p
∑

l=0

�2
l
∕(2c1)

)

10≤�ij≤1

(5)�(x) =

K1
∑

j=1

exp(�j)Bj(x),

(6)ai(x) =

K2
∑

j=1

�ijMiBj(x), 0 ≤ �ij ≤ 1,

(7)Mi =
exp(�i)

∑p

k=0
exp(�k)

, i = 1,… , p,

(8)�l ∼N(0, c1), for 0 ≤ l ≤ p,

The Bj terms above are B-spline basis functions and the 
induced prior is supported by P . Additional details on the 
restrictions, as well as a verification of the support, can be 
found in Karmakar and Das (2020), as the very same model 
is used. We apply this model to the estimation Xt of the true 
counts Zt.

The fitting of the model over a count time series provides 
the mean trend of the series over time, as well as the coef-
ficient values of the different autoregressive terms. From 
this one can deduce how the frequency of offensive/hateful 
tweets changed over time, as well as which lags are most 
related to each other. In the fitting procedure, we generate 
two models that differ in up to how many lags are repre-
sented. One contains up to lag 10, and the other 15. Gen-
erally, the mean trend captured is the same between these 
two models, though the width of the credible intervals may 
change. Exceptions to this will be mentioned when relevant.

5.1  Analysis of model fits on Twitter data

We now discuss the results of the model fits for each base 
using different threshold or lag settings. Figures for model 
fits are included in the appendix due to size. The top half of 
a given figure shows the value of �(⋅) , given by Eq.  (5). The 
grey bands for this function are its associated 95% credible 
intervals. The bottom half shows, for each lag i, the value of 
ai(⋅) as in Eq.  (6). When an individual lag i is mentioned in 
the discussion, it is referring to the value of ai(⋅).

Beginning with 2019, there is no significant difference 
between the results of the lag 10 and lag 15 model, so we 
only focus on lag 10. Figure 8 displays the mean trend 
and coefficient values of the count data in 2019 by filter-
ing on tweets with offensiveness greater than or equal to 
0.25. As shown in Fig.  3, for low thresholds, this filter 
reduces the scale of the original data set, preserving all 
structure, so this can be interpreted as a scaled down ver-
sion of the original count data. Here the credible intervals 
are quite small, so if the true counts were to be distributed 
by a 10-lag process, the mean trend would look like this. 
However, we also see no dependence on any lag besides 
the first. In the analogous model fit for the 25/50 data in 
Fig.  9, which focuses more on hateful tweets, we see a 
similar mean trend, capturing the peak between July and 
October. However, lag 7 becomes a lot more significant, 
and an earlier peak in the month is revealed. This pro-
cess shows that the modeling procedure can uncover local 

(9)�j ∼N(0, c2) for 1 ≤ j ≤ K1,

(10)�ij ∼U(0, 1) for 1 ≤ i ≤ p, 1 ≤ j ≤ K2.
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extrema even when the process looks almost constant, like 
in Fig.  5 with the 2020 data.

The fits for 2020 are in Figs. 10 and 11. The trend cap-
tured between the two threshold settings is roughly the same. 
However, the credible intervals for the model passing only 
more hateful tweets are much wider. In the 25/50 setting, 
lags around 7 start to get a bit more significant. One may 
also directly compare this to previous results. In Karmakar’s 
previous work, the peak of cyberbullying discourse occurred 
in April-May 2020, while in this setting, the peak in offen-
sive and hateful tweets occurred later in the year, between 
July and October (Karmakar and Das 2020). A smaller peak 
near the beginning of the year is also observed. Compared 
to the previous study, the fits here have much wider credible 
intervals as well.

In the year of 2021, fitting the data through the 25/50 
filter to the TVBARC model resulted in very different out-
comes when using lag 10 (Fig.  12) as opposed to 15 (Fig.  
13). For the 25/0 data, there is no major difference besides 
credible intervals and mean trend magnitude. There is an 
exceedingly rough similarity between the lag 10 and lag 
15 model, but it is obfuscated by the very wide credible 
intervals in the lag 10 model. Yet in both models, lag 7 is 
important, as the coefficient value for this lag overtakes lag 1 
during certain periods. In the lag 10 model, lag 6 is relevant, 
while in the lag 15 model, lag 13 is important. The results 
are similar, since if there is a weekly effect, one could also 
observe a “biweekly” relationship as well. Any dependence 
on lag p may cause lag p + 7 to be significant.

In general, when modeling the data on the 25/0, a scaled 
version of the raw counts, we most often do not see any 
weekly effect. However, when only considering tweets with 
hatefulness probability greater than 0.50, there is a very 
noticeable weekly effect, bringing out lags like as 5, 6, 7, 
13, and 14. From this, we can infer that the frequency hateful 
tweets similar to those captured in the study have noticeable 
weekly seasonality that goes otherwise unobserved when 
looking at the raw counts. Additionally, the yearly pattern 
of two peaks in the beginning and end of the year roughly 
holds for 2019, 2020, and 2021. This implies that this time 
series also has a strong yearly seasonality. Furthermore, the 
mean of the hateful tweets, in most cases, follows a similar 
mean trend as the 25/0 series. Since this is just a scaled down 
version of the total data, the trend of hateful tweets mirrors 
that of the raw counts. This makes some sense since the 
filtering process takes a percentage of these counts. How-
ever, it may also reveal that the proportion of hateful tweets 
out of all tweets on a certain day remains about constant 
throughout time.

Next, correspondences with COVID-19 case counts are 
discussed in order to gauge possible relationships between 
the two time series.

5.2  Analysis in the context of the COVID‑19 
pandemic

By analyzing only tweets sourced from the USA, we may 
focus on COVID-19 counts from the same country. Depicted 
in Fig.  7 are the daily confirmed COVID-19 cases, taking 
a 7-day rolling average, provided by Ritchie et al. (2020). 
Beginning in 2020, there are consecutively larger peaks at 
around March, July, and October-December. We see a steep 
drop beginning near 2021, picking up during August-Octo-
ber. There is an exponential increase during the beginning 
of 2022.

As the visual analysis of the tweets in the study by Karma-
kar and Das (2020) did not necessarily reveal all information, 
it is advisable to fit the COVID data into some model to bet-
ter compare to the modeled Twitter data. Fortunately, since 
daily new cases of COVID-19 are a count time series, we can 
use the same model as before to reveal information about the 
mean trend and significant lags. Using the same data set from 
Ritchie et al. (2020), we examine daily new cases in the US 
each day from January 23, 2020, to December 31, 2021 (since 
case data was not available early in the month of January 
2020). We separately model the years of 2020 and 2021 and 
this time only use up to 10 lags. Note that because COVID-19 
did not gain traction in the US in 2019, the modeled Twitter 
data in that year can be seen as a sort of experimental control 
for what the time series typically looked like pre-pandemic.

Knowing the pandemic began at around 2020, we compare 
each year’s model to see if there are any changes. Starting in 
2019 with Fig.  9, there is a peak in the first few months of 
the year, and then another during July-October. This same 
structure is also observed in 2020, as shown in Figs. 10 
and 11, as well as 2021, in Figs.  12 (roughly) and 13. While 
the trend structure is similar, indicating the importance of 
seasonality, one distinction is that the secondary peak is larg-
est in magnitude in 2020 (mean trend of 3000), followed by 
2019 (about 2500) and then 2021 (about 1600). The largest 
peak occurring in 2020 is slightly corroborated by previous 
findings (Karmakar and Das 2020). Further, with each year 
the second peak persists for longer. This may be related to a 
variety of things, such as increased transmission during the 
winter, as COVID-19 proliferation rates can change signifi-
cantly with temperature (McClymont and Wenbiao 2021), 
prompting more isolation and thus internet use, or increased 
cyber-aggression as a psychological response to the external 
stress of the pandemic (Wang et al. 2022).

Furthermore, a direct comparison between the mean 
trends can be made with each year of data to see if there are 
possible relationships. Consider the mean trend of tweets 
in Figs.  11 and  14. There are peaks in the mean trend at 
around October 2020, and the lag 1 coefficient follows a very 
similar pattern, oscillating with a peak in the summer and a 
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decrease in the fall. This offers some more credibility into 
the notion that potential cyberbullying events and COVID-
19 cases increased in parallel. Now, for the year 2021 as 
shown in Figs.  12 and 15, one can observe the wider cred-
ible interval for each of the mean trends. There is a rough 
correspondence in peak trend in July, but it is obfuscated by 
the very wide intervals. More noticeable is the fact that both 
datasets are most influenced by lag 1 and 7, with the Twit-
ter data set also containing other somewhat significant lags.

For the Twitter data, the mean trend structure’s similarity 
across these three years begs the question of whether earlier 
results were more of a coincidence. More specifically, pre-
vious results show that cyberbullying discourse increased 

roughly the same time as COVID-19 cases began to rise 
(Karmakar and Das 2020). While these peaks occur at about 
the same time every year, it is important to note the change 
in magnitude throughout the years, dipping significantly in 
2021. One may argue that the beginning of the pandemic 
may have brought about a sudden increase in abusive con-
tent, but as time progressed, the overall effect was to reduce 
such content. This angle is supported by findings using 
Google Trends (Bacher-Hicks et al. 2022).

It is also possible to study the proportions of hateful 
tweets, represented by pt in the model definition. These 
proportions give a better idea as to the relative frequency 
of abusive events, as the previous time series studied can 
be affected by the overall number of active users. Figure 6 
displays the proportion of daily tweets in the daily sample 
that meet the 25/50 threshold setting with a GAM smoother. 
The data are extremely noisy, but the smoother reveals a 
slight downward trend beginning just before 2020, suggest-
ing a steady decrease in the proportion hateful content as the 
pandemic progressed.

6  Discussion

In this work, we use the official Twitter API’s search end-
point to collect tweets contained keywords associated with 
cyberbullying over a period of 3 years. After running these 
tweets on an NLP model, we calculate the proportion of 
relevant tweets out of all tweets sampled that day using two 
metrics, hatefulness and offensiveness. It is our assumption 
that these metrics are useful in seeing whether a tweet could 
be considered cyberbullying or not, and that increased hate-
ful content correlates with increased cyberbullying. The 
aforementioned proportion of tweets is then multiplied to 
the count endpoint’s associated number, which is shown to 
be more reliable and thorough. From this we can construct 
a time series that is insensitive to the irregularities in daily 
sample sizes and better approximates the true number of 
hateful or offensive tweets.

The results show that the mean trend pattern of hateful 
tweets remains very similar through 2019, 2020, and 2021. 
Previous work posits that increased cyberbullying discourse 
happens in parallel with larger case counts (Karmakar and 
Das 2020), which can be seen in our own results with the 
parallel increase in mean trend in Figs. 11 and 14. However, 
we also notice that these peaks in the Twitter data occur 
in similar time frames in each of these years, including 
2019 when the pandemic was not in full force. Other work 
suggests that cyberbullying may have been disrupted by 
COVID-19, as the log search intensity on Google of cyber-
bullying and bullying terms decreases in 2021 (Bacher-Hicks 
et al. 2022). Our work shows that the findings of Karmakar 
and Das (2020) may have been a result of lack of data and 

Fig. 6  Proportion of tweets meeting the 25/50 threshold out of the 
entire daily sample superimposed by a GAM smoother

Fig. 7  7-day average of confirmed COVID-19 cases in 2020–2021
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Fig. 8  Mean trend and AR coefficients of Lag 10 model on 2019 
Twitter data with 25/0 filter

Fig. 9  Mean trend and AR coefficients of Lag 10 model on 2019 
Twitter data with 25/50 filter

Fig. 10  Mean trend and AR coefficients of Lag 10 model on 2020 
Twitter data with 25/0 filter

Fig. 11  Mean trend and AR coefficients of Lag 10 model on 2020 
Twitter data with 25/50 filter

suggests that hateful content may have decreased overall, 
agreeing with Bacher-Hicks et al. (2022). One must take 
these correspondences with a grain of salt, due to the impor-
tant differences between social media and search engine data 
(Li et al. 2021).

While the mean trend may have remained roughly similar, 
there are slight differences across the years. The second-
ary peak during the latter half of the year grows increas-
ingly wide every year, which may be a consequence of virus 

proliferation in winter months and lifting of non-pharma-
ceutical interventions like lockdowns and mask mandates 
(McClymont and Wenbiao 2021; Singh et al. 2021). How-
ever, these findings may be a consequence of more active 
Twitter users, rather than a true increase in abusive content.

Additionally, from the important seasonal lags revealed in 
the model fit’s AR coefficients, the seasonal effect is likely 
the most significant factor in determining the quantity of 
potential cyberbullying events. Further, both the trend of 
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Twitter data and daily case counts in 2021 (Figs.  12, 15), 
are both heavily influenced by lags 1 and 7.

To summarize the possible effect of the pandemic, it is 
observed that the mean trend of tweets suddenly grows with 
the introduction of the pandemic but then cuts down signifi-
cantly a year into it. Along this line, there is an increase in 
volume of potential cyberbullying tweets from 2019 to 2020, 
while there is a decrease from 2020 to 2021. This can be 
attributed to the raw number of hateful tweets decreasing as 
shown in Fig.  2, while the proportion of hateful tweets out 

of a given day’s sample also decreases across the same time 
frame (Fig.  6). Both the Twitter and COVID-19 case time 
series are influenced by seasonal lags, indicating a weekly 
effect.

6.1  Limitations and suggestions for future research

A major limitation of this study is the uncertainty of 
how much hateful and offensive content correlates with 

Fig. 12  Mean trend and AR coefficients of Lag 10 model on 2021 
Twitter data with 25/50 filter

Fig. 13  Mean trend and AR coefficients of Lag 15 model on 2021 
Twitter data with 25/50 filter

Fig. 14  Mean trend and AR coefficients of Lag 10 model on 2020 
COVID-19 new case data

Fig. 15  Mean trend and AR coefficients of Lag 10 model on 2021 
COVID-19 new case data
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cyberbullying events. This problem is exacerbated by racial 
biases in many training data sets online, the effects of which 
being noticeable in our own data. Further, it must be stressed 
that data of this nature in general cannot imply causal rela-
tionships between COVID-19 case counts and cyberbully-
ing trends. As an example, note the finding of decreased 
hate speech quantity as well as proportion over the course 
of recent years. COVID-19 cases may not be a direct cause 
of this, and one may have to address several sources of con-
founding, such as increase internet usage precipitated by 
lockdown measures (Candela et al. 2020).

The study’s immediate results can only be used to infer 
about the approximate state of cyberbullying events in the 
USA among English-speaking Twitter users. One also 
cannot be certain that the selection of keywords produces 
a good sample to pull out potential cyberbullying events 
from. While pulling geo-tagged tweets helps in collecting 
a more thorough sample (Morstatter et al. 2013), Twit-
ter’s sampling algorithm remains unknown and produces 
unique issues for time-series analysis, such as whether it 
maintains a fixed sampling rate to maintain structural rela-
tionships in the count series. Additionally, the NLP model 
used (Barbieri et al. 2020) is not necessarily state-of-the-art 
and was employed for its availability and ample documen-
tation, rather than seeking the best performing algorithm 
known, incorporating more complex information such as 
social media structure and user information (Cheng et al. 
2019a; Dadvar et al. 2013). Thus, the model’s predictions 
on what it considers offensive or hateful may not be the 
most accurate. Further, the hate speech the NLP model is 
concerned about is primarily against women and immigrants 
as opposed to a broader scope of hate speech including, for 
instance, racism and homophobia. And again, the assump-
tion that hateful tweets correlate with cyberbullying is not 
thoroughly justified.

Additionally, due to the importance of the weekly and 
yearly seasonality in the studied time series, employing 
a seasonal model in future work would better reflect the 
dynamics of the data. One may also consider integrating 
spatial methods as well, where the data set is broken down 
into several regions where the analysis is performed inde-
pendently, like the work done by Babvey et al. (2021). This 
spatial analysis can be augmented with a similar daily count 
time series for a continuous analysis across several regions. 
It is also possible to use methods of Vector Auto-regression 
(VAR) to model several time series simultaneously, such as 
COVID-19 cases, abusive tweets, and search engine data. 
While not specifically studying cyberbullying, studies using 
VAR methods show the possibility of predicting suicides 
using search engine data (Taira et al. 2021) and COVID-19 
cases with a great variety of variables (Wang et al. 2021b). A 
potentially challenging but rewarding avenue would be being 
able to maintain the ability to construct a count time series 

while employing more complex prediction models such as 
those in Cheng et al. (2019a); Dadvar et al. (2013). One may 
also consider a similar Bayesian analysis as in this paper 
while recruiting more time series variables from Ritchie 
et al. (2020), such as vaccinations, ICU admissions, and 
deaths, all of which are count data.

Appendix: Bayesian model fit graphs

See Figs. 8, 9, 10, 11, 12, 13, 14 and 15.
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