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Abstract
Social media and web have become popular platforms of information sharing, knowledge gathering, expressing sentiments, 
perceiving choices regarding products and services through major news sources, and an active channel for marketing. Hence, 
with these promising features comes the threat of misinformation propagation, leading to undesirable effects. Therefore, 
accurate verification of fraudulent content on time is in high demand. Hence, to tackle this problem, we proposed a novel 
framework WSCH-CNN (web scrapping content heading CNN) model which counters the issue of fake (or mislead) news 
using convolutional neural networks (CNN). The framework consists of two CNN models named content model and heading 
model, which are used to find the linguistic similarities in fake news, and classifies them into real news or fake news. Both 
the models are evaluated on two publicly available datasets, namely Kaggle dataset and fake news challenge dataset, and two 
self-compiled real-world datasets, namely text dataset (text dataset of news articles) and multimedia dataset (Image dataset 
compiled from Facebook and Twitter), using accuracy, precision, recall, and F1 score as evaluation metrics. Moreover, the 
recognition accuracy achieved on these datasets is compared with similar state-of-the-art results. The proposed WSCH-CNN 
model proved quite successful in detecting the fake news with a high accuracy of 85.06% on multimedia dataset, 94.16% for 
heading model and 85.32% for content model which supersedes the state-of-the-art.

Keywords Authenticity of news images · Convolutional neural network · Classification of the news · Fake news · Social 
media

1 Introduction

Recent days, it has been observed that social media plat-
forms are becoming a powerful tool for dissemination of 
information to the users. In present days, social media is 

one of the most emerging media platforms and widely used 
throughout the world (Nisar et al. 2019). Online platforms 
provide freedom of expression to the users, which gives 
rise to a massive carnival of user-generated data present in 
the form of text, image, audio, and video (Viviani and Pasi 
2017). These unverified and unauthenticated volumes of 
information are creating an epidemic of fake news, which 
led to the problem of users being misled. The total effect of 
being misled on social media has a very adverse effect in 
terms of sentiments of people, their perceptions, and choices 
being made in the future (Wessel et al. 2016). Therefore, 
social media platforms need to reach an equilibrium state 
in the tradeoff between an individual’s freedom to post and 
welfare of the public.

The proliferation and real-time effect of social media are 
such that breaking news appears on microblogs first, before 
making it through the traditional media outlet. The news 
related to the death of Osama bin Laden was first broke out 
on Twitter, and millions had rapidly dispersed it through 
their Twitter and Facebook pages long before the US presi-
dent officially announced it on the public media. Along 
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with the text, images are also circulated on microblogging 
platforms to strengthen the authenticity of a breaking news 
story, as some platforms support fixed-length text messages. 
Debunking fake news, both in text and multimedia format at 
an early stage of diffusion, is particularly crucial to minimize 
their harmful effects (Singh and Sharma 2022; Garg and 
Sharma 2020).

Figure 1 shows some famous examples of fake news arti-
cles which are embedded in images (courtesy Facebook). 
Every day in our life, each one of us encounters fake news 
in one way or the other, which affects us in some way. It 
was observed that during the US presidential election, there 
were thousands of the times the fake news were circulated 
over social media platforms on the US presidential election. 
Tang et al. (2011) and Cheung et al. (2015) demonstrations 
how content circulates over the social media, and the fake 
news is a chunk of such content. What makes the situation 
more complicated is “name theft of authoritative media” 
(Niu 2008), which has more effect on content users as it 
makes them believe that the event is real. Many times, it 
has been seen that the trending topics (Aiello et al. 2013) on 
social media are reported as fake news.

The problem of fake news is now getting the attention of 
many researchers (Meel and Vishwakarma 2019), and the 
researchers are working hard to come up with a solution. 
The study in this field can be broadly divided into two cat-
egories, such as algorithms used for processing text data in 
the image and algorithms used for processing only the text 
data. The image-based algorithms extract various features 
of the images to train a model to classify images based on 
these features. The text-based algorithm mainly uses text 
pattern and matches them with already existing patterns of 
fake news, which is popularly termed as Linguistic method-
ology (Sharma et al. 2022; Singh and Sharma 2021).

The earlier works in the field of fake news mainly focused 
on processing the input data in the form of images and 
extracts visual and statistical features (Jin et al. 2017) from 
the image related to the news. Elkasrawi et al. (2016) process 
the previous occurrences of the image on the web to check 
its authenticity. The question which remains unanswered is 
given as follows: what if there is no image associated with 
the news event? In such cases, present system fails to provide 
an accurate classification. To overcome this limitation, we 
propose a model to tackle the problem of fake news with 
textual data, which can further be used with images.

2  Research objectives

The main goal of this work is to develop a novel framework 
which helps in truth analysis of information available on 
the social media platforms in the form of images and text. 
In recent time, CNN-based text classification has taken its 
toll and is being proved quite useful in text classification and 
categorization (Kim 2014; Conneau et al. 2016; Jhonson and 
Zhang 2015). The simplicity and high prediction accuracy of 
CNN make it suitable for handling the problem of detection 
of fake news. To our best knowledge, this is the first attempt 
to analyze the problem of fake news for multimedia data in 
which instead of using statistical and visual image features, 
image text is being extracted, and web scraping technique 
is used with verification of links by developing a verified 
sources model. Finally, headlines and text from the verified 
links are being analyzed with the CNN model separately. 
The proposed framework consists of two CNN-based mod-
els, namely content model (CM) and heading model (HM). 
A model is designed and developed after a feasibility study 
of ground truth, which includes earlier state-of-the-arts. The 

Fig. 1  Images of fake news on social media



Social Network Analysis and Mining (2023) 13:24 

1 3

Page 3 of 14 24

significant contributions of the proposed work are summa-
rized as follows:

• We propose a novel framework WSCH-CNN (Web 
Scrapping Content Heading CNN) model for detecting 
the fake news which spreads through multimedia data on 
social media platforms like Facebook and Twitter. The 
entire framework is divided into four major units: pro-
cessing unit, verified sources model, CNN model, and 
decision-making unit. We have developed deep learning-
based CNN models, namely content model (CM) and 
heading model (HM) for separately classifying the head-
ings and contents of the reliable links into fake and real. 
Both the CNN-based models are trained on Word2Vec 
model.

• We have manually prepared a bag of word model called 
as verified sources model (VSM), which contains a list of 
authenticated media houses and newspapers. The VSM 
model categorizes a link into reliable or unreliable.

• In order to test the efficacy of the proposed WSCH-CNN 
framework, the model is evaluated on two publicly avail-
able text-based datasets, namely Kaggle dataset (KD) and 
fake news challenge dataset (FNCD). Both the CM and 
HM are evaluated on these datasets based on evaluation 
metrics like accuracy, precision, F1 score, and recall.

• Moreover, to test the robustness of the proposed frame-
work, we have scrapped the web to create two real-world 
datasets: text dataset (TD) which contains 12,689 news 
articles, out of which 5689 are fake news, and 7000 are 
real news, and multimedia dataset (MD) which contains 
8496 real news event images and 7168 fake news event 
image. The proposed framework is also evaluated on 
these datasets.

• To demonstrate the effectiveness of our approach, we 
have also performed a comparison study with other state-
of-the-arts. The experimental results suggest that there 
exists a linguistic pattern between fake news as fake news 
writers opt a particular style of writing to persuade read-
ers to believe them as genuine.

The rest of the paper is structured as follows: Sect. 2 
describes the literature survey and work done by other 
researchers in this field. The proposed model is explained 
in Sect. 3. The experimental work and discussion of results 
are presented in Sect. 4. Lastly, Sect. 5 concludes the work.

3  Related works

This section explores the related work done by various 
researchers in the field of fake news detection. Currently, 
researchers have employed many approaches (Jang et al. 
2018) to detect real news content. Figueira and Oliveira 

(Figueira and Oliveira 2017) proposed an algorithm which 
tries to identify facts and validate them to ensure sources 
are reliable. However, some challenges are to find the best 
infrastructure. An unsupervised causality-based framework 
is introduced in Shaabani et al. (2018) that also does label 
propagation. This approach identifies the pathogenic user 
accounts, which spread fake news without using cascade 
path information, network structure, content, and user’s 
information. This method can be combined with comple-
mentary supervised techniques for enhanced results. Analy-
sis of implicit and explicit profile features between the user 
groups is performed in Shu et al. (2018), which reveals their 
potential to differentiate between real news and fake news. 
These features are aggregated to detect fake news. Alrubaian 
et al. (Alrubaian et al. 2018) proposed a system that consists 
of four components: a reputation-based component, a user 
experience component, a credibility classifier engine, and 
a feature-ranking algorithm, which operates together in an 
algorithmic form to assess the credibility of Twitter con-
tent. Buntain and Golbeck (2017a) developed a classification 
model to predict whether a thread of Twitter conversation 
is accurate or not, using the features inspired from exist-
ing work on the credibility of Twitter stories. However, the 
model is dependent on structurally different datasets and 
popular Twitter threads. Existing social technologies solu-
tions for reducing the creation and spreading of fake news is 
discussed in Campan et al. (2017) and authors in Egele et al. 
(2017) propose a technique to identify compromises of high-
profile accounts. High-profile accounts usually show consist-
ent behavior over time. It can detect and prevent real-world 
attacks against popular companies. However, there is a pos-
sibility that an attacker who is aware of all these techniques 
can prevent compromised accounts from detection. The 
datasets on machine learning algorithms like support vector 
machines, gradient boosting, stochastic gradient descent, and 
random forests (Gilda 2017b) are being tested. Stochastic 
gradient descent model identified non-credible sources with 
an accuracy of 77.2%. (Aiello et al. 2013; Jin et al. 2017) 
analyzed the critical role of image content in automatic news 
verification on microblogs. The 7% higher accuracy has been 
achieved compared with baseline approaches using only 
non-image features. These methods can be combined with 
existing non-image features to be able to detect media-rich 
news. The authors in Granik and Mesyura (2017) applied 
naive Bayes classifier for fake news detection. However, this 
can be improved by getting more data, using the dataset with 
lengthy news articles, removing stop words from articles, 
using stemming, and groups of words instead of separate 
words for calculating probabilities.

Recent studies are more focused on deep learning-based 
techniques (Singh and Sharma 2021a; b). Long short-term 
memory (LSTM) networks with pooling operation of CNN 
(Liu et al. 2019) are being used for building the rumor 
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identification model by taking into account the diffusion 
structure, forwarding contents, and spreaders. To investigate 
the performance of the model, they conducted experiments 
in two modes: Afterward Identification Mode and Halfway 
Identification Mode. Experimental results on Sina Weibo1 
dataset suggests that the proposed model can learn contex-
tual and hidden information of diffusion structure, forward-
ing contents, and spreaders. Researchers in Barbado et al. 
(2019) proposed a new feature framework for identifying the 
fake reviews in electronics domain by distinguishing review 
centric features and user-centric features. User-centric fea-
tures focus on the information regarding how users behave 
in a particular social network and which type of data they 
provide. These features are divided into four types: personal 
features (P), social features (S), reviewing activity features 
(RA) and trusting features (T). Review centric features use 
textual metrics such as average lengths, average words per 
sentence, term frequency-inverse document frequency (TF-
IDF), word2vec, emotion analysis, and sentiment analysis to 
extract the lexical and syntactic features.

The results prove that user-centric features can give bet-
ter F-scores to detect fake reviews. The area of fake news 
and rumor detection is gaining a lot of popularity among 
researchers. Many authors have presented a comprehensive 
survey in this area. Several reviews on online fake news 
detection exist in the literature. (Liu et al. 2019) gives a 
complete overview about state-of-the-art methods, discuss-
ing the feature engineering process by enlightening the user-
specific, content-specific, and context-specific features, and 
provides a detailed study about the existing datasets that are 
applied for classifying the fake news. Similarly, (Bondielli 
and Marcelloni 2019; Sharma et al. 2019; Zubiaga et al. 
2018) provides an in-depth survey which summarizes all 
the work done in the area of fake news and rumor detection. 
Many of the previous works have assumed rumors to be 
false. However, Alkhodair et al. (2019) demonstrated that 
rumors might be false at the time of detection, though they 
may be considered true later with time. They developed a 
model which can detect long-lasting rumors that spread in 
the social media by training word embeddings and passing 
them to the joint LSTM-RNN model. Experimental results 
on real-world datasets show that the proposed method out-
performed the state-of-the-art works. A novel framework 
which could predict the future topics which are vulnerable 
to misinformation and could result in fake news topics is 
introduced in Vicario et al. (2019). They applied the fol-
lowing series of features on the Facebook post: presentation 
distance, mean response distance, controversy of an entity, 
perception of an entity, captivation of the entity and finally 

classified the entity as covered or uncovered for generating 
the probable targets for fake news.

4  Proposed model

The following section explains the modules present in the 
proposed model. The proposed model is composed mainly 
of four units: (1) processing unit, (2) verified sources model 
(VSM), (3) CNN models, and (4) decision-making unit 
(DMU). The processing unit performs three micro-tasks, 
namely extracting text from the image, entity extraction, and 
scraping the Google results. The verified sources model is 
a self-compiled list of authentic media houses and newspa-
pers. The CNN models are responsible for classifying the 
heading and content of a news article, and the decision-mak-
ing unit is responsible for making the final determination, 
after taking inputs from two CNN models. The objective of 
the anticipated model is to authenticate the news events that 
are trending on social media platforms. Figure 2 shows the 
flow diagram of the proposed WSCH-CNN( Web Scrapping 
Content Heading CNN) model. In the following section, the 
details about each module are discussed in brief.

4.1  Processing unit

The first module is “Processing unit”, and key words are the 
extraction of the text from the images, followed by extraction 
of entities from the extracted text, and searching the enti-
ties on search engine and finally collecting the results. The 
text extraction is done via (Yih et al. 2016). The key steps 
involved in the algorithm employed by Yih et al. (2016) are 
the detection, enhancement, stroke width, and filtering. An 
optical character recognition (OCR) is used to extract the 
text from the detected region.

For entity extraction, defined algorithms and grammar are 
used. A text cleaning is used before extracting the entries. 
The process of text cleaning includes removal of all non-
alphabetic characters, eliminating multiple occurrences of 
the words, checking the validity of English word, check-
ing each word for spelling errors with 1-edit distance, and 
elimination of media houses name or newspaper name to 
eliminate bias. Extracted entities formulate a query, which 
is searched on Google, and results are scrapped for the same.

4.2  Verified sources model (VSM)

Social media provides an open platform where anybody 
can express his/her sentiments, and emotions without any 
verification on its genuineness, and there are a larger num-
ber of content producers, who produce content without any 
fact check. However, there are many trustworthy media 
houses whose honesty cannot be questioned and the content 1 https:// www. weibo. com/ overs eas.

https://www.weibo.com/overseas
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produced by them is done after verification of the facts. Con-
sidering the significance of their news, a double-check may 
be mandatory. The media is considered to be the fourth pil-
lar of democracy. Hence, the news channel like Fox News, 
CNN, NDTV, AAJTAK, etc. and newspaper websites like 
The Hindu, the Times of India, The Washington Post, New 
York Daily News, etc. serves as the credible sources for our 
model. A list of several such newspapers and media houses 
has been compiled, and it is called verified sources model 
(VSM). Hence, it is the bag of a manually gathered list of 
all the authenticated media houses and newspapers which is 
used to classify a link into reliable and unreliable. The list 
consists of entries of the international, national, and local 
newspapers and media houses.

4.3  CNN models

Convolutional neural network (Conneau et al. 2016) started 
their journey by their application in the field of image pro-
cessing. They have proved very useful in the field of NLP, 
and an example of that is seen in Yih et al. (2014) where it 
shows the tremendous result in semantic parsing and search 
query retrieval (Shen et al. 2014). Both CNN models have 
been trained on manually collected text data of fake and 

real news. Our CNN models are adapted from Kim (2014). 
The hyperparameters used for our CNN model are given as 
follows:

• To take into consideration the elements of a matrix which 
do not have adjacent elements to their top and left, we 
have used zero-padding. Adding zero-padding is also 
called wide convolution.

• A key aspect of convolutional neural networks is pool-
ing layers, typically applied after the convolutional lay-
ers. We used max-pooling over the size of the stride of 
one step.

• L2 norm constraints on the weight vectors have not been 
enforced. Other parameters like filter window, dropout 
used are the same as in Kim (2014).

Both the content model (CM) and headings model (HM) 
use the same hypermeters. CM is trained to classify the con-
tent of the article into two categories: i) fake and ii) real. HM 
is trained to classify the title of the article into two types: i) 
positive (if the title is telling that the news is a hoax or fake), 
and ii) negative. The training data were preprocessed to suit 
the need of the algorithm. For training, pre-trained word2vec 
(Jhonson and Zhang 2015) is used, which is available for 

Content 
Model (CNN)

Processing Unit
Extracting text from image
Text cleaning
Entity extraction 
Web scrapping

Content 
of article
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of article
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Fig. 2  Proposed WSCH-CNN (web scrapping content heading CNN) model architecture
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free. Max pooling is applied to downsize the input matrix, 
i.e., reduce the dimensions of the input. Max pooling is 
applied by using a fixed size filter, which traverses over the 
matrix with a fixed window size, known as Stride. A filter of 
size 2 × 2 is iterating over the matrix and is taking the max 
value of all value that comes within the range of the filter. A 
2 × 3 matrix is downsized to 1 × 2.

4.4  Decision‑making unit

This module takes the final decision based upon the outputs 
of the content model and headings model. If any of the reli-
able links says, that the event is a hoax or fake, it is classified 
as fake, else Eq. 1 is used to find the reality parameter (Rp). 
Reality parameter is defined as the ratio of links, whose 
content is classified as real (Cr) by CNN models to that of 
total search results (Tsr) taken (i.e., Google search results). 
By manual inspecting a large number of queries (and their 
search results), it has been found that top 15 results provide 
an accurate overview of the query. If Rp is greater than 0.5, 
then the news is classified as real.

where Rp = Realty parameter, Cr = Links classified as real 
by content and headings models, Tsr = Total search results.

Algorithm 1 describes the proposed system and how 
CNN models are used to classify images. The ExtractText-
FromImage extracts the text from an image, which goes as 
an input to EntityExtractor. The EntityExtractor is respon-
sible for extracting entities from text. These extracted enti-
ties are searched on Google, and a list of top 15 results are 
returned by the GetGoogleSearchResults. This obtained list 
goes through our bag-of-words (VSM) to classify them as 
reliable and unreliable, where the list of unreliable links are 
discarded. Further, the reliable links are iterated one by one 
for classifying their heading and content. After the content 
and heading of an article have passed through our model, 
the reality parameter is calculated, whose value if above the 
threshold, the event is classified as real.

(1)Rp =
Cr

Tsr

Algorithm 1
1: text =  ExtractTextFromImage (image)
2: query = EntityExtraction(text)
3: results = GetGoogleSearchResults(query)
4: reliableLinks = VerifiedSourcesModel(results) [VSM]
5: numberOfLinks = length(reliableLinks)
6: counter= 0
7: Foreach link in reliableLink:
8: content, heading = ScrapeTheLink(link)
9: cm = ContentModel(content)
10: hm = HeadingModel(heading)
11: if hm is true:
12: return “Classified as Fake news”
13: if cm is real:
14: counter += 1
15:     reality parameter = counter/ len(results)
16:   if (ratio) > 0.5)
17: return “Classified as Real news”

5  Experimental work and results

To evaluate the performance of the proposed model, we 
conduct an experiment on two publically available datasets 
and two self-created datasets. The publically available data-
sets are Kaggle’s fake news dataset (Kaggle 2017) and fake 
news data (Fakenewschallenge 2017). The performance of 
the algorithm is measured in terms of detection accuracy, 

precision, recall, F1-score, and calculated using Eqs. 2–5, 
respectively.

(2)Detection accuracy =
TN + TP

TN + TP + FN + FP
∗ (100)

(3)Precision =
TP

TP + FP
∗ (100)
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where TP is true positive, TN is true negative, FN is false 
positive, and FN is false negative.

5.1  Dataset details

Table 1 summarizes the details of two publicly available 
datasets (Kaggle 2017; Fakenewschallenge 2017) and two 
self-compiled datasets.

A) Kaggle dataset (KD)

Kaggle’s dataset (Kaggle 2017) is a publicly available 
dataset, shared by Megan Risdal. This text-based dataset 
consists of news articles with their content and heading. Out 

(4)Recall =
TP

TP + FN
∗ (100)

(5)F1 Score =
2 ∗ Precision ∗ Recall

Precision + Recall
∗ (100)

of total 14,565 entries, 6850 are of fake news, and 7715 are 
of real news. Figure 3 shows a snapshot of Kaggle`s dataset.

B) Fake news challenge dataset (FNCD)

Fake news challenge dataset (Fakenewschallenge 2017) 
is a publicly available dataset. It consists of 28,861 entries 
out of which 17,168 are of fake news, and 11,693 are of real 
news. Figure 4 shows a snapshot of fake news challenge 
dataset.

C) Text dataset (TD)

To check the robustness of the proposed model, a self-
compiled text dataset of news articles, scraped from the web 
has been created. This dataset also contains a heading and a 
content column for each article. It consists of 12,689 entries 
out of which 5689 are of fake, and 7000 are real. Figure 5 
shows a snapshot of this dataset.

Table 1  Dataset details

Dataset name Details Total entries Fake news Real news

Kaggle dataset (KD) Text dataset consisting of news articles with their content and 
heading

14,565 6850 7715

Fake news challenge dataset (FNCD) Contains pair of heading and content for each news article 28,861 17,168 11,693
Text dataset (TD) Self-compiled text dataset of news articles scraped from the 

web, contains heading and content of the article
12,689 5689 7000

Multimedia dataset (MD) Multimedia (images) test dataset, compiled from microblogs 
sites (Facebook and Twitter)

15,664 images 7168 8496

Fig. 3  Snapshot of Kaggle’s dataset (KD)
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Fig. 4  Fake news challenge dataset(FNCD)

Fig. 5  Snapshot of text dataset (TD)
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D) Multimedia dataset (MD)

In order to compare the accuracy of the proposed system 
with state-of-the-art results, multimedia (images) dataset 
is compiled from microblogs sites (Facebook and Twitter). 
This dataset consists of 15,664 images with 8496 real news 
event images and 7168 fake news event image. Figure 6 
shows a sample of this dataset.

5.2  Evaluation results and state‑of‑the‑art 
comparison

The headings model and content models are evaluated sep-
arately on the three text-based datasets (KD, FNCD, and 
TD). Table 2 gives the accuracy achieved on these datasets 

Fig. 6  Snapshot of multimedia dataset (MD)

Table 2  Headings model accuracy (HMA) (%) on three datasets (KD, 
FNCD, TD)

Dataset KD FNCD TD

HMA (%) 94.16 93.65 91.32

Table 3  Comparison of content models accuracy (%) on the three 
datasets (KD, FNCD, TD)

Datasets/Parameters KD FNCD TD

Fake news accuracy (FNA) 77.18 79.97 82.45
Real news accuracy (RNA) 85.98 86.15 87.64
Overall accuracy (OAA) 81.85 82.47 85.32

77.18
85.98 81.8579.97
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87.64 85.32
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Fig. 7  A Content model accuracy comparison and B Heading model accuracy comparison
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for Headings part of each dataset when passed through our 
model. The best accuracy of 94.16% is obtained on KD, 
followed by 93.65% on FD and 91.32% on TD dataset. The 
detection accuracy is calculated by Eq. 2 as discussed above.

The accuracy of the content model is also computed on 
three datasets (KD, FNCD, TD). The content of each data-
set, when passed through our model, gave the best accuracy 
of 85.32% on TD dataset. The content model was further 
tested for three accuracies namely: (1) fake news accuracy, 
which is the total percentage of fake news that is correctly 
classified by the model, (2) real news accuracy, which is the 
total percentage of real news that is correctly classified by 

the model, and (3) overall accuracy, which is accuracy cal-
culated using Eq. 2. The best fake news accuracy achieved 
on the TD dataset is 82.45%. Both KD and FNCD dataset 
achieved an accuracy of 77.18% and 79.97%, respectively. 
Best real news accuracy is obtained on the TD dataset with 
87.64%, followed by 86.15% on FNCD and 85.98% on KD 
dataset. Further, the TD dataset achieves an overall accuracy 
of 85.32% as compared to all the datasets. Table 3 shows 
the accuracy of the content model on each of the text-based 
datasets and Fig. 7 shows the comparison chart of various 
accuracies achieved by the content and heading model on 
the three datasets. The content model is evaluated using 
fake news accuracy (FNA), real news accuracy (RNA) and 
overall accuracy (OAA). Table 4 and Fig. 8 show the con-
fusion matrix of the content model on the three text-based 
datasets. Since the model has given an acceptable amount of 
accuracy, it is safe to say that there are structural/linguistic 
similarities in the content of the articles.

Figure 9. shows the precision-recall curves of the data-
sets which helps to capture the noise that results from the 
imbalanced classes. The area under the curve (AUC) helps 
to compare these curves (Yadav and Vishwakarma 2021). 
The other evaluation metrics calculated are precision, recall, 
and F1-score, which are summarized in Table 5. The highest 
measured values of accuracy, precision, recall, and F1-score 
are 85.32%, 86.00%, 87.64%, and 86.81%, respectively, for 
TD dataset. The comparative chart of the content model on 
the three datasets (KD, FNCD, TD) based on all the evalua-
tion metrics is shown in Fig. 10. Hence, we can say that the 

Table 4  Confusion matrix of the content model on three datasets 
(KD, FNCD, TD)

Datasets/Predictions KD FNCD TD

TP 6634 10,073 6135
TN 5287 13,730 4691
FP 1563 3438 998
FN 1081 1620 865

Fig. 8  Confusion matrix of the content model on three datasets A KD dataset B FNCD dataset C TD dataset
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Fig. 9  Precision recall curves of the datasets

Table 5  Performance comparison (%) of content models on three 
datasets (KD, FNCD, TD)

Datasets/Parameters KD FNCD TD

Accuracy 81.85 82.47 85.32
Precision 80.93 74.55 86.00
Recall 85.99 86.14 87.64
F1-score 83.38 79.92 86.81
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Fig. 10  Performance compari-
son chart of the content model 
on three datasets 81.85 80.93
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Table 6  Accuracy (%) comparison with similar state-of-the-art models on KD

Method Experimental settings Classifier Accuracy (%)

Yang et al. (1806) 80% training,10% validation,10% testing with fivefold cross validation CNN 92
O’Brien et al. (2018) 80% training,10% validation,10% testing with fivefold cross validation CNN 93.5
Samir Bajaj (2017c) 60% training,20% validation,20% testing with fivefold cross validation LSTM 93
Meel and Vishwakarma (2021) 80% training,10% validation,10% testing with fivefold cross validation Bi LSTM 92.5
Our model 80% training,10% validation,10% testing with fivefold cross validation CNN 94

Table 7  Accuracy (%) 
comparison with similar state-
of-the-art models on FNCD

Method Classifier Accuracy (%)

Bhatt et al. (1712) TF-IDF, BoW, Multi-layer perceptron 89.29
Zhang et al. (2018) TF-IDF, Deep multi-layer perceptron 86.66
Thorne et al. (2017) MLP, Decision tree, logistic regression com-

bined in stacked ensemble technique
90.89

Meel and Vishwakarma (2021) Bi-LSTM 91.65
Meel et. al (2020) Ensemble of LR, SVM and KNN 92.5
Our model CNN 93.65

Table 8  Accuracy (%) 
comparison with similar state-
of-the-art models on TD and 
MD

Method Input data format Classifier Accuracy (%)

Pathak et al. (2019) Text BiLSTM + Char 
embedding

90.3

Esmaeilzadeh et al. (1904) Text LSTM 88.78
Ahmed et al. (2018) Text LSVM 90
Ajao et al. (2018) Text LSTM 81.67
Meel and Vishwakarma (2021) Text Bi-LSTM 84.6
Vishwakarma et al. (2019) Image to text Rule-based 82
Our method (TD) Text CNN 91.32
Our method (MD) Image to text CNN 85.06
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developed model gives encouraging results for fake news 
detection.

Further, the proposed model is also implemented on 
multimedia dataset (MD), and it achieved an accuracy of 
85.06%. In order to evaluate the effectiveness of the pro-
posed algorithm, the highest accuracy obtained on the four 
datasets is compared with the state-of-the-art results.

Tables 6, 7, and 8 compare the proposed model with the 
state-of-the-art results on KD, FNCD, TD, and MD data-
sets, respectively. The results obtained by our model are 
marked in Bold. Table 6 demonstrate the comparison of 
our works with other similar works on KD dataset where 
experimental settings are given as follows: 80% training 
set, 10% testing set, and 10% validation set for CNN-based 
classifier and 60% training set, 20% testing set, and 20% 
validation set for LSTM-based classifier. Our model gives 
an accuracy of 94% which is significantly higher than the 
accuracy obtained by Yang et al. (1806); O’Brien et al. 
2018; Bajaj 2017c). This is because in the previous work 
(Yang et al. 1806), the authors were not able to capture 
the relevance between headline text and the content text of 
the articles. Similarly, (Bajaj 2017c) did not consider the 
heading text of the article for training the model.

Similarly, Table 7 demonstrates the comparison of our 
work with other similar works on FNCD. (Bhatt et al. 
1712) uses feature extraction techniques like term-fre-
quency inverse document frequency (TF-IDF) and bag of 
words (BoW) followed by multi-layer perceptron. (Zhang 
et al. 2018) applies deep multi-layer perceptron with TF-
IDF and obtained an accuracy of 86.66%. (Thorne et al. 
2017) used stacked ensemble classifiers for fake news 
detection. The main disadvantage of Bhatt et al. (1712); 
Zhang et al. 2018; Thorne et al. 2017) is that they just clas-
sified the stance of user comments or tweets on some news 
post as agree, disagree, discuss and unrelated which is just 
a subpart of fake news detection. The algorithms in all the 
above stated works did not provide the overall credibility 
status of a news as genuine or fake. Hence, from Table 6 
and Table 7, it can be said that our model performs better 
than the existing approaches. Thus, we see a significant 
improvement in accuracy over the earlier works. This extra 
accuracy has much more significance, as the effect of fake 
news that is being consumed by a user is severe.

Most of the previous work has focused on textual data. 
Since the TD and MD datasets are self-compiled datasets, 
hence to test the effectiveness of the proposed model we 
have compared the state-of-the-art techniques by evaluat-
ing them on the TD and MD datasets. The comparison 
results are shown in Table 8. Our model shows the high-
est accuracy of 91.32% on TD dataset and 85.06% on MD 
dataset. (Fakenewschallenge 2017) applied BiLSTM with 
character embedding but did not perform any pre-pro-
cessing on the data. (Esmaeilzadeh et al. 1904; Ajao et al. 

2018) used LSTM for classifying the news into fake or 
real. However, the hybrid approach of LSTM-CNN in Ajao 
et al. (2018) increased the accuracy by around 10%, which 
demonstrates the power of CNN for classification; still this 
hybrid approach proved to be computationally expensive. 
(Yang et al. 1806) applied linear SVM (LSVM) for clas-
sification but didn’t consider the features that reflect the 
writer’s style.

The above experimental results show that the proposed 
model for fake news detection on text and multimedia 
dataset is quite satisfactory. The accuracy over all the 
four datasets Kaggle’s dataset, fake news challenge data-
set, self-compiled text dataset, and the multimedia dataset 
is a good improvement over the state-of-the-art models. 
Web scraping and removal of low credibility links using 
verified source model (VSM) are the two salient features 
that have helped in improving the accuracy of our results. 
Finally, CNN model applied on heading and body part of 
news text exploits the inbuilt linguistic patterns of fake 
news that helped in segregating it from real news.

6  Conclusion

Fake news has a powerful, pervasive, and persistent force 
which is in general circulation without confirmation or 
certainty of facts. Fake news spread quickly contributing 
to widespread chaos and sensation in the absence of first-
hand information from traditional sources during an emer-
gency crisis. In the present work, we have tried to solve the 
problem of news verification with the help of WSCH-CNN 
model, built on top of word2vec, that proved quite successful 
in detecting the fake news with a high accuracy of 85.06% on 
multimedia dataset, 94.16% for heading model and 85.32% 
for content model which supersedes the state-of-the-art. The 
experimental results suggest that there exists a linguistic pat-
tern between fake news as fake news writers opt a particular 
style of writing to persuade readers to believe them as real. 
These linguistic patterns can be successfully analyzed to 
recognize fake news, as there are a limited number of fake 
content producers.

This work provides a novel framework of fake news 
detection using four major components processing unit, veri-
fied source model, CNN model and decision-making model. 
The efficacy of the proposed framework is being verified 
on four different datasets and state-of-the-art baseline com-
parisons. Further, the work can be extended for multimedia 
audio-visual data as social media is becoming increasingly 
vulnerable toward fake news spread in the form of videos. 
Unsupervised and semi-supervised fake news detection tech-
nologies are a potential future line of research as with every 
second of time social media is producing huge volumes of 
unannotated real-time data to be checked for credibility. 
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Cross-platform spreading of misinformation can be another 
major field of interest for researchers.
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