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Abstract
Selecting keywords from Twitter as features to identify events is challenging due to language informality such as acronyms, 
misspelled words, synonyms, transliteration and ambiguous terms. In this paper, We compare and identify the best methods 
for keyword selection as features to be used for classification purposes. Specifically, we study the aspects affecting keywords 
as features to identify civil unrest and protests. These aspects include the word count, the word forms such as n-gram, skip-
gram and bags-of-words as well as the data association methods including correlation techniques and similarity techniques. 
To test the impact of the mentioned factors, we developed a framework that analyzed 641 days of tweets and extracted the 
words highly associated with event days along the same time frame. Then, we used the extracted words as features to clas-
sify any single day to be either an event day or a nonevent day in a specific location. In this framework, we used the same 
pipeline of data cleaning, prepossessing, feature selection, model learning and event classification using all combinations of 
keyword selection criteria. We used Naive Bayes classifier to learn the selected features and accordingly predict the event 
days. The classification is tested using multiple metrics, such as accuracy, precision, recall, F-score and AUC. This study 
concluded that the best word form is bag-of-words with average AUC of 0.72 and the best word count is two with average 
AUC of 0.74 and the best feature selection method is Spearman’s correlation with average AUC of 0.89 and the best classi-
fier for event detection is Naive Bayes Classifier.

Keywords Social networks analysis · Feature selection · Keyword volume · Event detection · Civil unrest

1 Introduction

Event identification from social media is studied frequently 
in the last few years as a classification problem, where the 
text content is used as features among other features such as 
retweets, likes and shares (Sakaki et al. 2010; Walther and 
Kaisser 2013; Li et al. 2012). Text is used as features either 

by tracking keywords temporal signal (Weng and Lee 2011; 
Guzman and Poblete 2013) or by topic modeling via word 
clustering (Cordeiro 2012; Abdelhaq et al. 2013; Cataldi 
et al. 2010) or by calculating the sentiment and the polarity 
of each post (Thelwall et al. 2011; Popescu and Pennac-
chiotti 2010).

The key challenge facing keyword-based models is to 
specify the words to be used as features to train the model, 
especially that people on twitter use words in a nonstandard 
way. Using words as features in Twitter is challenging due 
to the informal nature of the text, the limited length of the 
tweets and multilingual text. (Fung et al. 2005; Mathiouda-
kis and Koudas 2010; Petrović et al. 2010). The key chal-
lenges for analyzing the text on Twitter are listed below:

– The tweet length of 280 letters makes sentiment analysis 
and topic modeling challenging per each tweet without 
grouping.

– The frequent usage of abbreviations, misspelled words 
and acronyms makes multiple words undetectable.
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– Transliterating non-English words using Roman script 
distorts the signals from similar words in other languages 
(e.g., the term “boss” in Arabic means “look,” while in 
English it means “manager”)

– Ambiguous semantics: multiple meanings for the same 
words according to the context (e.g., “Strike” may refer 
to a lightning strike or a football strike or a protest)

– Synonyms: similar meanings are expressed by multi-
ple words (e.g., the terms “rally” and “protest” are used 
interchangeably)

Identifying the keywords most associated with the events 
of interest is an essential step for event detection using key-
word volume. The efficiency of keywords as features varies 
according to the criteria of the word count per feature, the 
word form and the techniques used to associate the words 
time series with the event time series. The word count is 
important to capture the context of the statement (Forman 
2003; Baker and McCallum 1998).

The word form can be n-gram, skip-gram or bag-of-
words, which represent the relation between words in 
each statement such as idioms and grammatical structures 
(Fernández et al. 2014). And association methods such as 
correlation, similarity and distance-measuring techniques 
are a key factor to capture the distributional semantic nature 
of the text (Yang and Pedersen 1997). According to the 
hypothesis of the distributional semantic, the words related 
to the event are likely to be used more frequently on the 
day of an event than any other day (Mandera et al. 2017; 
Landauer 2006).

In this research, we examine the different factors affect-
ing the feature selection process to find the best word count, 
word form and data association method as well as the best 
combination of the three factors. We do not study the whole 
text classification problem as it has a broad spectrum that 
varies according to the nature of the problem, as stated by 
Allahyari et al. (2017). We only focus on event detection 
as it has time-series nature and limited training data, and it 
varies by time.

The proposed framework is used to extract best words 
to detect civil unrest events in multiple cities, including 

Melbourne, Sydney, Brisbane and Jakarta. For each city, 
we manually labeled all civil unrest event days in each city 
as reported in the press for 641 days to build a binary vec-
tor of event/nonevent days, which will be considered as the 
golden standard records (ground truth) to compare with. A 
day will be identified as event day if it matched the criteria 
listed below:

– The count: A group of 100 people or more gathered at 
one known place

– The cause: The group of people must have a common 
cause such as human rights, labor rights, anti-racism or 
even support some sports team

– Description: The gathering is described in the press using 
any of the terms “protest,” “strike,” “march,” “riot,” 
“revolt,” if it is not covered in the press, and it is unlikely 
to be a planned protest. Impulsive protests are out of the 
scope of this study

– Report count: The protest is mentioned in at least two 
press articles.

– Elimination: We did not eliminate any protest due to its 
cause. For example, one of the protests we detected was 
about the love for “Nutella”

The count of civil unrest events varied in cities according to 
multiple factors such as population volume, economy, liv-
ing standards, city activities, political regime, police perfor-
mance and even the city climate along the year. For example, 
Melbourne city had 208 days classified as civil unrest event 
days out of the 641 days covered in this study, while another 
city such as Brisbane had only 113 events in the same time 
frame, We extracted the words highly associated with the 
days of events using the aforementioned criteria and used 
the selected words to perform binary classification to find 
event–nonevent days, as described in Fig. 1.

This problem can be formulated as a document classifi-
cation problem, except we do not classify documents with 
related contents. We instead classify days as event/nonevent 
day with huge unrelated content in a noisy environment. The 
noisy environment, as well as Twitter, and challenges men-
tioned above made traditional techniques for textual feature 

Fig. 1  The proposed framework 
extracts keywords matching 
the events of interest, and these 
keywords will be used later 
as features to identify similar 
events
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selection unable to find the most informative keywords in 
accordance with events, due to the spurious data as well as 
the casual usage of the keywords. The methods discussed 
by Forman and Yang in Yang and Pedersen (1997); Forman 
(2003) did not consider either the temporal nature of the data 
or that of social media streams.

Many researchers used text mining for social analysis as 
connected networks, media content and people influence 
(Carley 2003). Jane Diesner et al. analyzed network text to 
find the organizational structure of covert networks (Diesner 
and Carley 2004). Also, Jolene Zywica and James Danowski 
investigated the hypothesis of social compensation by pre-
dicting offline popularity using sociability and self-esteem 
and then mapped the meanings of popularity using semantic 
networks (Zywica and Danowski 2008). James A. Danowski 
also studied the identifying actors in a social network by 
analyzing the time series of the text corpora (Danowski and 
Cepela 2010). Hewapathirana et al. introduced a spectral 
embedding approach to track the changes happening in noisy 
dynamic networks (Hewapathirana et al. 2020). Hossny et al. 
used singular value decomposition with k-means clustering 
to enhance the keywords signals to correlate the words with 
the events vector (Hossny et al. 2018). Also, Taleb et al. 
introduced a framework to track the temporal communities 
changes and predict potential events in dynamic social net-
works (Khafaei et al. 2019)

Text mining researchers studied the factors affecting the 
results along the whole mining pipeline starting by unstruc-
tured input until the output decision. Such factors include 
the tokenization, lemmatization, stemming, morphologi-
cal analysis, syntax analysis, keyword selection methods, 
machine learning algorithm, model selection methods and 
parameter optimization techniques. These NLP methods can 
be logical or rule based such as inductive logic programming 
(Hossny et al. 2008, 2009) or probabilistic such as Bayesian 
classifiers and decision trees (Chien and Wu 2007; Kurihara 

and Sato 2006) or using deep learning and high-performance 
computing (Azzam et al. 2017). This study focus solely on 
the keyword selection method as studying the combination 
of all factors will lead to a huge number of possibilities that 
are difficult to cover.

In Sect. 2, we describe the framework design including 
the data preparation, the data architecture and the metrics. 
Section 3 explains the impact of the word form and the 
word counts as features on the classification results. Sec-
tion 4, explains the different data association methods and 
how effective will each method be in the feature selection 
process. In Sect. 5 we discuss the combinations of the men-
tioned criteria and conclude the best combination to achieve 
the best classification results.

2  Framework design

2.1  Data preparation

The framework design aims to detect protests in Melbourne 
on any day. In this study, we used all tweets issued in Mel-
bourne within 641 days, starting by December 2015 and 
ending at September 2017. This timeframe is split to 500 
days to train the model and 141 days to test the model on 
multiple randomized folds. The daily tweet count exceeded 
4 million tweets after removing non-English tweets, which 
constitute 2.4 billion tweets in Melbourne along the whole 
timeframe.

To process this huge amount of data, we used a paral-
lel cluster that has 12 nodes, each node has eight virtual 
cores and each core has a 2TB memory attached. we used 
the MapReduce functionality to distribute the tasks per 
data item on all processors, where the “map” is used to 
execute instructions per data item, and the “reduce” is used 

Fig. 2  Data processing pipeline including word-count vectorization, selecting words as features, training the model and predicting events
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to apply aggregate tasks such as summation, average and 
grouping

The big data architecture used three main operations 
exchangeably to perform the mentioned four tasks, which 
are map, reduce, filter and explode:

– Map: to perform some tasks on all data items in a parallel 
way, such as lemmatizing or stemming the tweets. The 
instruction we used for this is named “map” in Python

– Reduce: to perform aggregate operations where all data 
items having the same key (word), will be grouped into 
aggregate functions such as summation or counting, or 
grouping. This process reduces the size of the data frame 
considerable, as any repeated features will be reduced to 
a single feature. The instruction we used for this is named 
“Reduce” in Python

– Filtration: to filter out any data item that does not match 
the criteria for selection. The instruction we used for this 
is simply “Filter” in Python

– Explode: convert a single data item into a list of other 
data items that will be used differently. Extracting the 
n-grams, skip-grams or bags-of-words is a good example 
of data explosion as a single statement can be exploded 
to more than 900 data items. The instruction we used for 
this is named “flatMap” in Python

The tweets are filtered to the location of interest such as 
Melbourne City because the protests are usually city-based, 
and to avoid the noisy social signals coming from other cit-
ies in addition to reduce the data volume. The location of 
each tweet is not always stated clearly in the meta-data or the 
headers of the tweets. So we identified the location of each 
tweet by tracking as many of the fields below as possible: 

1. Tweet location as reported by Twitter, which is only 
available if the user allowed twitter app to track his loca-
tion. Many users do not allow this

2. Time zone can be used to shortlist the probable places 
where the tweet is issued; for example, most of the popu-
lation in west Australia lives in Perth city.

3. Longitude and latitude allow us to determine the exact 
location for issuing the tweet, but this requires the user 
to allow detecting location, which is not usually happen-
ing

4. The location stated in the user profile can help in deter-
mining the location of issuing the tweet, where more 
than 50% of the tweets are issued from someplace inside 
the listed city in the profile. And, this piece of informa-
tion is usually listed in all profiles.

5. Location of followers and followees, as users are likely 
to follow and to be followed by people in the same place. 
Celebrities and frequent travelers are exceptions as they 
have followers and followees from everywhere around 
the globe.

First, we preprocessed the data to extract the keywords in 
various forms and counts from each tweet as features and 
then count each feature per each day. Preprocessing includes 
data cleaning, NLP analysis, feature counting and golden-
truth preparation. Example 1 shows tweet cleaning, prepara-
tion and vectorization to be used to train the model. These 
steps are explained as follows:

– Data cleaning is achieved via a sequence of steps as 
follows: (1) exclude any tweet of any non-English lan-
guage, (2) exclude the tweets with URLs, (3) remove 
hashtags, (4) remove non-Latin letters, (5) remove 
HTML tags, (6) remove punctuation and (7) remove 
the stopping words according to NLTK list (Loper and 
Bird 2002).

– Extract the bags-of-words in each tweet by building 
a list of every two co-occurring words. The count of 
bags-of-words extracted from a tweet with size n equals 
n ∗ (n − 1) . Each tweet consists of 12 words on average, 
which makes 132 bags of words per tweet. The average 
count of different BOWs exceeds 10 million daily after 
excluding the BOWs with single appearances and after 
grouping repeated BOWs.

– Every word in each BOW is lemmatized by NLTK lem-
matizer to avoid the morphological and grammatical 
changes to the word shape (e.g., ate → eat)

– Every word in each BOW will be stemmed using Lan-
caster stemmer to return similar words to the dictionary 
origin (E.g., British → Brit)

– BOWs are counted in Melbourne tweets for each day to 
prepare the term frequency vectors.
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Once we prepare the words as feature vectors, we measure 
the association between the training split for each feature 
vector and that of the ground truth vector. The feature can 
be a single word or n-gram or skip-gram or bag-of-words, 
and the association method can be a correlation, similarity 
metric or a distance metric. Once we calculate the feature 
associativity with the ground truth, we rank the features 
according to the correlation or the similarity score and use 
the top 100 features to classify the days as event day or non-
event day (Fig. 2).

The classification step is evaluated using multiple clas-
sification algorithms, such as the logistic regression, Naive 
Bayes, decision trees, SVM and KNN. In this paper, we 
report the results using Naive Bayes classifier only, as it 
achieved better results with limited training data, and it is 
known to be one of the best classifiers for text classification 
problems (Zhang et al. 2007). And the evaluation is per-
formed using multiple metrics including the area under the 

ROC curve, the area under the PR curve, the accuracy, the 
precision, the recall and the F1-score (Tables 1, 2) (Koyejo 
et al. 2014).

2.2  The big data architecture

Preparing the data for this study required a huge amount of 
data estimated by 2.4 billion tweets in Melbourne, which 
make around 24 billion words along the entire timeframe. 
This amount of data needed a big data architecture to man-
age the necessary processes needed for data storage, process-
ing, learning and prediction as indicated in the points below: 

1. To stream data from GNIP (Twitter) using Kafka.
2. To store the data in the cluster using Hadoop.
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3. To perform in-memory NLP tasks such as cleaning, 
ingesting the data in a parallel scheme using Spark and 
NLTK.

4. To select and reduce features before building the model 
in the learning stage using Spark ML with scikit-learn.

5. To store the ingested data and extracted features in a 
database of HBase and PostgreSQL to facilitate struc-
tured access to the data

6. To use the selected features to build the model that will 
be used later for prediction.

Figure 3 illustrates how the big data framework is designed 
technically including all the servers, the clusters, the paral-
lels systems, the processing units, the nonstructured storage, 
the structured database and the Web interface.

2.3  The metrics

In this study, we used multiple metrics to validate and ver-
ify the quality of our results. Each metric has its objective, 
advantages and limitations in evaluating the classification 
results, which are listed below:

Table 1  Confusion matrix for binary classification and the corre-
sponding array representation used in this study

Actual positive class Actual negative class

Predicted positive class True positive (tp) False negative (fn)
Predicted negative class False positive (fp) True negative (tn)

Table 2  Most frequently used classification metrics

Formula Description

Accuracy(acc) tp + tn

tp + fp + tn + fn

the ratio between the correctly predicted instances and total number of instances

Precision(p) tp

tp + fp

How many of the correctly classified instances are relevant

Recall(r) tp

tp + fn

How many of the relevant instances are classified correctly

F-score(F1) 2 ∗ p ∗ r

p + r

the harmonic mean of precision and recall, immune to data imbalance

Fig. 3  High-level overview of the big data architecture processing social network streams



Social Network Analysis and Mining (2020) 10:61 

1 3

Page 7 of 15 61

The area under the ROC curve or shortly the area under 
the curve (AUC) evaluates the quality of binary classifica-
tion models for each class. The ROC curve represents the 
relation between the false positive rate (FPR) and the true 
positive rate (TPR). The ROC curve covers the whole spec-
trum of the TPR and FPR between zero and one, which 
makes it a statistically significant metric. The area under the 
ROC curve varies between zero and one, where 0.5 repre-
sents the random classifier where the TPR equals exactly the 
FPR, and one represents the perfect classification, where the 
TPR is always one regardless of the FPR. The main disad-
vantage of the AUC is the sensitivity to the data imbalance, 
which may require more data balancing before testing the 
predictions. The AUC is calculated using Eq. 1

where Sp is the sum of positive observations, np is the count 
of positive examples and nn denotes the negative observa-
tions. The AUC is proven to be a better metric than the 
accuracy for evaluating the performance of binary classi-
fiers. Using AUC to evaluate the multiclass classification 
is slightly more complicated where it uses one-vs-all clas-
sification scheme which will generate n AUC scores for each 
class, it can also use the one-vs-one scheme that generates 
n ∗ (n − 1) AUC scores for all combinations of all classes.

3  The impact of word form and count

In this section, we differentiate word forms by the number 
of features extracted from each tweet, and the features fre-
quency within the data frame. n The number of extracted 
features affects the total size of the data frame, which 
might be scaled up by a factor of 1120 for a skip-gram 
of three words and a sentence of 16 words, which can 
make the problem computationally very costly. On the 
other hand, the recurrence factor affects the aggregate 
reduction processes such as summation or grouping. As 
if we have the same feature occurring for a million times, 
it can be reduced into a single record with the sum of the 
million values.

By word form, we mean the words are sequential and 
contiguous in the multiword feature such as n-gram, skip-
gram and bag-of-words (BOWs). The multiword features 
can capture the parts of speech, the phrases, the idioms 
and the context of the sentence, which help to resolve 
the lexical ambiguity, where the same word has multiple 
meanings or usages according to the intention, the context 
and the author (Mikolov et al. 2013; Levy and Goldberg 
2014).

(1)AUC =
Sp − np(nn + 1)∕2

npnn

For example, the term “strike” can be used to refer to a 
“lightning strike” or a “football strike” or “protest strike.” 
On the other hand, using complicated word forms causes 
the signal to be weaker as the term “strike” in the expres-
sion “strike storm” and the expression “strike rain” will be 
considered in different terms, even though the two expres-
sions refer to the same meaning of “strike” and the prob-
ably occur in the same tweet. Example 1 lists examples of 
n-grams, skip-grams and bag-of-words. The subsections 
below explain each term in detail.

3.1  N‑grams

N-grams are the sequence of n contiguous words in one 
sentence, which is extracted using a sliding window of n 
words from the start to end. The most simple word form is 
the single word, which is usually referred to as a unigram. 
The unigram has a limited number of occurrences limited 
to the dictionary of interest, which can be 300k words of 
the dictionary words and up to 4 million words, including 
slang words and acronyms. Unigrams are computation-
ally feasible due to the limited number of words and the 
recurrent use of the same words within millions of tweets, 
which make the reduction for aggregation very effective 
in reducing the total size of the data frames.

Another word form is the n-gram, which considers the 
n number of adjacent words as a single entity or feature. 
N-gram can capture the phrase structure as a noun phrase 
or verb phrase. It can also capture the idioms, and it some-
times can capture the context according to the nature of 
the document and the length of the N-grams (N-words) 
(Lampos and Cristianini 2012; Cheng et al. 2006). The 
main drawback of n-gram is the low probability of repeti-
tion as it is unlikely to have the same terms in the same 
order adjacently multiple times. The number of n-gram 
features extracted from a tweet of length m is calculated 
by the formula of (m − n + 1)

3.2  Skip‑grams

Skip-gram is similar to the n-grams as it takes n number of 
words in the same sentence and maintains the word order, 
but it relaxes the constraint of the contiguity. This allows 
skip-grams to capture the context better as it identifies the 
word meaning by co-occurring words in the same tweet, 
regardless of the contiguity factor (Cheng et al. 2006). In the 
skip-gram word form, the model uses the word to identify 
context words in the surrounding window. The skip-gram 
model gives higher weights to the near context words and 
smaller weights for the distant context words (D’hondt et al. 
2012).
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Although extracting skip-grams from a sentence can list 
few word sequences that capture idioms or phrases, but we 
cannot count on that as most of the other generated word-
sequences are likely not adjacent (Shazeer et al. 2015). Skip-
grams are more likely to be repeated in multiple tweets than 
n-gram as they do not require specific adjacency. On the 
other hand, skip-gram causes the data to explode as it con-
siders all ordered combinations of co-occurring words. For 
example, a sentence of length 15 words can generate 910 
skip-grams of size three words for each tweet. The count of 
the skip grams of length n and generated from a sentence of 
length m is simply the combination of all words in the sen-

tence 
(
m

n

)
 , which is equal to m!∕n!(m − n)! . Some other 

factors affect the number of generated skip-grams including 
how many words will be skipped and if the skipping will be 
rigid to a specific number of steps or any number of steps 
less than some upper bound (Guthrie et al. 2006).

3.3  Bag of words

Bag-of-words is the set of words in any sentence grouped 
in n-size bags regardless of order or contiguity. This allows 
bags of words to capture all the contexts and build a strong 
signal as the combination of words is more likely to be 
repeated than ordered words as in the skip-grams and the 
n-grams (Wallach 2006).In the bag of words, we can iden-
tify the meaning of the current word from a window of sur-
rounding context word. Although bag-of-words causes the 
sentence to explode as it considers all combinations of all 
words, the repetition factor makes any aggregate process 
such as count or summation or grouping more feasible com-
putationally than skip-gram or n-gram, which less re-occur 
frequently (Blumenstock 2008).

The count of the generated bags-of-words from each 
tweet is similar to the count of the skip-grams as they both 

consider all combinations of all words 
(
m

n

)
 , which is equal 

to m!∕n!(m − n)! . As bag-of-words has the advantage that 
words (A,B,C) = (B,A,C) = (B,C,A) = ..., it can reduce the 
total number of features through any aggregation process by 

a factor of n! that represents the number of permutations of 
any number of words in the bag. This makes the total num-
ber of BOWs much less than skip-grams within the whole 
data frame, which makes it computationally more feasible. 
According to Mikolov, BOWs are faster while skip-gram is 
slower but does a better job for infrequent words (Mikolov 
et al. 2013).

As we used the different combinations of word forms and 
word counts as features to classify civil unrest events, we 
found that the best word form is bags-of-words (BOWs) as 
it achieved the highest classification results in all metrics for 
the same word count. We also found that the best word count 
to be used as a feature is two as it achieved the best clas-
sification scores for all metrics using the same word form. 
By combining the word form and word count, we found that 
bags-of-words of size two words per bag are the best fea-
ture for classification purposes. The next section compares 
the different combinations of word forms and word counts 
for each data association method according to the metrics 
explained in Subsect. 2.3.

4  Data association methods

In this section, we explain the most frequently used data 
association methods used to select the words as features 
from social networks to match events. For each method, we 
will explain its concept, assumptions and limitations and its 
usability in selecting words as features. The data association 
methods can be either statistical-based such as correlation 
techniques, or similarity-based such as mutual information 
or cosine similarity.

4.1  Pearson’s correlation

Pearson’s correlation is a measure of linear association 
between two variables, as the slope of the regressed line 
equals Pearson’s correlation times the ratio of standard 
deviations. Pearson’s correlation assumes the variables are 
related and the outliers are eliminated as a single outlier 
can rotate the correlation line away from the mainstream 
to reduce the error, and the variables follow the normal 

Table 3  Classification results 
using the features selected 
using Pearson’s correlation 
considering different word 
forms and word counts

Word form Count AUC F1 AUPR Precision Recall Accuracy

n-gram 1 0.708 0.527 0.624 0.628 0.456 0.754
n-gram 2 0.642 0.446 0.549 0.497 0.429 0.674
n-gram 3 0.676 0.490 0.593 0.558 0.469 0.699
BOW 2 0.764 0.498 0.618 0.651 0.407 0.754
BOW 3 0.731 0.546 0.637 0.624 0.494 0.754
Skip-gram 2 0.689 0.450 0.557 0.516 0.426 0.676
Skip-gram 3 0.601 0.312 0.544 0.605 0.265 0.683
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distribution and homoscedasticity, where variance around 
the regressed line is the same (Benesty et al. 2009; Hav-
licek and Peterson 1976).

Let the means of X and Y be x̄ =
∑n

i=1
xi

n
 and 

ȳ =

∑n

i=1
yi

n
 , respectively. The Pearson’s correlation coef-

ficient �pearson will be defined as:

In the case of joint normal distributions, Pearson’s correla-
tion coefficient follows the t-distribution with n2 degrees of 
freedom when X and Y are not dependent. If the variables 
are not joint normally distributed, Fisher’s transformation 
can be used to get an asymptotic normal distribution (Law-
rence and Lin 1989).

If  X  and Y  are l inearly dependent,  we set 
�Pearson(X, Y) = ±1 . In the case of a perfect positive 
(increasing) linear relationship, Pearson’s correla-
tion coefficient is set to +1 , and in the case of a perfect 
negative (decreasing) linear relationship, it is set to 
−1 . If X and Y have no linear association whatsoever, 
�Pearson(X, Y) = 0 , and in the case of partial linear depend-
ency, −1 < 𝜌Pearson(X, Y) < 1 . Although no data associa-
tion will score zero correlation, zero correlation does not 
necessarily imply no data association.

As we search for best keywords matching social events 
through Twitter, Pearson’s correlation did not prove to 
be the best feature selection method as the word counts 
in Twitter are not guaranteed to satisfy the assumptions 
of Pearson’s correlation such as normality, linearity and 
homoscedasticity (Kim et al. 2012).

In our study, we used Pearson’s correlation to find the 
words in different forms and counts that are most corre-
lated with event days. These words will be used as features 
that train and test the classifier. Table 3 reports the results 
of Naive Bayes classifier using the selected features.

(2)𝜌Pearson(X, Y) =

∑n

i=1
(xi − (̄x))(yi − ȳ)

�∑n

i=1
(xi − (̄x)

2
)
∑n

i=1
(yi − ȳ)2

4.2  Spearman’s correlation

Spearman’s correlation is a ranking metric that calculates 
the linear correlation between the ranking variables for each 
of the independent and the dependent variables. It is the 
application of the linear correlation between the variables 
after converting the observed data into rank variables. The 
dependency on the rank variable instead of the actual vari-
able allows Spearman’s correlation to relax the constraints of 
Pearson’s correlation, although it will require the signals to 
be independent and the response variables to be monotonic 
(Hauke and Kossowski 2011). Spearman’s correlation does 
not require the variables to be cardinal, so it can evaluate 
the association between the variables if they are ordinal as 
well (Kruskal 1958).

Let X and Y be the vectors of the observed data of size 
n, and let rgXi and rgYi be the rank variables for X and Y, 
respectively. The Spearman’s correlation will be defined as :

where � denotes the Pearson’s correlation applied to rank 
variables, cov(rgX , rgY ) denotes the covariance of the rank 
variables and �rgX�rgY are the standard deviations of the rank 
variables of X and Y, respectively.

Spearman’s correlation can measure the association of the 
words with social events better than Pearson’s correlation, 
but only for short timeframes where the word count and 
event count are guaranteed to be monotonically increasing 
or decreasing. For longer timeframes, the word counts and 
event counts fluctuate up and down, which makes Spear-
man’s correlation not the best option to find the most associ-
ated words with the events (Zhang et al. 2007).

Spearman’s correlation �Spearman takes values between 
−1 and 1, where the correlation coefficient equals 1 for 
the monotonically increasing relationship (for all x1 and 
x2 such that x1 < x2 , we have y1 < y2 ), and the correla-
tion coefficient equals to -1 for the monotonically decreas-
ing relationship (where x1 and x2 such that x1 < x2,we 
have y1 > y2 ). If the random variables are monotonically 
independent, �Spearman(X, Y) = 0 , and if the variables are 

(3)rs = �rgX ,rgY =
cov(rgX , rgY )

�rgX�rgY

Table 4  Classification results 
using the features selected 
using Spearman’s correlation 
considering different word 
forms and word counts

Word form Word count AUC F1 AUPR Precision Recall Accuracy

n-gram 1 0.876 0.713 0.770 0.765 0.675 0.836
n-gram 2 0.915 0.810 0.843 0.827 0.796 0.887
n-gram 3 0.851 0.662 0.738 0.764 0.586 0.820
BOW 2 0.907 0.780 0.812 0.766 0.795 0.866
BOW 3 0.917 0.775 0.816 0.803 0.754 0.869
Skip-gram 2 0.926 0.793 0.838 0.853 0.744 0.883
Skip-gram 3 0.838 0.682 0.776 0.850 0.572 0.840
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partially monotonically dependent, −1 < 𝜌Spearman(X, Y) < 1 . 
�Spearman(X, Y) = 0 does not necessarily mean the random 
variables X and Y are totally independent and they are just 
monotonically independent, but they may have another kind 
of data association (Myers and Sirois 2006).

In this study, we used Spearman’s correlation to find the 
words in different forms and counts that are most correlated 
with event days. These words will be used as features that 
train and test the classifier. Table 4 reports the results of 
Naive Bayes classifier using the selected features.

4.3  Distance correlation

Distance correlation is first introduced by Szekely et al. 
(2007) to calculate the nonlinear correlation between two 
variables (Székely et al. 2007). Distance correlation calcu-
lates the statistical distance between two probability distri-
butions by dividing the Brownian covariance between X and 
Y (distance covariance) by the product of the distance stand-
ard deviations (Székely and Rizzo 2009; Ayache et al. 2000). 
The formulation of the distance correlation is stated below:

where

– dCov(X, Y) =

�
1

n2

∑n

k=1
Ak,lBk,l

– dVar(X) = dCov(X,X)

– dVar(Y) = dCov(Y , Y)

(4)dCor(X, Y) =
dcov(X, Y)

√
dVar(X)dVar(Y)

– Ak,l = ak,l − āk − āl − ā;

– Bk,l = bk,l − b̄k − b̄l − b̄;

– ak,l = ||xk − xl|| is the distance between xk and xl
– bk,l = ||yk − yl|| is the distance between xk and xl
– āk is the kth row mean for x
– āl is the first column mean for x
– b̄k is the kth row mean for y
– b̄l is the first column mean for y

The value of dCor can vary between 0 and 1, where the 1 
means a perfect variable dependence and 0 means the ran-
dom variables are not dependent. If the variables are par-
tially dependent, 0 < Cor(X, Y) < 1 . The main advantage of 
distance correlation is that the zero score implies necessarily 
there is not any kind of statistical dependence or association 
between the two variables.

Distance correlation is more capable of detecting the 
words associativity with social events than any other cor-
relation techniques due to its tolerance to nonlinearity and 
its ability to measure the distance between distributions. The 
only issue with this technique is it requires a noise-free sta-
tistical distribution for the word signal, which is very chal-
lenging considering the noisy nature of Twitter and social 
networks in general (Li et al. 2012).

In this study, we used distance correlation to find the 
words in different forms and counts that are most correlated 
with event days. These words will be used as features that 
train and test the classifier. Table 5 reports the results of 
Naive Bayes classifier using the selected features.

Table 5  Classification results 
using the features selected using 
distance correlation considering 
different word forms and word 
counts

Word form Count AUC F1 AUPR Precision Recall Accuracy

n-gram 1 0.807 0.642 0.707 0.689 0.606 0.796
n-gram 2 0.773 0.566 0.656 0.653 0.508 0.765
n-gram 3 0.756 0.545 0.632 0.620 0.491 0.756
BOW 2 0.832 0.683 0.732 0.682 0.686 0.809
BOW 3 0.824 0.639 0.720 0.738 0.572 0.808
Skip-gram 2 0.800 0.616 0.685 0.660 0.582 0.783
Skip-gram 3 0.781 0.573 0.679 0.716 0.484 0.783

Table 6  Classification results 
using the features selected using 
mutual information similarity 
metric considering different 
word forms and word counts

Word form Count AUC F1 AUPR Precision Recall Accuracy

n-gram 1 0.530 0.396 0.504 0.311 0.566 0.485
n-gram 2 0.544 0.388 0.488 0.323 0.501 0.534
n-gram 3 0.561 0.404 0.500 0.333 0.523 0.537
BOW 2 0.566 0.427 0.533 0.325 0.629 0.492
BOW 3 0.573 0.458 0.572 0.338 0.720 0.490
Skip-gram 2 0.553 0.433 0.544 0.323 0.665 0.479
Skip-gram 3 0.561 0.448 0.560 0.333 0.695 0.487
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4.4  Mutual information

Mutual information measures the amount of information 
held in one variable describing the other variable. Mutual 
information assesses the similarity of the joint distribu-
tions for two variables by multiplying the marginal dis-
tributions of each variable. This makes MI more generic 
than correlation because it is not limited by the numerical 
cardinal values. Mutual information can also be applied to 
categorical, binary and ordinal values (Fraser and Swin-
ney 1986). Considering that MI uses the similarity of the 
distribution, it focuses mainly on comparing the whole 
statistical distribution of the two variables instead of pair-
ing the individual observations of the two variables. This 
makes MI more useful to clustering than classification 
(Viola and Wells 1997).

The MI of two continuous random variables X and Y 
can be defined as:

where p(x, y) is the joint probability of X and Y, and p(x) 
and p(y) are the marginal probability distribution functions 
for X and Y. In the case of continuous random variables, the 
summation process will be replaced by integration (Wells 
et al. 1996).

MI scores range between zero and one, where one 
means a high certainty that one variable holds informa-
tion about the other and the zero score refers to the low 
certainty that one variable holds information about the 
other, although zero MI score does not imply variables 
independence. For our problem for feature selection, MI 
can be used to cluster the words with similar distributions 
assuming the data are not noisy, but it could not find the 
best words associated with the days of events (Church and 
Hanks 1990; Dodds et al. 2011).

In this study, we used the mutual information method to 
find the words in different forms and counts that are most 
correlated with event days. These words will be used as 
features that train and test the classifier. Table 6 reports 

(5)MI(X, Y) =
∑

y∈Y

∑

x∈X

p(x, y).log(
p(x, y)

p(x)p(y)
)

the results of Naive Bayes classifier using the selected 
features.

4.5  Cosine similarity

Cosine similarity calculates the cosine of the angle between 
two vectors. The cosine metric evaluates the similarity of 
direction for the vectors instead of the similarity of the mag-
nitude. The score of cosine similarity is valued to be 1 if the 
two vectors have the angle of zero between their directions, 
and the score is valued to be zero if the two vectors are per-
pendicular (Crandall et al. 2008). In case the two vectors are 
oriented to opposite directions of each other, the similarity 
score will be −1.

Cosine similarity is frequently used in high-dimensional 
spaces such as text mining and information retrieval, where 
each word is considered a feature represented as a new 
dimension, and each document is identified by a vector of 
features (dimensions) associated with the word count in 
the document (Matsuo et al. 2007). Cosine similarity is a 
good indicator of how similar two documents can to be in 
terms of their topics (Singhal 2001). Cosine similarity is 
formulated as: let � , � be two vectors � = p1, p2, p3… and 
� = q1, q2, q3… and let “*” denote a scalar product between 
two vectors. The cosine similarity between � , � is given by

where � ∗ � = (p1 ∗ q1 + p2 ∗ q2 + p3 ∗ q3 +⋯) =
∑n

i=1
pi ∗ qi , 

��� =
∑n

i=1
p2
i
, ��� =

∑n

i=1
q2
i
 , CS is cosine similarity, |�| and 

|�| are the magnitudes of vectors � and � , respectively.
Cosine similarity is used for feature selection for docu-

ment clustering purposes, where it is used to find how redun-
dant are the features. Gram–Schmidt orthogonal feature 
selection method used the cosine similarity as well as both 
backward elimination approach and forward features selec-
tion (Dubey and Saxena 2016; Hazewinkel 2001).

Cosine similarity is useful for text clustering such as 
topic modeling, where the orientation of the word vectors is 
more important than the magnitude. Cosine similarity was 
not useful in finding the best words as features for event 

(6)CS =
(� ∗ �)

(|�| × |�|)

Table 7  Classification results 
using the features selected 
using cosine similarity metric 
considering different word 
forms and word counts

Word form Count AUC F1 AUPR Precision Recall Accuracy

n-gram 1 0.668 0.446 0.533 0.437 0.469 0.653
n-gram 2 0.587 0.345 0.454 0.344 0.374 0.607
n-gram 3 0.513 0.224 0.362 0.287 0.191 0.616
BOW 2 0.658 0.413 0.524 0.458 0.411 0.670
BOW 3 0.643 0.252 0.423 0.300 0.349 0.591
Skip-gram 2 0.653 0.384 0.506 0.421 0.412 0.648
Skip-gram 3 0.525 0.187 0.355 0.199 0.301 0.566
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detection within social networks because the word daily 
magnitude emphasize how many people are talking about 
the event, which reflects the social event size such as the 
protest volume (Sayyadi et al. 2009; Pennacchiotti and Guru-
murthy 2011).

In this study, we used the mutual information method to 
find the words in different forms and counts that are most 
correlated with event days. These words will be used as fea-
tures that train and test the classifier. Table 7 reports the 
results of Naive Bayes classifier using the selected features.

4.6  Jaccard similarity

Jaccard similarity compares the individual members of two 
sets to identify common elements versus the different ones. 
The key advantage of Jaccard similarity is it ignores the 
null values in the two vectors and considers the nondefault 
correct matches compared to the mismatches, which makes 
the metric immune to data imbalance. Jaccard index out-
performs cosine similarity as it retains the sparsity property 
and it also allows the discrimination of the collinear vectors.

Jaccard index is calculated for the sets and binary vector 
as the ratio between the intersected elements and common 
elements as indicated in Eq. 7, which makes the score value 
between zero for no common elements and one for all ele-
ments in common. The Jaccard index is generalized to calcu-
late the similarity of between vectors of cardinal numerical 
data using the formula in Eq. 8

(7)JS(x, y) =
(x ∩ y)

(x ∪ y)
=

(x
⋀

y)

(x
⋁

y)

where tp is the true positives, fp false positives and fn is false 
negatives. Comparing the true positives with the false posi-
tive and false negatives can indicate whether specific word 
values match the event days without being a lucky coinci-
dence, as any mismatched dates for false negatives or false 
positives will be penalized by increasing the denominator 
value. Jaccard distance evaluates the dissimilarity between 
two vectors that is the complement of the Jaccard similarity 
(1-Jaccard similarity). Jaccard distance can also be inter-
preted as the ratio of the size of the symmetric difference 
between two sets to the union (Niwattanakul et al. 2013).

Jaccard index is a useful metric for event detection and 
keyword selection as features, as it measures the term fre-
quency in event days relative to term frequency in nonevent 
days and ignores the true negatives where the event did not 
occur, and the term did not appear. This method is specifi-
cally useful if the term consisted of multiple words such as 
2-words or 3-words n-grams, BOWs or skip-grams, as the 
longer term leads to more zeros in nonevent days. On the 
other hand, the single-word term can occur in any day in a 
spurious accidental way that will distort Jaccard similarity 
index (Unankard et al. 2015; Nasution et al. 2016).

In this study, we used the Jaccard index method to find the 
words in different forms and counts that are most correlated 
with event days. These words will be used as features that 
train and test the classifier. Table 8 reports the results of 
Naive Bayes classifier using the selected features.

(8)JS(x, y) =

∑
i min(xi, yi)∑
i max(xi, yi)

=
tp

fp + fn + tp

Table 8  Classification results 
using the features selected 
using Jaccard similarity metric 
considering different word 
forms and word counts

Word form Count AUC F1 AUPR Precision Recall Accuracy

n-gram 1 0.754 0.593 0.655 0.567 0.629 0.741
n-gram 2 0.825 0.681 0.727 0.652 0.715 0.799
n-gram 3 0.822 0.598 0.668 0.636 0.570 0.770
BOW 2 0.898 0.801 0.827 0.732 0.887 0.867
BOW 3 0.883 0.795 0.826 0.778 0.819 0.873
Skip-gram 2 0.864 0.752 0.785 0.706 0.805 0.841
Skip-gram 3 0.879 0.791 0.821 0.763 0.825 0.869

Table 9  Comparing the best 
result for each data association 
method considering its 
word form and word count. 
The features selected using 
Spearman’s method and skip-
gram with two-words achieved 
best classification results

Method Form Count AUC F1 AUPR Precision Recall Accuracy

Pearson BOW 2 0.764 0.498 0.618 0.651 0.407 0.754
Spearman skip-gram 2 0.926 0.793 0.838 0.853 0.744 0.883
Distance BOW 2 0.832 0.683 0.732 0.682 0.686 0.809
Mutual information BOW 3 0.573 0.458 0.572 0.338 0.720 0.490
Cosine Unigram 1 0.668 0.446 0.533 0.437 0.469 0.653
Jaccard BOW 2 0.898 0.801 0.827 0.732 0.887 0.867
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5  Conclusion and discussion

This research aimed to identify the best way to select the 
features from a huge number of tweets according to the word 
association with the events of interest. We developed a com-
parative study to compare the impact of the different word 
forms, word counts and correlation methods on the selected 
features. To evaluate the quality of the selected features, we 
used them to train Naive Bayes classifier and test how good 
the classifier will be able to classify the event/nonevent days.

The classification results, including the AUC and the 
F-score, emphasized that the best feature selection com-
bination is Spearman’s correlation method with skip-gram 
word form and two as the word count, as stated in Table 9. 
Despite these results, we would recommend to use the bag-
of-words for event detection as it achieves similar results to 
skip-grams, while being more feasible computationally. This 
is because bags-of-words generate less features per tweet 
and it is easier to be aggregated as explained in Sects. 3.2 
and 3.3.

The pipeline proposed in this research is applied to mul-
tiple cities using the selected feature selection combination 
(Spearman + skip-gram + two words) and achieved rela-
tively close scores as listed in Table 10. The results using 
the selected features varied according to each city nature 
such as the population, the activities, the economy and the 
climate. Due to the temporal nature of the event detection 
problem, our observed dataset is limited to 641 days for all 
cities. The key factors affecting the results for each city are 
the number of events happening in the city in association 
with the number of tweets coming from each city.

For example, Melbourne is an event-rich city that has at 
least one civil unrest event weekly and has on average 4 mil-
lion tweets daily, which makes correlating the features with 
the events pretty informative using the aforementioned com-
bination. On the other hand, Brisbane has limited popula-
tion, limited tweets and a small number of civil unrest events 
due to the nature of the city as a tourist attraction and its all-
year good climate; these factors made the feature correlation 
less accurate due to the lack of events. Jakarta achieved less 
scores than Melbourne, despite the fact that Jakarta is more 
reached by people and tweets, but this is because we applied 
the same pipeline on the Indonesian language without any 

natural language preprocessing such as stemming, lemma-
tization or morphological analysis.

This work is useful for detecting historical events as well 
as live events such as protests, sports events, criminal events 
and accidents. The selected features can also be used for 
predicting future events according to the historical patterns 
of the selected features, especially the events that involve a 
mass volume of people such as protests or the vents that are 
affected by people impressions such as stock market trends.
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