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Abstract
Identification of users’ polarities and mining their opinions in various areas, especially social networks, has become one of 
the popular and useful research fields. Although opinion mining and analyzing methods based on machine learning or lexicon 
have been useful, high training cost based on time or memory used, lack of enriched and complete lexicons, high dimen-
sions of feature space and ambiguity in positive or negative detection of some sentences in these methods are examples of 
their downsides. To cope with these problems, in this paper a helpful method based on lexicon and machine learning called 
OMLML is proposed by using social networks. The main superiority of the proposed method compared to other methods is 
addressing these challenges simultaneously. According to the proposed method, the polarity of the opinions toward a target 
word is first determined using a method based on lexicon and textual features of words and sentences. Next, having mapped 
feature space into a 3-D vector, opinions are analyzed and classified based on a new machine learning method. The results 
of quantitative and qualitative experiments show that mapping data into a new space decreases training cost and that the 
performance of the proposed method than is acceptable particularly from the perspective of accuracy, F-measure and runtime.
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1  Introduction

With increasing expansion of the Internet, communities, 
social networks, the rise in their applications and number 
of users of social networks, the volume of data generated 
has increased (Chen and Qi 2011; Rahmani et al. 2014). 
Therefore, it makes relevant information extraction more 
challenging (Ali et al. 2015). On the other hand, people are 
more than willing and happy to share their lives, knowledge 
and experience (Lloret et al. 2012), and the huge amount of 
information has become an attractive resource for organi-
zations to monitor the opinions of users (Zainuddin et al. 
2018), and social networks have been an appropriate frame-
work for expressing users’ opinions and ideas in various 

applied fields (Lee et al. 2012) and a rich resource for users’ 
opinions mining and sentiment analysis. Hence, mining this 
kind of data helps extract practical patterns which are useful 
for business, applications and consumers.

Opinion mining is a research field that deals with infor-
mation retrieval and knowledge detection from the text (Mis-
sen et al. 2013) using data mining and natural language pro-
cessing methods (Li and Liu 2014; Khan et al. 2009). Data 
mining is a process that uses data analysis tools to uncover 
and find patterns and relationships among data that may 
lead to extraction of new information from a large database 
(Karimi Zandian and Keyvanpour 2017; Imani et al. 2013; 
Karimi Zandian and Keyvanpour 2018).

The purpose of opinion mining is research on opinions 
and thoughts, identification of emerging social polarities 
based on the views, sentiments, moods, attitudes and expec-
tations of the beneficiary groups or the majority of people 
(Shandilya and Jain 2009). In general, the objective is to 
recognize users’ attitudes using analysis of their sentences 
in contents sent to communities. The attitudes are classified 
according to their polarities, namely positive, neutral and 
negative. Automatic support from the analysis process is 
very important, and due to the high volume of information, 
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this kind of support is one of the main challenges (Kaiser 
and Bodendorf 2009). Opinion mining can be considered 
as an automatic knowledge detection whose goal is to find 
hidden patterns in many ideas, blogs and tweets.

In recent years, many studies have been performed in dif-
ferent fields of opinion mining in social networks. By inves-
tigating the methods proposed in this area is specified that 
the main challenges are high training cost based on time or 
memory used, lack of enriched lexicons, high dimensions of 
features’ space and ambiguity in positive or negative detec-
tion of some sentences in these methods.

Due to lack of opinion mining methods examining these 
essential challenges in the same time, in this paper to cope 
with these challenges a new opinion mining method called 
OMLML is proposed, which is addressing them simultane-
ously and is based on lexicon and machine learning.

According to the proposed method, in the first phase, the 
polarity of the opinions toward a target word is determined 
using a method based on lexicon and textual features of 
words and sentences. Next, in the second phase after map-
ping feature space into a 3-D vector, opinions are analyzed 
and classified based on a new machine learning method 
using improved neural-fuzzy network proposed in this paper.

The results of quantitative and qualitative experiments 
show that mapping data into a new space decreases training 
cost and that the performance of the proposed method than 
others is acceptable and remarkable from the perspective of 
accuracy, F-measure and runtime.

The rest of the paper is organized as follows. In Sect. 2, 
the related works are discussed. In Sect. 3, the proposed 
method is introduced. Experiments and the evaluation 
results are presented in Sect. 4, followed by the concluding 
remarks in Sect. 5.

2 � Related work

The writing styles used for opinion mining can be divided 
into formal and informal texts. The formal texts include 
poems, novels, the scripts, official documents and so on. 
The latter include chat rooms data, short messages, texts 
contained in the discussion forums, as well as posts written 
in social networks such as Facebook and Twitter (Kaur and 
Saini 2014).

Social networks are useful sources for opinion mining, 
sentiment analysis and emotion detection. On the other hand, 
due to length constraints of texts in this area, the classifica-
tion operation is a challenging task (Kaur and Saini 2014). 
Therefore, informality and length limitations of the texts 
are two main challenges of sentiment analysis in social net-
works. In other words, it is possible that the methods pro-
posed based on formal texts are not suitable to be used for 
environments containing short or informal texts like social 

networks. So far, various methods based on informal texts 
have been proposed and applied. A look at various meth-
ods proposed in opinion mining shows that these methods 
are based on machine learning or lexicon or combination 
of them. By investigation of the methods, it is specified 
that using just lexicon has been rarely proposed for opinion 
mining.

2.1 � Machine learning‑based methods

Cui et al. (2011) have proposed an opinion mining method 
to cope with short messages by the analysis of emotion 
tokens, including emotion symbols, irregular forms of 
words and combined punctuations. A graph propaga-
tion algorithm as a machine learning method has been 
proposed to label the tokens’ polarities, and a multilin-
gual sentiment analysis algorithm is introduced to solve 
multilingual problem of Twitter. Cho and Kang (2012) 
have proposed support vector machines (SVM) method to 
classify tendencies and opinions in texts extracted from 
Twitter, Facebook and Me2Day. Pang et al. (2002) have 
used naive Bayes classification, maximum entropy clas-
sification and SVM for sentiment classification, and their 
data set has been obtained from Internet movie database. 
Akhmedova et al. (2018) have used the fuzzy rule-based 
classifiers, artificial neural networks (ANN) and SVM for 
opinion mining. To generate these methods, a modified 
meta-heuristic method called CORBA has been proposed 
to solve constrained and unconstrained real or binary 
parameter optimization problems. In this method, differ-
ent term weighting schemes have been used as data pre-
processing techniques. To evaluate the proposed method, 
three corpora of The DEFT07 Evaluation Package (Gre-
noble 2007) have been used: books, video games and 
debates in parliament. Xia et al. (2011) have proposed a 
method for sentiment classification that classifies each of 
the feature sets by three classification algorithms, naive 
Bayes, maximum entropy and SVM, and then employs 
three types of ensemble methods, namely the fixed com-
bination, weighted combination and meta-classifier 
combination for ensemble of the feature sets. They have 
considered movie review documents introduced in Pang 
and Lee (2004) and product reviews taken from Amazo​
n.com and reported in Blitzer et al. (2007). Zhang et al. 
(2011) have used a method that applies standard machine 
learning techniques naive Bayes and SVM to automati-
cally classify user reviews as positive or negative. They 
have created a corpus of Cantonese-written reviews by 
retrieving consumer reviews from a Cantonese site Open-
Rice to evaluate their method. According to Anjaria and 
Guddeti (2014), they have studied the sentiment predic-
tion task over Twitter using machine learning techniques, 
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with the consideration of Twitter-specific social network 
structure such as retweet. They employed supervised 
machine learning techniques such as SVM, naive Bayes, 
maximum entropy and ANN to classify the Twitter data. 
Se et al. (2016) have proposed a method based on super-
vised machine learning for classifying the Tamil movie 
reviews as positive and negative. For analyzing the social 
media text where the data are increasing exponentially, 
machine learning algorithms such as SVM, Maxent classi-
fier, decision tree and naive Bayes were used. Poecze et al. 
(2018) have focused on the content of communications on 
Facebook to identify significant differences in terms of 
their user-generated Facebook metrics and commentary 
sentiments. They have used a grounded theory approach 
to classify the posts of YouTube. Krishna et al. (2018) 
proposed a new model for opinion mining and sentiment 
analysis of the text reviews posted in Twitter. The model 
proposed in the paper utilizes machine learning techniques 
and fuzzy approach for opinion mining and classification 
of sentiments on textual reviews. Kushwaha and Rathod 
(2016) proposed a novel technique for opinion mining and 
feature extraction of product reviews. In this method, natu-
ral language processing (NLP) technique is used to obtain 
the polarity of the reviews and AdaBoost classifier is used 
for review processing from different E-commerce sites. 
Tan and Na (2017) have proposed a method to mine pat-
terns of semantic labels from domain corpus for sentence-
level sentiment analysis of product reviews by integrating 
PropBank-based semantic parsing and class association 
rule (CAR) mining. Montejo-Ráez et al. (2012) proposed 
a novel approach for polarity detection on Twitter posts 
using extracting a vector of weighted nodes from the graph 
of WordNet by combining SentiWordNet scores with a 
random walk analysis of the concepts and a non-super-
vised solution that was domain independent. Kang et al. 
(2018) have proposed an opinion mining method based 
on text-based hidden Markov models for systems such as 
movie and product reviews. In this method, a sequence of 
words is used in training texts instead of a predefined sen-
timent lexicon. To learn text patterns, ensemble text-based 
hidden Markov models are applied. According to Narayan 
et al. (2018) for spam review detection, an opinion min-
ing method has been proposed. In this method, different 
sets of features, LIWC, POS Tags, N-gram feature and 
sentiment score, have been used. To classify opinions, six 
techniques, decision tree, naive Bayes, SVM, k-nearest 
neighbors (KNN), random forest and logistic regression, 
have been applied. In Souza et al. (2018), a novel algo-
rithm for opinion mining and sentiment analysis of the 
text reviews posted in Twitter has been proposed based on 
unsupervised clustering. In this method, a hybrid version 
of particle swarm optimization (PSO) and Cuckoo Search 

(CS) has been used. In the preprocessing phase, natural 
language and N-gram language models have been applied.

2.2 � Lexicon‑based methods

Ding et al. (2008) have focused on the problem of deter-
mining the semantic orientations of opinions expressed on 
product features in reviews. They have proposed a holistic 
lexicon-based approach to solve the problem by exploit-
ing external evidence and linguistic conventions of natural 
language expressions. Palanisamy et al. (2013) proposed a 
lexicon-based system as sentiment classification for discov-
ering sentiments based on the contextual sentiment orienta-
tion of the words in posts of Twitter. Al-Ayyoub et al. (2015) 
used the lexicon-based approach to determine the polarity of 
Arabic online reviews in Twitter and built a very large senti-
ment lexicon and a lexicon-based sentiment analysis tool.

2.3 � Machine learning‑ and lexicon‑based methods

Akter and Aziz (2016) proposed a method that applies both 
machine learning approach and lexicon-based dictionary 
to analyze sentiments of Facebook data. They used naive 
Bayes as a machine learning method. Mudinas et al. (2012) 
proposed a concept-level sentiment analysis system that 
seamlessly integrates into opinion mining lexicon-based and 
learning-based approaches to mine the opinions in pSenti 
system including software reviews and movie reviews. The 
system uses a sentiment lexicon constructed using public 
resources for initial sentiment detection. The supervised 
machine learning algorithm used in this system is the linear 
SVM implementation in LibSVM2 with L2 objective func-
tion for optimization and grid-search for parameter tuning. 
Tan et al. (2008) proposed a novel method based on lexicon 
and learning. They used a lexicon-based approach to label 
a portion of informative examples and a learning-based 
method like centroid classifier to classify sentiments. They 
used four domain-specific data sets to evaluate their method: 
movie reviews, computer reviews, education reviews and 
house reviews. Lima et al. (2015) suggested a polarity analy-
sis framework for Twitter messages, which combines both 
approaches, lexicon and machine learning based, and an 
automatic contextual module. Four types of classifiers were 
considered: naive Bayes, SVM, decision trees, and KNN. 
According to Dragoni (2018), to propose a new opinion min-
ing method in advertisement industry and based on Twitter 
posts, a three-phase model has been used. In this model, first 
aspects discussed by users are generated and the polarity of 
those opinions is obtained and finally the most interesting 
aspects based on an advertisement are determined. Najar 
and Mesfar (2017) have proposed an Arabic opinion mining 
method from a set of journalistic articles in political field 
based on a rules-based approach and linguistic approach 
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using NooJ’s linguistic engine to formalize the automatic 
recognition rules. These rules are used to identify the dif-
ferent political entities and then identify the opinions asso-
ciated with the extracted named entities. Poria et al. (2014) 
have proposed a new method for conceptual opinion min-
ing that merges linguistics, commonsense computing and 
machine learning for improving the accuracy of tasks such 
as polarity detection. In this work, dependency relation of 
the input sentence is used to flow from a concept to another. 
The input sentences have been obtained from two data sets: 
movie reviews (Pang and Lee 2005) and product reviews 
(Blitzer et al. 2007). Poria et al. (2016) presented the deep 
learning approach to aspect extraction in opinion mining on 
product reviews and used a combination of seven-layer deep 
convolutional neural network and a developed set of linguis-
tic patterns to tag each word. A central challenge in build-
ing sentiment classifiers using machine learning approach 
is the generation of discriminative features that allow senti-
ments to be implied. Ortega-Bueno et al. (2018) proposed a 
new opinion mining method based on lexicon and machine 
learning. In this paper, effective algorithms have been pro-
posed to build new lexicons of attitude words, especially for 
Spanish. To classify attitude words, in the first step words 
are represented based on neural networks and in the second 
step one classifier for each attitude type and orientation is 
trained. Inputs of this method are an unlabeled corpus and a 
lexicon of words annotated with attitude types and orienta-
tion. According to Liu et al. (2015a), a fine-grained opinion 
mining was proposed that involved identifying the opinion 
holder who expresses the opinion, detecting opinion expres-
sions, measuring their intensity and sentiment and identify-
ing the target or aspect of the opinion. Liu et al. proposed a 
general class of models based on recurrent neural networks 
(RNNs) architecture-like Elman-RNN and Jordan-RNN—
and word embeddings, which can be successfully applied to 
fine-grained opinion mining tasks without any task-specific 
feature engineering effort. To give better initialization to 
RNNs, they used pre-trained word embeddings from several 
external sources or lexicons.

3 � OMLML: the proposed opinion mining 
method

Given challenges such as high dimensions of features’ space, 
ambiguity involved in recognition of emotion concept of 
some words and paying attention to only the weight based 
on word frequency in opinion mining, this paper proposes a 
method based on neural-fuzzy network. Employing a neural-
fuzzy network causes the advantages of neural network and 
fuzzy logic to be used at the same time. According to the 
proposed method, the method applied for users’ opinions 
mining combines a machine learning-based method and 

a lexicon-based method in order to classify opinions and 
sentiments with more accuracy. As shown in Fig. 1, users’ 
opinions in the form of sentences (US), knowledgebase, 
classification target (CT) and parameter N used in machine 
learning phase and determining number of sequential words 
in a sentence as an expression (N is used to extract N-gram) 
are inputs of the OMLML method, and labeled opinions 
(LS) constitutes the output.

Accordingly, as specified in Fig. 1, OMLML involves 
two phases: basic opinion mining and supplemental opin-
ion mining. In the first phase, classification is done based on 
lexicon and in the second phase, it is done based on machine 
learning.

3.1 � Basic opinion mining

According to Fig. 1, US, knowledgebase and CT are sent 
as inputs to basic opinion mining phase and its outputs are 
CS and TS, where CS is a vector of cleaned and refined 
sentences and TS is a part of the training set.

There are various documents in knowledgebase (Lima 
et al. 2015) which include

•	 A list containing words which are frequently repeated and 
are called stop words such as prepositions and auxiliary 
verbs.

•	 A document containing stickers which are frequently 
used in social networks such as “(:” and “):” and their 
polarities. In the basic opinion mining phase, if an opin-
ion containing a sticker gets a positive polarity, positive 
polarity is replaced by the polarity of the sticker in this 
document. If an opinion containing a sticker gets a nega-

Fig. 1   General structure of the OMLML method
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tive polarity, this negative polarity is replaced by the 
polarity of the sticker in this document.

•	 A document containing words collected from various 
lexicons and their polarities.

Lexicon-based classification refers to a classification rule 
in which documents are assigned labels based on the count 
of words from lexicons associated with each label (Taboada 
et al. 2011). For example, suppose that we have opposed 
labels Y ∈ {0, 1} and associated lexicons W0 and W1 . Then, 
for a document with a vector of word counts x, the lexicon-
based decision rule is,

where the ≷ operator indicates a decision rule. Put simply, 
the rule is to select the label whose lexicon matches the most 
word tokens (Eisenstein 2017).

Based on the proposed method, the basic opinion mining 
is based on lexicon and the opinions are classified using 
words’ features and their location in the sentence. As shown 
in Fig. 2 and according to the proposed method, the basic 
opinion mining is divided into two main phases: textual pre-
processing phase and opinions classification phase.

3.1.1 � Textual preprocessing

Available data set based on the users’ opinions is in form of 
textual and unstructured files, which is not stable without 
initial processing. Therefore, according to Fig. 2, the first 
step in the basic opinion mining phase is textual preproc-
essing. US constitutes the input of this step, and KW and 
CS are the outputs, where KW is an array of all words in all 
opinions as keywords. In this step, opinions refinement is 
done, for which tokens are identified, extra characters and 
symbols like “”, ‘@’, ‘*’, ‘$’ and ‘#’ are removed, stemming 

(1)
∑

i∈W0

xi ≷
∑

j∈W1

xj

is done, and stop words like “am”, “is” and “can” are deleted 
(Lima et al. 2015).

3.1.2 � Opinions classification

In this step, opinions are classified and their labels are pre-
dicted. As shown in Fig. 2, Inputs of opinions classification 
are knowledgebase, CT, KW and CS. According to the pro-
posed method in this paper, to classify opinions and predict 
their labels, KW is first determined using Knowledgebase. 
Then, given CT all opinions containing CT are extracted 
from CS and polarities of their words are determined. In the 
next step, labels of these opinions are obtained by calculat-
ing sum of the distances between the words with positive 
polarity in the opinion and the CT and sum of the distances 
between the words with negative polarity in the opinion and 
the CT. If positive concepts are more frequent in the nearby 
CT, opinion label is positive. But, if negative concepts are 
more frequent in the nearby CT, opinion label is negative.

Eventually, these opinions labeled by the proposed 
method based on the lexicon used in this paper are sent to 
supplemental opinion mining phase as TS.

3.2 � Supplemental opinion mining

In the supplemental opinion mining phase, a method based 
on machine learning is used to classify the opinions. As 
specified in Fig. 1, TS, CS and N are inputs of this phase and 
its output is LS. As shown in Fig. 3, supplemental opinion 
mining includes two steps: data set repairing for model train-
ing and model creation based on machine learning.

3.2.1 � Data set repairing for model training

As shown in Fig. 3, data set repairing step receives TS, 
CS and N and after providing a suitable data set for model 

Fig. 2   Block diagram of basic opinion mining Fig. 3   Block diagram of supplemental opinion mining
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training, TeS and TrS are sent to model creation part, 
where TrS is the training data set and TeS is the test data 
set. As Fig. 4 depicts, data set repairing for model training 
are formed from three steps: N-grams extraction, feature 
space creation and mapping the opinions in data set into 
the created feature space, and training and test data set 
extraction.

For feature space creation, N-grams (NG) that form the 
words of the opinions are used. Therefore, in the first step, 
by receiving TS, CS, and N, NG is extracted and as output 
is sent to the next step. Based on the proposed OMLML 
method, the feature space contains three features. This fea-
ture space maps each opinion into a vector with three com-
ponents. The features in feature space include:

•	 Sum of calculated weights of TF.IDF of words in the 
opinion.

•	 The number of positive emotions obtained from the opin-
ions that equals the sum of positive emotional weights of 
all of its words.

•	 The number of negative emotions obtained from the 
opinions that equals the sum of negative emotional 
weights of all of its words.

The procedure to weight the words based on TF.IDF and 
emotions is described below:

•	 Weighting the words based on TF.IDF: In this kind of 
weighting, a popular statistical method called TF.IDF 
(Hourali and Montazer 2010) is used. Equation 2 shows 
how to calculate it. In this method, a weight is associated 
with each word based on its frequency in the opinion 

where t is a word and i is an opinion. TF.IDFt,i is the 
weight calculated for word t in opinion i. tft,i is the fre-
quency of the word t in opinion i and dft is the number 
of opinions in which t has been shown. N is the number 
of all opinions.

•	 Weighting the words based on emotion: In the proposed 
method, for calculation of the number of positive or 
negative emotions, a statistical method called odds ratio 
(OR) is used. In this method, the relationship between 
two features A and B in a population is measured. This 
relation shows how the existence or absence of feature A 
influences the existence or absence of feature B (Bland 
and Altman 2000). In other words, to calculate the rela-
tions between two special features A and B, OR is used. 
To calculate positive and negative weights of words in 
the opinion, Eqs. 3 and 4 are proposed, respectively 

 where P(wi|POS) is the probability of the word wi in the 
positive class. P(wi|NEG) is the probability of the word 
wi in the negative class.

Consequently, in the new feature space, each opinion con-
verts to a vector with three dimensions. The first dimen-
sion shows the importance of an opinion compared to other 
opinions. The second dimension is the number of positive 
emotions, and the third one is the number of negative emo-
tions. The output of the second step in the data set repairing 
is constituted by new features for each opinion (NF). For 
training and evaluating learning models, the available data 
sets are always divided into training data set and test data 
set. Therefore, in this paper, after mapping the data into the 
new feature space, in the third step of the data set repairing 
for model training, 70% of the data set is extracted as TrS 
and the other 30% is extracted as TeS.

3.2.2 � Model creation based on machine learning

In this section, in order to improve and increase accuracy 
and performance of the proposed OMLML method, an 
improved neural-fuzzy network is proposed. In this network, 
we use the model proposed in Takagi and Sugeno (1985) as 
a neural-fuzzy model and Gaussian membership functions 
in Reddy and Raju (2009) as fuzzifiers.

A regular neural-fuzzy network is a neural network with 
fuzzy signals and/or fuzzy weights, sigmoidal transfer 

(2)TF.IDFt,i = tft,i × log

(
N

dft

)

(3)PORi = log
P(wi|POS)(1 − P(wi|NEG))
(1 − P(wi|POS))P(wi|NEG)

(4)NORi = log
P(wi|NEG)(1 − P(wi|POS))
(1 − P(wi|NEG))P(wi|POS)

Fig. 4   Steps of data set repairing for model training
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function and all the operations are defined by Zadeh’s exten-
sion principle (Fullér 1995). Consider a simple regular neu-
ral-fuzzy network in Fig. 5.

All signals and weights are fuzzy numbers. The input 
neurons do not change the input signals, so their output is the 
same as their input. The signal Xi interacts with the weight 
Wi to produce the product Pi = WiXi, i = 1,… , n , where we 
use the extension principle to compute Pi . The input infor-
mation Pi is aggregated, by standard extended addition, to 
produce the input

to the neuron. The neuron uses its transfer function f, which 
is a sigmoidal function, to compute the output

where f is a sigmoidal function and the membership func-
tion of the output fuzzy set Y is computed by the extension 
principle.

Generally, to use neural-fuzzy network, first, parameters 
required to create a neural-fuzzy network must be deter-
mined using TrS and training models. According to the 
proposed method in this paper, for training and creating an 
improved neural-fuzzy network, we use genetic algorithm 
(GA) and PSO as meta-heuristic algorithms instead of tradi-
tional training methods like gradient descent whose problem 
is convergence to local optimum solutions. Meta-heuristic 
algorithms are used in order to determine the best and global 
optimum solutions using global search approaches. There-
fore, in the supplemental opinion mining phase and after 
the data set repairing step, to create improved neural-fuzzy 
network, optimum values for parameters required are first 
obtained by a meta-heuristic algorithm. In the next step, 
the improved neural-fuzzy network based on the model 
proposed in Takagi and Sugeno (1985) and Gaussian mem-
bership functions are modeled. The last step in the model 
creation phase includes training the model using TrS and 
labeling and predicting the labels of TeS. As shown in Fig. 3, 
the output of this phase is LS.

(5)net = P1 +⋯ + Pn = W1X1 +⋯ +WnXn

(6)Y = f (net) = f (W1X1 +⋯ +WnXn)

4 � Experiments

4.1 � Data set

The data used in this paper consist of two data sets obtained 
from Twitter social network that have been collected in 
2008–2013 and used in some works (Lima et al. 2015; Yang 
et al. 2017; Taboada et al. 2011; Eisenstein 2017; Hourali 
and Montazer 2010; Reddy and Raju 2009; Cambria and 
Hussain 2012). In these data sets, each user’s opinion has 
140 characters at most, and all opinions have label 1 or − 1 
that are specified by the experts. Label 1 shows that the 
polarity of the opinion is positive and label − 1 shows that 
the polarity of the opinion is negative. Table 1 shows the 
characteristics of the data sets used. As shown in Table 1, in 
debate2008 data set, there are 2007 opinions. The number 
of opinions with positive polarity is 743, and the number of 
opinions with negative polarity is 1264. In sentistrength data 
set, 3293 opinions in 4242 opinions have positive polarity 
and the rest have negative polarity.

4.2 � Evaluation criteria

In data mining applications, various criteria are applied 
for evaluation of the methods proposed and used. In this 
paper, the following criteria are used: accuracy, precision, 
recall and F-measure.

•	 Accuracy: The most important criterion for evaluation 
of any classification algorithm is accuracy, which is 
calculated based on Eq. 7 (Bhattacharyya et al. 2011) 

where TN is the number of the opinions with negative 
polarity which are labeled negative polarity correctly. 
TP is the number of the opinions with positive polarity 
which are labeled positive polarity correctly. FP is the 
number of the opinions with negative polarity which are 
labeled positive polarity incorrectly. FN is the number 
of opinions with positive polarity which are incorrectly 
labeled negative polarity.

(7)Accuracy =
TN + TP

TN + FN + TP + FP

Fig. 5   Regular neural-fuzzy network (Fullér 1995)

Table 1   Characteristics of the data sets used in the proposed method

Data set Name The number 
of all opin-
ions

The number 
of opinions 
with positive 
polarity

The number 
of opinions 
with negative 
polarity

1 Debate2008 2007 743 1264
2 Sentistrength 4242 3293 949
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•	 Precision: As shown in Eq. 8, it is the number of opin-
ions correctly labeled as belonging to the positive class 
(TP) divided by the total number of opinions labeled 
as belonging to the positive class (i.e., the sum of true 
positives and false positives, which are items incorrectly 
labeled as belonging to the class) (Bhattacharyya et al. 
2011) 

•	 Recall: The number of true positives divided by the total 
number of opinions that actually belongs to the positive 
class (i.e., the sum of true positives and false negatives, 
which are opinions not labeled as belonging to the posi-
tive class but should have been) (Eq. 9) (Powers 2011) 

•	 F-measure: As stated in Eq. 10, it is the harmonic mean 
of precision and recall (Powers 2011) 

4.3 � Experiments results

To evaluate the proposed method, three tests have been 
designed and run. Test 1 investigates the proposed method 
based on different learning models and criteria mentioned 
in the previous subsection. Test 2 investigates the runtime 
of the proposed opinion mining method based on different 
learning models. Test 3 is the investigation of the effect of 
different features in feature space on the results of the pro-
posed method based on the criteria mentioned in the previ-
ous subsection. In addition to these three tests, to evaluate 
and compare our method and others comprehensively, the 
proposed method has been compared with other methods 
quantitatively and qualitatively.

4.3.1 � Test 1: the effect of different learning models 
in the proposed opinion mining on the evaluation 
criteria

Test 1 helps to investigate the effect of different learn-
ing models in the proposed opinion mining method on 
the criteria mentioned above. As mentioned in previous 
sections, in the proposed OMLML method in the supple-
mental opinion mining phase for training the improved 
neural-fuzzy network, GA and PSO are used as meta-heu-
ristic algorithms instead of traditional training methods 
like gradient descent whose problem is convergence to 
local optimum solutions. Meta-heuristic algorithms are 

(8)Precision =
TP

TP + FP
.

(9)Recall =
TP

TP + FN
.

(10)F-measure =
2 × precision × recall

precision + recall
.

used in order to determine the best and global optimum 
solutions using global search approaches. Therefore, this 
test evaluates the proposed method using neural network, 
neural-fuzzy network and improved neural-fuzzy network 
based on either PSO or GA algorithms as a meta-heuristic 
algorithm.

Before evaluation, it is necessary to determine the val-
ues used for GA and PSO algorithms parameters. Tables 2 
and 3 show the values used for GA and PSO algorithms, 
respectively.

To investigate the proposed method, the value of param-
eter N has been initialized with 1–6 as the input of the pro-
posed OMLML method. The results obtained from this test 
are summarized in Table 4.

As shown in Table 4, neural network has the least per-
formance on average due to lack of fuzzy system in its 
structure. This result shows that using fuzzy system in the 
opinion mining method helps to enhance performance. As 
inferred from Table 4, using combination neural network 
and fuzzy system usually improves performance more than 
using just neural network. using PSO and GA as the best 
solution determiner, that have been proposed in this paper, 
to train the parameters of a neural-fuzzy model has helped 
the method to be improved on average. It seems that atten-
tion to convergence of neural and neural-fuzzy networks to 
local optimum solutions and minimum points and apply-
ing meta-heuristic algorithms to the improved neural-fuzzy 
network to solve this challenge causes this method to have 
better performance and effectively improve the results of 
this experiment. Comparisons between the results of GA and 
PSO in Table 4 show that these algorithms have performed 
similarly with PSO showing slightly better performance. It 
is necessary to note that the results gained are independent 
of the data set.

Table 2   Values used for GA algorithm parameters

Parameter Value

The number of population members 150
Crossover rate (%) 40
Mutation rate (%) 9
The number of generations 50

Table 3   Values used for PSO algorithm parameters

Parameter Value

The number of population members 150
The number of generations 50
Inertia weight Adaptive
The particle’s experience weight 1
The group’s experience weight 3
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Table 4   Results of applying different learning models to the proposed opinion mining on the evaluation criteria (Test 1)

N Supplemental opin-
ion mining method

Debate2008 Sentistrength

Accuracy (%) Precision (%) Recall (%) F-measure (%) Accuracy (%) Precision (%) Recall (%) F-measure (%)

1 Neural network 63 63 100 77 38 49 41 45
Neural-fuzzy net-

work
63 63 100 77 52 34 40 36

Improved neural-
fuzzy network 
using GA

68 67 95 78 71 45 60 51

Improved neural-
fuzzy network 
using PSO

69 68 95 79 70 45 60 51

2 Neural network 60 62 100 77 57 52 67 58
Neural-fuzzy net-

work
63 63 100 77 61 69 73 71

Improved neural-
fuzzy network 
using GA

65 66 94 77 75 50 44 46

Improved neural-
fuzzy network 
using PSO

66 67 90 77 75 50 43 46

3 Neural network 58 58 100 73 40 21 37 26
Neural-fuzzy net-

work
62 3 8 76 57 43 41 42

Improved neural-
fuzzy network 
using GA

62 63 95 76 75 52 63 56

Improved neural-
fuzzy network 
using PSO

62 63 95 76 76 69 77 73

4 Neural network 64 64 100 78 54 62 59 60
Neural-fuzzy net-

work
63 63 100 77 52 34 40 36

Improved neural-
fuzzy network 
using GA

64 64 100 78 71 45 60 51

Improved neural-
fuzzy network 
using PSO

63 63 100 77 70 45 60 51

5 Neural network 59 59 100 74 37 40 57 47
Neural-fuzzy net-

work
63 63 100 77 46 51 61 55

Improved neural-
fuzzy network 
using GA

66 67 90 77 74 55 63 58

Improved neural-
fuzzy network 
using PSO

67 68 90 78 62 55 63 58

6 Neural network 35 47 34 39 59 51 63 56
Neural-fuzzy net-

work
63 63 100 77 62 51 57 54

Improved neural-
fuzzy network 
using GA

66 67 90 77 67 62 66 58

Improved neural-
fuzzy network 
using PSO

66 67 90 77 64 53 62 50
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4.3.2 � Test 2: the effect of different learning models 
in the proposed opinion mining on runtime

In Test 2, different learning models were applied to investi-
gate the runtime of the proposed opinion mining method. In 
this subsection given different values of N, the runtime was 
evaluated considering neural network, neural-fuzzy network, 
improved neural-fuzzy network using GA and improved neu-
ral-fuzzy network using PSO. Table 5 indicates the results of 
this test. As the results obtained are independent of data set, 
evaluations have been reported based on Debate 2008 data 
set. Although using the meta-heuristic algorithm in model 
training increased performance, especially concerning accu-
racy, it dictates more time overhead on the method. Accord-
ing to Table 5, the improved neural-fuzzy network using GA 
and PSO needs a duration of approximately 10 and 20 times, 
respectively, for training and labeling than neural network 
and neural-fuzzy method. This is because the meta-heuristic 
algorithm calculates the cost of each member of population 
repeatedly using a cost function until determining optimum 
values for the parameters.

As shown in Table 5, runtime in the improved neural-
fuzzy network using PSO is two times longer than the runt-
ime in the improved neural-fuzzy network using GA. This 
is because in PSO algorithm, all members of population are 
evaluated in each iteration and their costs are calculated, 
while in GA algorithm the costs of only new members are 
calculated in each iteration. Therefore, runtime in the pro-
posed method using PSO is longer than when GA is used. 
It is remarkable that runtime for neural-fuzzy network and 
neural network is almost equal. In spite of more accuracy 
for neural-fuzzy network than neural network, it needs equal 
time to run.

Generally, given improvement in our proposed method 
based on other criteria, its runtime is not high disregarding 
others and is acceptable.

4.3.3 � Test 3: the effect of different proposed features 
in feature space of the proposed method 
on the evaluation criteria

This test aims to investigate the effect of different features 
in feature space on the results of the proposed method based 
on criteria mentioned above.

As stated before, feature space used in training data 
includes TF.IDF weight, positive emotional weight and 
negative emotional weight. In this test, the training data set 
is created based on three different modes: TF.IDF weight 
and positive emotional weight; TF.IDF weight and negative 
emotional weight; TF.IDF weight, positive emotional weight 
and negative emotional weight. Improved neural-fuzzy net-
work was trained by them, separately. Table 6 shows the 
results obtained from this test.

According to the results reported in Table 6, it is clear 
that with removing each of the features of positive emotional 
weight and negative emotional weight, performance crite-
ria introduced in evaluation criteria subsection, including 
accuracy, were reduced. Since using each of the features 
causes more complete information to be provided to train 
data, the performance increases. Therefore, applying the pro-
posed method (using all of the features) helps to improve the 
results effectively.

4.3.4 � Comparison between the proposed method 
and other methods quantitatively

In order to evaluate the proposed method, it is necessary to 
compare it with other methods. Therefore, in this section 
the proposed method is compared with methods proposed 
in Lima et al. (2015). This method is a hybrid approach 
containing two parts. In the first part, after extracting all 
keywords, n-dimensional feature space is created based 
on TF.IDF weight. In the second part, decision tree, SVM 
network, KNN model and naive Bayes as learning models 
are trained and used for opinion classification. Given that 
accuracy and F-measure are two main criteria in opinion 
mining, comparison and evaluation have been done based on 
them. The results obtained are shown in Tables 7 and 8. In 
order to evaluate and compare the methods more accurately, 

Table 5   Results of applying 
different learning models to the 
proposed opinion mining on 
runtime (Test 2)

N Neural network 
(s)

Neural-fuzzy net-
work (s)

Improved neural-fuzzy net-
work using GA (s)

Improved neural-fuzzy 
network using PSO (s)

1 256 265 2380 4606
2 255 267 2452 4707
3 261 254 2452 4445
4 255 259 2235 3846
5 267 291 2301 3800
6 248 227 2340 3860
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each learning model used in Lima et al. (2015) is examined 
based on accuracy and F-measure, separately. Given that the 
results based on runtime are similar, they are reported as a 
single method.

Discussion As shown in Table 7, the best result of the 
method proposed in Lima et al. (2015) based on the first 
data set is related to using naive Bayes with 63% accuracy 
and 76% F-measure. However, in the method proposed in 
this paper, the best result of our proposed method based 
on the first data set is related to improved neural-fuzzy net-
work using PSO whose accuracy is 69% and F-measure is 
79%. These results show that the proposed method in this 
paper is better than the method proposed in Lima et al. 
(2015) and improves the performance of opinion mining. 
As to data set 2, the best result of the proposed method in 
Lima et al. (2015) is related to naive Bayes model with 78% 
accuracy and 87% F-measure. In contrast, the best result of 
the proposed method in this paper is related to improved 
neural-fuzzy network using PSO whose accuracy is 76% 
and F-measure is 73%. The results show that using the pro-
posed method in this paper as an opinion mining method and 
meta-heuristic algorithms to determine the optimum values 
of the parameters on data set 1 significantly improved the 
performance of mining based on accuracy and F-measure. 
However, as to data set 2, the proposed method in Lima et al. 
(2015) using naive Bayes showed better performance.

On the other hand, as inferred from Table 7, using the 
naive Bayes method as a learning model in Lima et al. 
(2015) produced the best result among other learning mod-
els proposed in Lima et al. (2015). Also, improved neural-
fuzzy network using PSO is the best one among the models 
considered in this paper. According to Table 8, although the 
meta-heuristic algorithm which is time-consuming is used in 
the proposed OMLML method, the runtime of the proposed 
method used in this paper is lower than that of the methods 
proposed in Lima et al. (2015). In the OMLML method, first 

a new feature space is created with only three dimensions 
and supplemental opinion mining is done using it. None-
theless, the new feature space applied in Lima et al. (2015) 
is created with very high dimensions, which increases the 
dimensions of feature vectors in all keywords of all opinions. 
This raises the time of model training. Therefore, using the 
proposed method boosts the runtime of opinion mining, in 
addition to other criteria.

As mentioned before, the improved neural-fuzzy network 
using GA and PSO needs more time than neural network 
and neural-fuzzy network. This is because the meta-heuristic 
algorithm calculates the cost of each member of popula-
tion repeatedly using a cost function until determining opti-
mum values for the parameters. Furthermore, runtime for 
the improved neural-fuzzy network using PSO is two times 
longer than the runtime in the improved neural-fuzzy net-
work using GA. Also, in PSO algorithm in each iteration 
all members of population are evaluated and their costs are 
calculated, while in GA algorithm in each iteration cost of 
only new members are calculated. Therefore, runtime of the 
proposed method using PSO is longer than when GA is used.

Regarding Tables 7 and 8 and considering the mean of the 
results obtained from the two data sets reported in Table 7, 
the proposed method has better performance based on accu-
racy and F-measure approximately in all states, while the 
runtime in our method is less than the methods proposed in 
Lima et al. (2015). Therefore, this result shows improvement 
in opinion mining.

4.3.5 � Comparison between the proposed method 
and other methods qualitatively

As some methods either have been proposed for opinion 
mining in a special environment or application or have not 
been evaluated quantitatively, it is not possible to compare 
our method with them quantitatively. Therefore, to evaluate 

Table 6   Results of applying 
different proposed features to 
feature space of the proposed 
method on the evaluation 
criteria (Test 3)

Improved neural-fuzzy network using GA Improved neural-fuzzy network using PSO

TF.IDF, 
SW+ (%)

TF.IDF, 
SW−  (%)

TF.IDF, SW+, 
SW− (%)

TF.IDF, SW+ TF.IDF, 
SW− (%)

TF.IDF, 
SW+, SW− 
(%)

Debate2008
 Accuracy 64 63 68 68 63 69
 Precision 65 63 67 67 63 68
 Recall 77 100 95 93 100 95
 F-measure 73 77 78 78 77 79

Sentistrength
 Accuracy 79 62 81 57 72 80
 Precision 52 63 66 40 38 45
 Recall 48 57 60 59 56 60
 F-measure 49 50 51 50 48 51
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and compare our method and others comprehensively in 
addition to evaluation quantitatively, in this section the pro-
posed method and others are compared qualitatively.

Comparison between the proposed method and other 
methods based on existing challenges Given challenges 
such as high dimensions of features’ space, the ambigu-
ity involved in recognition of emotional concepts of some 
words, paying attention to only the weight based on word 
frequency in opinion mining, high training cost based on the 
time or memory used and the uses of previous methods in 
particular fields, the superiority of our method compared to 
other opinion mining algorithms includes using low dimen-
sions of features’ space, paying attention to the weights 
based on other criteria in addition to word frequency in opin-
ion mining and reducing training cost, simultaneously. On 
the other hand, this method has satisfactory accuracy and is 
suitable for opinion mining in various fields. Some methods 
have been proposed to mine opinions in particular applica-
tions, environments or fields such as Smart City (Puri et al. 
2018; Mishra et al. 2018), Tourism Industry (Bhatnagar 
et al. 2018), Advertisement (Tudoran 2018; Dragoni 2018), 
Nutrition Industry (Mostafa 2018), Stock Investment (Jeong 
et al. 2018), Economy, Commerce and Marketing (Karami 
et al. 2018; Yun et al. 2018; Rathan et al. 2018; Narayan 
et al. 2018), Energy (Nuortimo and Härkönen 2018) and 
Literature Review like Movie Review (Souza et al. 2018). In 
contrast, this paper proposes a new method called OMLML 
that is usable in various applications and fields. In com-
parison with methods using just machine learning or lexi-
con to mine opinions such as Puri et al. (2018), Bhatnagar 
et al. (2018), Tudoran (2018), Mostafa (2018), Karami et al. 
(2018), Yun et al. (2018), Narayan et al. (2018), Nuortimo 
and Härkönen (2018), Souza et al. (2018), Rozi et al. (2018), 
Akhmedova et al. (2018), Solanki et al. (2019) and Kang 
et al. (2018), the method applied for users’ opinions mining 
in this paper combines a machine learning-based method 
and a lexicon-based method in order to classify opinions and 
sentiments with more accuracy. In addition, in this paper to 
create a model of mining based on machine learning and 
to improve accuracy and performance of the opinion min-
ing method, an improved neural-fuzzy network is proposed. 

In this network, we use the model proposed in Takagi and 
Sugeno (1985) as a neural-fuzzy model and Gaussian mem-
bership functions in Reddy and Raju (2009) as fuzzifiers. 
Employing a neural-fuzzy network brings the advantages 
of neural network and fuzzy logic at the same time. Some 
methods proposed recently have paid attention to only the 
weight based on word frequency in opinion mining and rec-
ognition of emotional concepts of some words like (Puri 
et al. 2018; Mishra et al. 2018; Mostafa 2018; Souza et al. 
2018; Akhmedova et al. 2018; Kang et al. 2018) compared 
to OMLML in which three types of weights are used:

•	 Sum calculated weights of TF.IDF of words in the opin-
ion.

•	 The number of positive emotions obtained from the opin-
ions that equals the sum of positive emotional weights of 
all of its words.

•	 The number of negative emotions obtained from the 
opinions that equals the sum of negative emotional 
weights of all of its words.

In comparison with some methods that have used the polar-
ity of each word in the opinion or many features to analyze 
and classify the opinion like (Puri et al. 2018; Mishra et al. 
2018; Mostafa 2018; Jeong et al. 2018; Yun et al. 2018; 
Narayan et al. 2018; Souza et al. 2018; Kang et al. 2018), in 
our method, the polarity of the opinions toward a target word 
is first determined using a method based on lexicon and tex-
tual features of words and sentences. Next, having mapped 
feature space into a 3-D vector, opinions are analyzed and 
classified based on a new machine learning method. The 
decrease in feature space is done to reduce dimensions of 
the original feature space and training cost. The summary of 
comparisons between the proposed method and other meth-
ods based on existing challenges is presented in Table 9.

Comparison between the proposed method and other 
methods based on four criteria, calculation cost, speed, 
F-measure and dependency on particular field Before mak-
ing any comparison, it is necessary to introduce the criteria. 
Performance evaluation of opinion mining methods is often 

Table 8   Comparisons between 
the proposed methods 
(improved neural-fuzzy network 
using GA and improved neural-
fuzzy network using PSO), 
basic methods (neural network 
and neural-fuzzy network) and 
the method proposed in Lima 
et al. (2015) based on runtime

N Neural 
network 
(s)

Neural-fuzzy 
network (s)

Improved neural-fuzzy 
network using GA (s)

Improved neural-fuzzy 
network using PSO (s)

The method proposed in 
Lima et al. (2015) (s)

1 256 265 2380 4606 4709
2 255 267 2452 4707 4620
3 261 254 2452 4445 4987
4 255 259 2235 3846 4959
5 267 291 2301 3800 5077
6 248 227 2340 3860 4657
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difficult, particularly qualitatively, because different methods 
with a variety of approaches achieve this goal and applying 
different criteria to evaluate these methods is not possible. 
To compare the proposed method and others, the follow-
ing criteria have been considered and rankings are applied 
on three different levels: low, medium and high, except the 
dependency on particular field that is Yes or No.

Given that F-measure has been defined in the previous 
section, its definition is ignored here.

•	 Calculation cost: includes the volume of features’ space, 
the amount of calculations and memory for creating a 
model, training and achieving the best result.

•	 Speed: is the amount of run of the opinion mining 
method in time unit. If the time required to mine opinions 

in the document by the opinion mining system is shorter, 
the speed of the mining process will be higher.

•	 Dependency on particular field: is the opinion mining 
approach dependent on a special field and is it useful just 
for that environment or not?

In this part, our method is compared with those that are 
comparable based on the proposed criteria.

Dragoni (2018), the researcher, has used two resources 
called source community and target community, separately 
for aspect extraction and polarities of users’ mining. Con-
sequently, two sources are needed to be prepared as the pre-
processing step, in addition to the costs of the main phases 
of opinion mining. In addition, NLP approach has high cal-
culation cost (Keyvanpour et al. 2018). Therefore, it seems 

Table 9   Summary of comparisons between the proposed method (OMLML) and other methods based on existing challenges

Using high dimen-
sions of features’ 
space

Paying attention to only 
the weight based on word 
frequency

Training 
with high 
cost

Using just lexicon 
or machine learn-
ing

Dependency on 
particular field

The method proposed in Puri et al. 
(2018)

✓ ✓ ✓ ✓ ✓

The method proposed in Mishra et al. 
(2018)

✓ ✓ ✓ × ✓

The method proposed in Bhatnagar 
et al. (2018)

× × × ✓ ✓

The method proposed in Tudoran 
(2018)

× × × ✓ ✓

The method proposed in Dragoni 
(2018)

× × × × ✓

The method proposed in Mostafa 
(2018)

✓ ✓ ✓ ✓ ✓

The method proposed in Jeong et al. 
(2018)

✓ × ✓ × ✓

The method proposed in Karami et al. 
(2018)

× × × ✓ ✓

The method proposed in Yun et al. 
(2018)

✓ × ✓ ✓ ✓

The method proposed in Rathan et al. 
(2018)

× × × × ✓

The method proposed in Narayan 
et al. (2018)

✓ × ✓ ✓ ✓

The method proposed in Nuortimo 
and Härkönen (2018)

× × × ✓ ✓

The method proposed in Souza et al. 
(2018)

✓ ✓ ✓ ✓ ✓

The method proposed in Rozi et al. 
(2018)

× × × ✓ ✓

The method proposed in Akhmedova 
et al. (2018)

× ✓ × ✓ ×

The method proposed in Solanki et al. 
(2019)

× × × ✓ ×

The method proposed in Kang et al. 
(2018)

✓ ✓ ✓ ✓ ×

OMLML method × × × × ×
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that the calculation cost of this method is more than that 
of others. Due to the use of NLP technique to detect the 
necessary aspects and low speed of running this approach 
(Keyvanpour et al. 2018) and the necessity of user profile 
creation in the proposed method, its speed is medium. One 
of the most common issues in the unsupervised aspect-based 
approaches is the extraction of false positive aspects (Liu 
et al. 2015b). Therefore, as this method has used an unsu-
pervised algorithm for aspects extraction and calculating 
aspects polarities, its F-measure is low.

Due to the use of various methods in different phases 
of the method proposed in Souza et al. (2018), it is neces-
sary to do many calculations to create the opinion mining 
model. The researchers in Souza et al. (2018) have used 
the unsupervised-based method in the processing phase of 
opinion mining, their F-measure is not high but regarding 
the use of different methods based on PSO which is a meta-
heuristic algorithm, F-measure is improved, and the speed 
of this method is low.

Puri et al. (2018) proposed an approach using the finite 
sources and restricted to a limited set of identifying features. 
Therefore, its runtime decreases. As, in this paper, just pre-
defined knowledge has been used for mapping and opinion 
mining, calculation cost seems to have decreased, but the 
method’s F-measure has decreased, as well.

Using different lexicons and supervised learning methods 
in Rathan et al. (2018) helps to increase F-measure. Due to 
the huge volume of data sets, the researchers in Rathan et al. 
(2018) have used a feature-level sentiment analysis model. 
Therefore, it seems that calculation cost to training is less. 
In this research, a real-time review analysis method is used, 
which requires a high speed.

In our proposed method, due to a decrease in feature 
space, dimensions of the original feature space have been 
reduced. Therefore, training and calculation cost is dimin-
ished. Despite dimension reduction in this method, the 
improved neural-fuzzy network using GA and PSO needs 
more time. Because the meta-heuristic algorithm calcu-
lates the cost of each member of population repeatedly 
using a cost function until determining optimum values 
for the parameters, its speed is medium. The method 
applied for users’ opinions mining in this paper combines 
a machine learning-based method and a lexicon-based 

method in order to classify opinions and sentiments with 
more accuracy and F-measure. In addition, in this paper 
for model creation of mining based on machine learning, 
in order to improve accuracy, F-measure and performance 
of the opinion mining method, an improved neural-fuzzy 
network is proposed. According to the obtained results, 
F-measure of OMLML is high.

The summary of comparisons between the proposed 
method and other methods based on the proposed criteria 
is presented in Table 10.

5 � Conclusion

In opinion mining field, although recently some use-
ful methods have been introduced, there are some dis-
advantages in this area yet. Therefore, in this paper to 
improve opinion mining methods in social networks, a 
helpful method based on lexicon and machine learning 
called OMLML was proposed whose main feature and 
superiority compared to other methods include address-
ing challenges like high dimensions of features’ space, 
the ambiguity involved in recognition of emotional con-
cepts of some words, paying attention to only the weight 
based on word frequency in opinion mining, high training 
cost based on time or memory used and usability in any 
particular field simultaneously. In the proposed method, 
the polarity of the opinions toward a target word was first 
determined using a method based on lexicon and textual 
features of words and sentences. Next, having mapped 
feature space into a 3-D vector, opinions were analyzed 
and classified based on a new machine learning method. 
According to the OMLML method, a rich feature space 
was created focusing on dimension reduction and word 
weighting. An improved neural-fuzzy network was pro-
posed as well to find optimum solutions instead of using 
traditional machine learning methods. OMLML was evalu-
ated based on the popular criteria and on two data sets. 
Given the results, it can be concluded that the proposed 
OMLML method showed better performance as an opinion 
mining method in social networks.

Table 10   Summary of 
comparison between the 
proposed method (OMLML) 
and other methods based on the 
proposed criteria

Calculation cost Speed F-measure Dependency on 
particular field

The method proposed in Puri et al. (2018) Medium Medium Medium Yes
The method proposed in Dragoni (2018) High Medium Low Yes
The method proposed in Rathan et al. (2018) Medium High High Yes
The method proposed in Souza et al. (2018) High low Medium Yes
OMLML method Medium Medium High No
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