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Abstract
Influence maximization deals with the problem of identifying k-size subset of nodes in a social network that can maximize 
the influence spread in the network. In this paper, the problem of influence maximization using two aspects, node connec-
tivity and node activity level, has been studied. To measure node connectivity, the widely popular and intuitive measure of 
out-degree of node has been used, and for node activity, node’s past interactions have been taken into consideration. For 
studying influence spread, two activity-based diffusion models, namely Activity-based Independent Cascade model and 
Activity-based Linear Threshold model, have been proposed in which influence propagation is driven by a node’s activity 
that it has actually performed in the past. Activity-based models aim at studying influence spread by incorporating a more 
realistic aspect corresponding to user behavior. Motivated by the belief that activity is as important as connectivity, UAC-
Rank algorithm for the identification of initial adopters has been proposed.

Keywords Online social networks · Influence maximization · Node activity · Node connectivity

1 Introduction

The emergence of so many online social networks (OSNs), 
like Facebook, Twitter, Instagram, Snapchat, has changed 
the way people connect and interact worldwide. OSNs have 
become an integral part of people’s lives and have led to an 
explosion in the volume and variety of information avail-
able for research and analysis. Social network analysis is 
gaining momentum due to its use in varied applications, and 
the need to analyze the behavior of individuals in online 
environments.

A social network has three main components—(i) users—
who connect and interact with each other, (ii) network—
formed by the connecting links between the users, and (iii) 
content—the information that is being exchanged.

The members of a social network interact and exchange 
information with each other, thus diffusing information 
through the network. The propagation of information 

across the network through interactions among the mem-
bers is known as information diffusion. A pervasive feature 
of information diffusion analysis is social influence analysis. 
Social influence refers to how the opinion of an individual 
impacts the opinion of another individual. According to 
Merriam-Webster dictionary, influence means “the act or 
power of producing an effect indirectly, or without apparent 
use of force or exercise of command.” Influence displays 
certain properties, like it is dynamic, propagative, transitive, 
composable, measurable, subjective, asymmetric, etc. (Peng 
et al. 2018).

Various works being done on OSNs can be broadly 
divided into three categories, namely—structural analysis, 
social data analysis, and social interactions analysis (Kurka 
et al. 2016). Structural analysis deals with the structure and 
functionality of the network, like topology-based analy-
sis, information diffusion models, etc. Social data analysis 
makes use of the data being generated and exchanged over 
the network and covers areas like sentiment analysis, emerg-
ing topic prediction, social recommendation systems, etc. 
Work in the category of social interactions analysis is based 
on user interactions. It covers areas like, cascade prediction, 
influence analysis, etc.

In today’s world, OSNs are also emerging as one of 
the most impactful marketing and information spreading 
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platforms. Consider a hypothetical scenario wherein a com-
pany wishes to promote their new product using OSN. It 
needs its online marketing campaign to reach out to a large 
number of people in a short span of time. Every campaign 
has a pre-decided budget, and so the company can give out 
samples to a limited number of people only. It would thus 
want to identify a few select people who, through their con-
nections, can help in maximizing the spread of information 
about the product. So it needs to identify initial adopters 
who are influential and can influence their friends, especially 
those friends who can further influence their own friends 
and so on, till the influence spreads to a large number of 
people. Besides the identification of initial adopters, equally 
important aspect is the model for spread of influence. So in 
view of information diffusion within a specified time frame, 
when deciding upon which node to choose next, a node’s 
activity level should be taken into consideration. Edges 
with higher activity frequency should be assigned higher 
propagation probability as compared to those with lower 
activity frequency. The problem of finding initial adopters 
who can eventually lead to a large number of people getting 
influenced is called influence maximization. It finds use in 
multiple domains like viral marketing, targeted marketing, 
political campaigns, search engines, recommendation sys-
tems, etc. Influence maximization aims at addressing tasks 
like “finding the most influential users in a network,” “find-
ing the influence spread of an influencer,” or “who can influ-
ence whom” (Peng et al. 2017).

The process of influence maximization can be carried out 
by making use of node connections (in a social network, a 
node represents a user), node behavior and/or the content 
being propagated. Centrality, a measure based on node con-
nections, is one of the most popular measures used for iden-
tifying influential nodes in a network. There are many types 
of centralities, like degree centrality, betweenness centrality, 
closeness centrality, eigenvector centrality, etc., which are 
based on node connections and where in the network the 
node is located. Centrality measures often find use in appli-
cations involving viral marketing. For applications such as 
trend analysis, topic-related predictive analysis, or targeted 
marketing, node behavior and content play an important role.

For studying the spread of influence, node activity-based 
models have been proposed, namely Activity-based Inde-
pendent Cascade (AbIC) model and Activity-based Linear 
Threshold (AbLT) model. AbIC and AbLT models draw 
inspiration from Independent Cascade (IC) model and Lin-
ear Threshold (LT) model, respectively (Kempe et al. 2003). 
In the proposed activity-based models, the propagation prob-
ability over a connection (edge) has been computed based 
on the actual activity performed by the user in the past. 
Considering real-world scenarios (like the one mentioned 
above), where the goal is to spread information across the 
network within a given time frame, user activity frequency 

should be considered as a decisive factor. This thought forms 
the basis of computing propagation probability as per user 
activity frequency. It has been believed that the activity per-
formed by a user gives a better picture of real user behavior 
and should be given adequate consideration when comput-
ing a user’s influence potential. Driven by this thought, a 
heuristic-based algorithm UAC-Rank has been proposed, 
which addresses the issue of identifying initial influential 
users (seed set) for the process of influence maximization, 
by considering both user activity (node behavior) and con-
nectivity (node connections).

The rest of the paper has been organized as follows. Sec-
tion 2 presents a brief discussion about some of the existing 
algorithms and models developed for addressing the prob-
lem of influence maximization. In  Sect. 3, the concepts of 
user connectivity and communication and why they should 
be brought together have been discussed. Section 4 briefly 
describes the problem definition. In  Sect. 5, the proposed 
UAC-Rank algorithm aimed at the identification of initial 
users for maximizing the spread of influence has been pre-
sented. Section 6 presents details about the proposed activ-
ity-based models, AbIC, and AbLT. Section 7 presents the 
experiments performed and also an analysis of the results 
obtained. Section 7.1 elaborates on the details of the data-
sets that we have used to evaluate our work. Finally,  Sect. 8 
concludes the paper and discusses the future scope of work.

2  Related work

Influence maximization is one of the key research problems 
in social network analysis that aims at identifying a small set 
of highly influential nodes (initial adopters) that are able to 
maximize the influence spread across the network.

The process of influence maximization involves two 
major activities—identification of seed nodes and develop-
ment of diffusion model. Domingos and Richardson (2001) 
were the first to work on the problem of influence maxi-
mization. Since then, a number of algorithms and models 
have been developed for influence maximization in social 
networks (Alshahrani et al. 2018; Chen et al. 2009; Deng 
et al. 2015; Goyal et al. 2011; Heidemann et al. 2010; Jian-
qiang et al. 2017; Kempe et al. 2003; Liu et al. 2017; Morone 
and Makse 2015; Sheng and Zhang 2018; Tong et al. 2017; 
Wang et al. 2014; Zhu et al. 2017). Based on the technique 
used, the algorithms and models can be broadly classified 
into two categories—greedy based and heuristic based.

2.1  Greedy‑based techniques

• Kempe et al. (2003) proposed a greed-based solution for 
selection of influential nodes, wherein a node is chosen 
based on the concept of marginal gain, i.e., in every itera-
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tion that node is selected which contributes maximum 
gain toward the influence spread process. Additionally, 
they have proposed three diffusion models, namely—IC, 
LT, and  Weighted cascade (WC).

• Inspired by the Credit Distribution (CD) model (Goyal 
et al. 2011) which studies diffusion of influence in a net-
work based on information propagation traces, Credit 
Distribution with Node Features (CD-NF) has been pro-
posed which incorporates user static influence as well as 
user dynamic influence (Deng et al. 2015). Edge prob-
abilities are derived from past propagation traces which 
capture information pathways that get created right from 
the user who introduced a topic to the most recent user. 
Pathways consider the node as well as the content being 
propagated. Furthermore, Greedy algorithm with Node 
Features (GNF) for identifying initial seed set has also 
been proposed.

• Zhu et  al. (2017) proposed a greedy algorithm for 
Structure-Hole-based Influence Maximization (SHIM) 
which is based on the belief that structure–hole nodes 
are more influential when aiming at spreading informa-
tion between communities. Influence potential of struc-
ture holes having value above a given threshold is then 
quantified to generate a candidate set, from which seeds 
are selected.

• LPIMA algorithm is based on label propagation commu-
nity detection and aims at influential node identification 
(Sheng and Zhang 2018). Candidate node set is gener-
ated by quantifying the influence potential of community 
nodes using LeaderRank centrality.

• Tong et al. (2017) have developed two adaptive seed user 
selection strategies—A-Greedy and H-Greedy. Under this 
approach, seeding strategy is adaptively constructed such 
that selection of nodes in current round is dependent on 
the outcome of the previous rounds. Additionally, they 
have also proposed Dynamic Independent Cascade (DIC) 
diffusion model wherein the propagation probability 
between nodes is not static and is randomly selected from 
a pre-defined distribution.

2.2  Heuristic‑based techniques

• Chen et al. (2009) have proposed two degree discount 
heuristic algorithms for identification of initial seed set, 
namely—SingleDiscount and DegreeDiscountIC. Seed 
nodes are selected based on their degree. For each seed 
node, degree of their neighbor nodes is discounted. Sin-
gleDiscount discounts the degree by 1, and DegreeDis-
countIC discounts the degree based on degree of neigh-
bors and number of neighboring nodes already selected 
as seed nodes. Performance of DegreeDiscountIC has 
been found to be comparable to greedy algorithm for IC 
model.

• PRDiscount is a heuristic scheme for initial seed selec-
tion (Wang et al. 2014). PRDiscount assigns an influen-
tial power to each node, and when a node gets selected 
into the initial seed set, the degree of its neighbors is 
discounted accordingly so as to lessen the neighbor-
hood overlapping effect. PRDiscount draws inspiration 
from PageRank algorithm (Page et al. 1998) wherein, 
the PageRank of a web page is computed on the basis 
of its predecessors’ PageRank values. The PageRank of 
a web page gets divided equally among all its outgoing 
paths. Performance of PRDiscount has been found to 
be better than DegreeDiscountIC and comparable with 
greedy algorithms.

• Local index rank (LIR) is a novel topology-based algo-
rithm for mining top k-nodes (Liu et al. 2017) and is 
based on the “rich-club phenomena” which suggest that 
nodes with high degree are connected with other high-
degree nodes. LI score is assessed for each node by 
computing the difference between node’s degree and its 
neighbor’s degrees. Nodes having LI = 0 are believed to 
be leaders in their local neighborhoods and are selected 
as seeds.

• Alshahrani et al. (2018) proposed PrKatz algorithm 
which aims at identifying top k influential users on the 
basis of Katz centrality measure and propagation prob-
ability computed using node degree.

• UIRank is a user influence ranking algorithm that aims 
at identifying influential users in micro-blog networks 
based on influence of their tweets and importance of 
their location in the network (Jianqiang et al. 2017). 
Influence of tweets has been measured by computing 
retweet to read ratio and comment to read ratio. User 
contribution measures the importance of user location 
based on out-degree centrality, betweenness centrality, 
and out-degree closeness centrality values for a user.

• Linear  Threshold Rank (LTR) proposes a new central-
ity measure which can be used to identify initial seed 
users (Riquelme et al. 2018). LTR measures the influ-
ence of a node based on its capacity to influence other 
nodes and its own resistance to getting influenced.

• A novel PageRank-based algorithm that uses the con-
cepts of users’ connectivity and communication activ-
ity has been developed to identify the top k users in 
a network who are unlikely to quit using the network 
(Heidemann et al. 2010). A weighted activity graph is 
first derived, in which the weight of an edge has been 
computed based on number of interactions that take 
place over it. Users’ centrality scores have then been 
determined using the weighted activity graph, and the 
approach has been inspired by PageRank algorithm.

• Agarwal and Mehta (2018) proposed algorithm for seed 
set identification using genetic algorithm with dynamic 
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edge probabilities. Dynamic probabilities have been 
computed using topical affinity propagation method.

A summary of the current state-of-art algorithms is given 
in Table 1.

On the basis of the aforementioned works, it has been 
observed that the researchers have adopted many approaches 
to tackle the problem of influence maximization. Under 
greedy-based approach, techniques of structure–hole-based 
influence maximization, label propagation community detec-
tion, adaptive greedy-based user selection are among the 
state-of-art techniques. Under heuristic-based approach, 
state-of-the-art techniques include degree discount-based 
algorithms, PageRank inspired algorithms, rich-club phe-
nomena-based method, centrality-driven measures, genetic 
algorithm inspired techniques. It has been found that most of 
the initial seed selection methods make use of node’s degree 
or connections to measure its influence potential. In some 
works, it has been suggested that user (node) activity should 
also be considered when measuring the influence of a node. 
All these techniques make use of the node’s connections, 
but have not considered the real behavior of the node when 
quantifying its influence potential. When computing the 
influence potential of a node, the actual activity performed 
by the node over a period of time should also be considered 
as an important aspect, as it gives a realistic measure of 
how much the node is making use of its connections. Fre-
quency of interacting with neighbors is as important as hav-
ing neighbors. A node might be having a lot of connections 
and might be placed quite centrally in the network, but if it 
is not using those connections, then it is more like a dormant 
node and its influence potential should be adjusted accord-
ingly. Thus, having a large number of connections should not 
be the only criteria under consideration for quantifying the 
influence potential of a node. When dealing with time-criti-
cal activities, techniques for influence maximization should 
also give adequate weightage to the actual past behavior of 
the node. Hence, in the proposed work, a novel method for 
addressing the problem of influence maximization has been 
proposed that makes use of both user connectivity and user 
activity.

3  User connectivity and activity

One of the most popular and intuitive measures used for 
evaluating the importance of a node is its degree, which is 
a measure based on the number of connections a node has. 
It is a general opinion that more the number of connections 
a node has, the higher are its chances of spreading influ-
ence. Edge propagation probability in popular information 

diffusion models, namely—IC, LT, and WC, has either been 
kept constant for all edges (like in IC) or has been computed 
based on the degree of nodes (as in LT and WC) (Kempe 
et al. 2003). So, a node’s connections seem to play a deci-
sive role in these models used for studying the spread of 
influence across a network. User connectivity is a pivotal 
parameter for key user identification as well. Users having 
more connections, direct and indirect, are considered to be 
more important as they are likely to be more influential. 
Therefore, topological characteristics of nodes have been 
widely analyzed for the identification of influence spread-
ers. Depending upon the direction of an edge, high con-
nection nodes can be classified into Hubs and Authorities 
(Kleinberg 1999). Nodes with high number of outgoing 
links are considered as Hubs, and nodes with high number 
of incoming links are considered as Authorities. So, nodes 
in a hub position seem to be more apt for the role of influ-
ence spreaders owing to a higher number of communication 
and interaction channels.

Studies have shown that user activity also plays an 
important part in key user identification. Consider a hypo-
thetical scenario wherein an organization has only 15 days 
for running its online campaign. It would want to spread 
the information to more and more people in these 15 days. 
So, in this situation, which node should be chosen by the 
organization, a node with higher degree but lower activ-
ity level or a node with lower degree but higher activity 
level? Marketing campaigns are usually time-critical, and 
so as much as the number of connections is important, 
so is the frequency of communication between users. Say 
there are two nodes A and B in the network, such that A 
has five friends and it communicates with them daily and 
B has ten friends, but it communicates with them once in 
15 days. Under this scenario, A seems to be a better influ-
encer than B, even though A has fewer connections than B. 
This is because A has a higher probability of spreading the 
information, as it is interacting daily with its neighbors, 
whereas B is more like a dormant user who carries out 
interactions at a much lower frequency. Inspired by this 
thought, activity-based diffusion models have been pro-
posed, wherein the edge propagation probability has been 
computed purely on the basis of a node’s actual activity 
that it has carried out in the past, and influence spread has 
been studied from the perspective of user activity instead 
of user connectivity.

Using activity, an activity network can be derived from a 
social network, which represents the actual communication 
channel between nodes instead of static social connections 
(Heidemann et al. 2010). Figure 1a shows an undirected con-
nectivity network based on the social links between users, 
and Fig. 1b shows its corresponding activity network based 
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on how users are communicating. As can be seen, node D 
has maximum connections, and so as per connectivity-based 
models/algorithms, node D would be considered as most 
influential. But even though node D has more connections 
than node B, it is not communicating along all its connec-
tions (as can be seen from the user activity network), and 
although node B has fewer connections than node D, it is 
utilizing all its communication channels. So the probable 
influence of node B is more than that of node D in such a 
scenario.

The proposed UAC-Rank algorithm for the identification 
of initial influential adopters leading to influence maximi-
zation in social networks is based on the aforementioned 
concept. UAC-Rank is based on the premise that both user 
connectivity and user activity frequency are important when 
measuring a node’s influencing potential, and thus should 
be used together for identifying key adopters for influence 
maximization process.

4  Problem definition

A social network can be represented as a graph G(V,E), 
where the set of vertices V represents the users and the set 
of edges E represents the connections between the users. 
Social networks could be both directed, like Twitter, and 
undirected, like Facebook. Every edge in a directed network 
has a source and target. In case of undirected networks, 
edges have no direction associated with them and there is 
only one edge between a pair of nodes. So an edge between 
nodes u and v would be considered as a two-way communi-
cation channel between the two nodes.

For successful viral marketing, the first step is to select a 
model to be used for information diffusion, then assess the 
influential capabilities of users, and finally select an initial 
set of adopters who can help maximize the spread. For a 
given network G, the aim is to find a k-node set S (such that 

S ⊂ V) that is likely to provide maximum spread of informa-
tion over the network. The set S is known as the seed set, and 
k is the number of initial adopters. Let δ(S) denote the total 
number of individuals expected to adopt the information, 
then the goal of influence maximization is to find a k-node 
set S for which δ(S) is maximum.

When using a social network for viral spreading of infor-
mation, the fact that how fast a node can spread informa-
tion is as important as the number of connections it has. 
The work presented in this paper supports the premise that 
users with high activity levels, but fewer connections should 
be considered as equally good, if not better candidates as 
compared to dormant users with more connections. Most 
of the existing models address the issue of influence maxi-
mization based on either user connections or user activity. 
Degree seems to be the most obvious choice for tackling the 
influence maximization problem, as higher the degree of a 
node, more the paths to spread information. In some works, 
it has been suggested that node features like user activity and 
user’s temporal behavior should also be considered when 
measuring the influence of a node.

As stated earlier, in this paper, the concepts of user con-
nectivity and user activity have been brought together and 
user activity-based information diffusion models have been 
presented. An algorithm for the identification of initial seed 
set based on these two aspects has also been developed. The 
motivation for the work presented in this paper comes from 
the belief that not just the number of connections, but user’s 
activity level should also be considered when measuring 
user influence potential as well as influence spread.

5  UAC‑Rank algorithm

Unlike existing works, the proposed algorithm UAC-Rank 
addresses the initial seed selection problem by incorporating 
both user’s activity and connectivity with other members. 
The approach consists of the following four steps:

1. Transform the given network into a weighted activity 
network, such that each node (user) and each edge (con-
nection) have a weight associated with it. Assign Node 
Activity Weights (NAWs) to the nodes based on the num-
ber of communications they have initiated in a given 
time span (as in (1)), and Edge Activity Weights (EAWs) 
to the edges based on the number of interactions carried 
out over them by their corresponding source node (as in 
(2)).

  (The time span is a pre-decided duration over which 
the interactions of the nodes are being recorded and 

Fig. 1  a Connectivity network. b Activity network
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analyzed. If different networks are being compared, 
then same time span should be taken. But if networks 
are being analyzed independent of each other, then time 
span can be different for different networks).

2. In the second step, incorporate the node connectivity 
aspect. The aim here is to identify the hub nodes on the 
basis of node connections. For this, determine the nodes’ 
out-degree scores.

3. Rank the nodes by combining their NAW and out-degree 
values.

4. Thereafter, k-node seed set of initial adopters is identi-
fied for the given network.

5.1  Generating weighted activity network

The given directed social network has been transformed into 
an activity network by assigning nonzero NAWs to those 
nodes which have initiated some activity in a given time 
period and zero value NAW to all other nodes. The NAW 
assigned to a node is directly proportional to the number of 
communications it has initiated in the given time span.

Say, the set N(v) depicts the neighbors of node v , and 
E(u, v) depicts an edge from node u to node v , then Node 
Activity Weight(u ) is computed as per (1), and Edge Activity 
Weight corresponding to each edge is computed as per (2).

Once a weight is assigned to all nodes and edges, the 
activity level associated with each node and edge is known.

5.2  Identifying hub nodes

The initial seed set is a k-node set, which means that we 
need to pick up k number of seeds from among all the nodes 
as initial adopters. Out-degree of a node is computed on the 
basis of the number of direct edges going out from a node. 
Hub nodes have high out-degree.

(1)

Node Activity Weight(u) =
∑

v∈N(u)

Interactions from node u to v

(2)
Edge Activity Weight (u, v)

=
∑

Total interactions from node u to v over edge E(u, v)

5.3  Node ranking criteria

The node ranking criteria takes into consideration both user 
activity and user connectivity, giving equal weightage to 
both of these aspects. A rank is given to all the nodes in the 
network, as per the ranking criteria, specified in (3).

where α and β are the weights given to the two aspects of 
ranking node activity and connectivity. In present work, 
equal weightage has been given to both factors, and hence, 
α = β = 0.5.

5.4  Identifying influential initial adopters

After ranking the nodes, the node with highest rank value 
is selected and added to the initial empty seed set. To 
alleviate the overlapping effect (Chen et al. 2009; Wang 
et al. 2014), inactive (yet uninfluenced) neighbors of the 
selected node are identified (nodes with edges directed 
toward the selected node) and their out-degree is reduced 
by one. This is done because once a node gets influenced 
and becomes active, the probability that one of its inac-
tive neighbors will influence it loses significance. Thus, 
the out-degree of all inactive neighbors of selected node 
is reduced by one.

Next, the NAW for all inactive neighbor nodes is also 
adjusted. Since the edge between the selected node and 
its inactive neighbor is no longer useful in the influencing 
process, activity performed by the neighbor node over this 
edge (toward the selected node) has lost its purpose and so 
is removed from the computation of NAW of the neighbor.

After adjusting the activity levels and out-degree of all 
the inactive predecessor nodes of a selected node, fresh 
rankings are computed for all the nodes in the network. 
The node with the highest rank is then selected into the 
seed set, and the process is repeated. Repetition is done k 
times to get k-node seed set.

Algorithm 1 describes the UAC-Rank algorithm for 
identification of seed nodes.

(3)
UAC-Rank(v) = (� ∗ Node Activity Weight(v)) + (� ∗ Outdegree(v))
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Algorithm 1: UAC-Rank(G,k)

Input parameters: Graph G = (V, E), size of initial seed set k

Output parameters: initial_seeds[ ] :  k-size set of selected nodes

Algorithm:

1: For each node, compute Node Activity Weight (NAW) using (1), out-degree (OD) value, and UAC-Rank using 
(3);

2: Compute Edge Activity Weight (EAW) for each edge in the network using (2);

3: Initialize seed_counter  = 1;

4: WHILE seed_counter <= k DO

5: selected_node = MAX(UAC-Rank(vi));

6: initial_seeds[seed_counter] ← selected_node;

7: Find predecessors of selected_node and store them as neighbors_of_selected_node;

8: FOR neighbor in  neighbors_of_selected_node

9: IF neighbor not in initial_seeds

10: NAW(neighbor)  = NAW(neighbor) – EAW(neighbor, selected_node);

11: OD(neighbor) = OD(neighbor) - 1

12: END IF

13: Recompute UAC-Rank for each node as per (3);

14: END FOR

15: seed_counter = seed_counter + 1;

16: END WHILE

Computation of NAW, OD, UAC-Rank for each node, and 
EAW for each edge (Steps 1,2) takes O(n) time, where n is 
the number of nodes in the network. Identifying node with 
highest UAC-Rank from n nodes and finding the predecessor 
nodes of that node takes O(n) time (Steps 5, 7). Steps 9–12 
perform some constant operations which take O(1) time. Re-
computation of UAC-Rank for each node will take O(n) time 
(Step 13). Since steps 9–13 are being repeated for all nodes, 
the total time taken would be O(n2). Further, the computational 
time required by steps 4–16 is O(kn2), as the algorithm runs for 
k iterations (k being the size of the initial seed set).

So, the algorithm takes O(kn2) time to complete where k 
is the size of the initial seed set and n is the total number of 
nodes (users).

6  Activity‑based model for influence 
maximization

Kempe et al. have proposed two widely popular diffusion 
models, IC model and LT model (Kempe et al. 2003). 
In IC and LT models, a node is either in the active state 
(when node has adopted the information) or inactive state. 
Both of these models are progressive in nature, i.e., once 
a node switches to active state, it remains in that state and 
cannot switch back to inactive state. The basic idea behind 
the working of these two models is that, as more and more 
neighbors of an inactive node u become active, chances 
of u switching its state from inactive to active increase. 
Diffusion in both of these models progresses in discrete 
time steps.

Under IC model of information diffusion, we start 
with an initial set of active nodes, say S at time t. At time 
t + 1, each active node u has a chance of activating its 
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neighbor node v with a probability pu,v . But, u gets only 
one chance to activate v, i.e., if u succeeds in its attempt, 
then v becomes active, but if u is unsuccessful at time 
t + 1, then it will not get another chance to activate v dur-
ing the course of the diffusion cycle. If multiple newly 
active neighbors of v attempt to activate it at the same 
time, then their attempts will follow an arbitrary sequence. 
The diffusion process continues until no more activations 
can be done. In the classic IC model, the propagation prob-
ability is the same between any two nodes.

Under LT model of information diffusion, each node 
in the network has a threshold value θ associated with it, 
which depicts the minimum amount of influence needed 
to activate that node. Each edge has a weight associated 
with it which represents the influence being exerted over 
that edge. Each neighbor u of node v influences it with a 
weight bv,u , such that 

∑

u bv,u ≤ 1 . So node v gets influenced 
when the sum of influence exerted by its active neighbors 
exceeds its threshold value. So this means that if each 
active neighbor w of node v influences it with weight bv,w , 
then v will get influenced when 

∑

w bv,w ≥ �v . In this model, 
also we start with an initial set of active nodes S and assign 
a random threshold to all the nodes. The threshold value 
for all nodes is kept same. At time t, nodes in S are active. 
At time t + 1, we activate all those nodes for which the sum 
of influence exerted by their active neighbors exceeds their 
corresponding threshold value. This process keeps repeat-
ing till no more activations can be carried out.

Driven by the thought that vitality of a node is as impor-
tant as its degree, in this work, user activity-based model for 
studying influence maximization has been proposed. Two 
models have been presented, namely—AbIC and AbLT.

AbIC is a user activity-incorporated variation of the IC 
model. In IC model, the propagation probability between 
any two nodes is considered same, which is not the case 
in real-world networks, where the influence propagating 
between any two nodes is not the same always. Based on 
this premise, in AbIC model of diffusion, the propagation 
probability between any two nodes is dependent on the 
communication level between those two nodes. To calcu-
late the propagation probability pu,v between nodes u and 
v, the past interactions between u and v have been taken 
into consideration. Based on the activity performed by the 
node in the past, the following formula to calculate the 
propagation probability has been defined:

where

(4)pu,v =
I(u, v)

IMax

I(u, v) = total interactions from u to v

IMax = highest number of interactions

initiated by any node in the network

Consider a scenario where there are four nodes a, b, c, 
and d such that a initiates an interaction two times with b, six 
times with c, and never with d. It can be clearly seen that a is 
interacting more with c as compared to b and d. Out of total 
eight interactions that a has initiated only two are toward b and 
none are toward d. Thus, it can be said that the probability of 
information propagating from a to c is higher than the prob-
ability of information propagating from a to b or a to c. So, 
considering a constant (same valued) propagation probability 
on each edge does not seem realistic as it is not modeling the 
real scenario aptly.

In AbIC model, diffusion starts with an initial set of k active 
nodes. Activity-based propagation probabilities are assigned 
to all the edges. Each active node u gets a single chance to 
activate each of its inactive neighbors v with the probability 
pu,v computed as mentioned in (4). The remaining diffusion 
process continues as in IC model.

AbLT is a user activity-incorporated variation of the LT 
model. In LT model, the influence (weight) value associated 
with each edge (which depicts the influence being exerted over 
that edge) is computed based on the in-degree of the target 
node. The influence on an edge is equal to the reciprocal of 
the in-degree of the target node. In AbLT model, the edge 
influence has been computed based on the user activity carried 
over that edge. To calculate edge influence EI(u, v) between 
nodes u and v, past interactions between u and v have been 
considered. The following formula has been defined to calcu-
late edge influence:

where

In AbLT model, activity-based influence has then been 
assigned to all the edges as per (5). Diffusion starts with an 
initial set of k active nodes. As in LT model, each neighbor 
of an inactive node influences it with the influence assigned 
to their connecting edge. A node v gets influenced when the 
sum of influence exerted by its active neighbors exceeds its 
threshold value.

7  Experiments

To demonstrate and evaluate the performance of UAC-Rank 
algorithm, and AbIC and AbLT models, the performance of 
proposed models has been compared with different models 

(5)EI(u, v) =
I(u, v)

∑

w∈Nin(v)
I(w, v)

I(u, v) = total interactions from u to v

I(w, v) = total interactions from w to v

Nin(v) = set of neighbours of node v that

have edges directed towards v



 Social Network Analysis and Mining (2019) 9:40

1 3

40 Page 10 of 16

and algorithms over four publicly available real-world net-
work datasets. Performance of AbIC model has been com-
pared with that of IC, performance of AbLT has been com-
pared with that of LT, and UAC-Rank has been compared 
with five existing algorithms having similar goal of iden-
tifying top k initial adopters, namely—Random (Kempe 
et al. 2003), Degree (Kempe et al. 2003), SingleDiscount 
(Chen et al. 2009), DegreeDiscountIC (Chen et al. 2009), 
and PRDiscount (Wang et al. 2014). The following section 
gives a description of the datasets being used for the evalu-
ation of the work.

All experiments have been conducted on Windows with 
Python. Machine settings are Inter(R) Core(TM) i5-8250U 
CPU @ 1.6 GHz having 8 GB RAM.

7.1  Datasets

Experiments have been performed over four real-world 
social network datasets. All the four datasets are communi-
cation networks, i.e., they are networks representing some 
sort of communication (activity) that is taking place between 
the users of the network. In terms of number of users and 
number of edges, networks with varied sizes (both small and 
large) have been selected. Following are the details of the 
four datasets used:

• UC Irvine messages—A directed network of messages 
exchanged between users of an online community of stu-
dents from the University of California, Irvine. There are 
1,899 nodes with 20,296 static edges and 59,835 tem-
poral edges, and each edge represents a message being 
exchanged between two nodes. There are multiple edges 
between same pair of nodes representing that multiple 
messages have been exchanged between those two nodes 
(available at http://konec t.uni-koble nz.de/).

• Math Overflow—A directed network of interactions on 
the stack exchange web site Math Overflow. There are 
24,818 nodes where each node denotes a user of the 
web site. Each edge denotes that either a user replied to 
another user’s question or commented on it. There are 
a total of 2,39,978 static edges and 5,06,550 temporal 
edges in the dataset which also include multiple edges 
between same node pair (available at http://snap.stanf ord.
edu/data/sx-matho verfl ow.html).

• Facebook wall posts—A directed network representing a 
subset of posts written by a user on another user’s wall. 
There are 46,952 nodes with 274,086 static edges and 
876,993 temporal edges wherein each edge represents a 
post. As a user may write multiple posts to the same user, 
multiple edges connecting same pair of nodes exist in the 
network (available at http://konec t.uni-koble nz.de/).

• Email network of a manufacturing company—A directed 
internal email network being used by the employees of a 
mid-sized manufacturing company. There are 167 nodes 
(employees) with 5,784 static edges and 82,927 tempo-
ral edges in the network. Each edge represents an email 
communication between two employees. Since, one 
employee can send multiple emails to another employee, 
the network contains multiple edges between same pair 
of nodes (available at http://konec t.uni-koble nz.de/).

For evaluation purpose, the considered time span for UC 
Irvine dataset is 193 days (15-04-2004 to 26-10-2004), for 
Math Overflow dataset is 2350 days (29-09-2009 to 06-03-
2016), for Facebook Posts dataset is 1591 days (14-09-2004 
to 22-01-2009), and for Email Network dataset, it is 242 days 
(02-01-2010 to 01-10-2010). Different time spans have been 
taken for different datasets, as performance of proposed 
work is not being compared across datasets. However, when 
comparing the performance of AbIC with IC, AbLT with LT, 
and UAC-Rank with five existing seed identification algo-
rithms using a particular dataset, same time spans have been 
considered for comparison.

7.2  Models and algorithms compared

Performance of AbIC model has been compared with 
that of IC model. In IC model, propagation probabili-
ties are same across the network. For evaluation pur-
pose, the edge probabilities in IC model has been set as 
pu,v = mode probability of EAWs (as computed under AbIC 
model) for all u, v. Thus, IC model has been made to work at 
a probability which is most frequent in AbIC. Performance 
of AbLT model has been compared with that of LT model.

To evaluate the performance of UAC-Rank algorithm for 
initial seed selection, its performance has been compared 
with the following five seed selection algorithms:

• Random: A basic scheme that picks k random nodes from 
the graph (Kempe et al. 2003).

• Degree: A simple heuristic scheme that picks k-nodes 
with largest degree as the initial seed set (Kempe et al. 
2003).

• SingleDiscount: A simple degree discount heuristic 
scheme wherein the degree of each neighbor of a chosen 
node is discounted by one (Chen et al. 2009).

• DegreeDiscountIC: A heuristic-based scheme in which 
the degree of the neighbors of chosen nodes is discounted 
based on the degree of the node and the number of neigh-
bors that already have been chosen into the initial seed 
set (Chen et al. 2009).

• PRDiscount: A PageRank inspired heuristic algorithm 
in which an influential power is assigned to each node 

http://konect.uni-koblenz.de/
http://snap.stanford.edu/data/sx-mathoverflow.html
http://snap.stanford.edu/data/sx-mathoverflow.html
http://konect.uni-koblenz.de/
http://konect.uni-koblenz.de/
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which depends upon the influential power of its neigh-
bors (Wang et al. 2014). When a node gets selected into 
the initial seed set, the degree of its neighbors is dis-
counted accordingly.

Influence spread of seed sets picked by UAC-Rank algo-
rithm along with those picked by using the aforementioned 
heuristic algorithms has been studied using the AbIC model 
of diffusion as described above.

7.3  Experimental results

7.3.1  Evaluation of AbIC and AbLT models

The performance of AbIC model has been compared with 
that of IC using the aforementioned four datasets. Initial seed 
sets of sizes 10, 20, 30, 40, and 50 have been generated using 

Degree, SingleDiscount, DegreeDiscountIC, PRDiscount, 
and UAC-Rank algorithms. These seed sets have then been 
given as input to both IC and AbIC models, and their influ-
ence spread has been compared. Influence spread achieved 
means how many nodes get influenced by the end of the 
diffusion process, when starting with k-sized initial seed set.

For each of the aforesaid algorithms, influence spread 
values have been computed for the chosen seed sets of vary-
ing sizes under both IC and AbIC models. Firstly, influence 
spread has been computed separately for seed sets of size, 
k = 10, k = 20, k = 30, k = 40, and k = 50. Thereafter, for rep-
resentation purpose, average value for the spread achieved 
has been computed based on the values obtained for the five 
seed set sizes (k = 10, 20, 30, 40, and 50). The results per-
taining to the average influence spread achieved, under both 
IC and AbIC models, by the five algorithms under considera-
tion are illustrated in Fig. 2a, b, c, d.

The four figures are corresponding to the four data-
sets used. On the basis of the results obtained, it has been 

Fig. 2  a Average influence spread achieved under IC and AbIC mod-
els for seed sets picked from UC Irvine dataset. (Average spread 
value has been shown based on values obtained for five seed set 
sizes k = 10, 20, 30, 40, and 50.) b Average influence spread achieved 
under IC and AbIC models for seed sets picked from Math Over-
flow dataset. (Average spread value has been shown based on values 
obtained for five seed set sizes k = 10, 20, 30, 40, and 50.) c Average 

influence spread achieved under IC and AbIC models for seed sets 
picked from Facebook Posts dataset. (Average spread value has been 
shown based on values obtained for five seed set sizes k = 10, 20, 30, 
40, and 50.) d Average influence spread achieved under IC and AbIC 
models for seed sets picked from Email Network dataset. (Average 
spread value has been shown based on values obtained for five seed 
set sizes k = 10, 20, 30, 40, and 50)
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observed that influence spread reached by the various seed 
sets is much higher under AbIC model of diffusion as com-
pared to IC model. It has been found that compared to IC 
model, a higher number of nodes get influenced under AbIC 
when starting from the seed sets generated using the five 
algorithms.

From Fig. 2a, it can be observed that, spread achieved 
by seed set generated using Degree algorithm under AbIC 
is 240% more than what has been achieved under IC, for 
SingleDiscount seed set, spread is 240% more under AbIC, 
for DegreeDiscountIC seed set, spread is 243% more, for 
PRDiscount seed set, spread is 238% more, and for UAC-
Rank seed set, spread is 244% more under AbIC. Figure 2b, 
c, d also affirms the attainment of higher influence spread 
under AbIC when compared to IC model.

Furthermore, the seed sets generated using the five algo-
rithms have been given as input to both LT and AbLT mod-
els of diffusion. Subsequently, for each algorithm, an average 
value for the spread achieved has been computed based on 

the spread values obtained for five seed set sizes (k = 10, 
20, 30, 40, and 50). Figure 3a, b, c, d illustrates the average 
influence spread achieved by the five algorithms under LT 
and AbLT models.

It has been observed that the influence spread achieved 
by the same seed set is larger under AbLT compared to the 
spread achieved under LT. Figure 3a illustrates the total 
influence spread achieved by the seed sets selected from the 
UC Irvine dataset, under LT and AbLT models. It has been 
found that spread for Degree algorithm seed set is 107% 
more under AbLT, for SingleDiscount seed set, it is 104% 
more, for DegreeDiscountIC seed set, it is 100% more, for 
PRDiscount seed set, it is 97% more, and for UAC-Rank seed 
set, spread is 143% more under AbLT. Similarly, Fig. 3b, c, 
d illustrates the average influence spread achieved under LT 
and AbLT models, by seed sets from Math Overflow, Face-
book Wall Posts, and Email Network datasets, respectively.

Based on the results obtained, it has been observed that 
performance of activity-based models, AbIC and AbLT, is 

Fig. 3  a Average influence spread achieved under LT and AbLT 
models for seed sets picked from UC Irvine dataset. (Average spread 
value has been shown based on values obtained for five seed set sizes 
k = 10, 20, 30, 40, and 50.) b Average influence spread achieved 
under LT and AbLT models for seed sets picked from Math Over-
flow dataset. (Average spread value has been shown based on values 
obtained for five seed set sizes k = 10, 20, 30, 40, and 50.) c Aver-

age influence spread achieved under LT and AbLT models for seed 
sets picked from Facebook Posts dataset. (Average spread value has 
been shown based on values obtained for five seed set sizes k = 10, 
20, 30, 40, and 50.) d Average influence spread achieved under LT 
and AbLT models for seed sets picked from Email dataset. (Average 
spread value has been shown based on values obtained for five seed 
set sizes k = 10, 20, 30, 40, and 50)
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better (comparable in some cases) than the performance of 
IC and LT models, respectively, for all four datasets and for 
all seed sets picked by the five algorithms. In other words, 
the performance of both base models improves when activity 
is incorporated into the considerations.

7.3.2  Evaluation of UAC‑Rank algorithm

Performance of UAC-Rank algorithm has been compared 
with five other seed set generating algorithms, namely—
Random, Degree, SingleDiscount, DegreeDiscountIC, and 
PRDiscount. Influence spread has been compared for initial 
seed sets with different sizes ranging from k = 10 to k = 50.

Figure 4a, b, c, d illustrate the performance of Random, 
Degree, SingleDiscount, DegreeDiscountIC, PRDiscount, 
and UAC-Rank algorithms when run under AbIC model 
of diffusion on UC Irvine, Math Overflow, Facebook Wall 
Posts, and Email Network datasets, respectively.

Figure 4a illustrates that the performance of UAC-Rank 
algorithm is much better than Random but close to that of 

the other algorithms under consideration, for UC Irvine 
dataset, when run under AbIC model. Figure 4b shows the 
influence spread achieved for Math Overflow dataset. It can 
be seen that for seed set size of 30 and beyond, influence 
spread achieved by UAC-Rank is slightly better than the 
spread achieved by DegreeDiscountIC. From Fig. 4c, it can 
be seen that performance of UAC-Rank is better than all 
the other algorithms under consideration, for Facebook Wall 
Posts dataset. Additionally, as the seed set size increases, 
improvement in performance of UAC-Rank increases. Fig-
ure 4d is for Email Network dataset. Here again, UAC-Rank 
algorithm has performed better than all the other algorithms 
being considered.

Figure 5a, b, c, d illustrates the performance of Random, 
Degree, SingleDiscount, DegreeDiscountIC, PRDiscount, 
and UAC-Rank algorithms when run under AbLT model 
for UC Irvine, Math Overflow, Facebook Wall Posts, and 
Email Network datasets, respectively. Figure 5a illustrates 
that the performance of UAC-Rank is better than that of 
Random for all seed set sizes and is comparable with the 
performance of the remaining four algorithms for smaller 

Fig. 4  a Influence spreads of different algorithms for UC Irvine data-
set under AbIC model. b Influence spreads of different algorithms 
for Math Overflow dataset under AbIC model. c Influence spreads of 

different algorithms for Facebook Posts dataset under AbIC model. d 
Influence spreads of different algorithms for Email Network dataset 
under AbIC model
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Fig. 5  a Influence spreads of different algorithms for UC Irvine data-
set under AbLT model. b Influence spreads of different algorithms for 
Math Overflow dataset under AbLT model. c Influence spreads of dif-

ferent algorithms for Facebook Posts dataset under AbLT model. d 
Influence spreads of different algorithms for Email Network dataset 
under AbLT model

Table 2  Running time (in 
seconds) of the six seed 
selection algorithms under 
consideration when run under 
AbIC model

UC Irvine Math Overflow Facebook Posts Email Network

Random 0.14 2.88 0.00 0.02
Degree 0.23 9.93 0.03 0.02
Single discount 0.24 9.96 0.03 0.02
DegreeDiscountIC 0.24 10.34 0.03 0.02
PRDiscount 0.23 9.79 0.03 0.02
UAC-Rank 0.21 10.03 0.03 0.02

Table 3  Running time (in 
seconds) of the six seed 
selection algorithms under 
consideration when run under 
AbLT model

UC Irvine Math Overflow Facebook Posts Email Network

Random 0.01 0.01 0.00 0.08
Degree 1.21 4.97 0.22 0.18
Single discount 0.95 4.95 0.21 0.19
DegreeDiscountIC 0.81 3.67 0.14 0.04
PRDiscount 1.04 4.99 0.19 0.14
UAC-Rank 2.18 5.34 0.21 0.16
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seed set sizes, for UC Irvine dataset. Moreover, as the seed 
set size increases, performance of UAC-Rank improves in 
comparison with the four algorithms.

Figure 5b depicts that performance of UAC-Rank is 
much better than Random and comparable with that of 
remaining four algorithms under consideration for Math 
Overflow dataset. Figure 5c illustrates that UAC-Rank 
performs better than all the other algorithms under con-
sideration for all seed set sizes. Figure 5d depicts the per-
formance for Email Network dataset.

Here again, it can be observed that UAC-Rank performs 
better than Random and DegreeDiscountIC, and its per-
formance is comparable with that of the other algorithms 
under consideration.

To conclude, it has been found that performance of 
UAC-Rank algorithm, in terms of influence spread, is 
either comparable or better than the Random, Degree, 
SingleDiscount, DegreeDiscountIC, and PRDiscount 
algorithms when considering user activity-based diffu-
sion process. We again attribute this improvement to the 
consideration of activity in seed selection.

7.3.2.1 Comparison of  running time The running times 
of all six seed selection algorithms have been computed 
under both AbIC and AbLT models for all four afore-
said datasets. Results obtained are presented in Tables 2 
and 3 for AbIC and AbLT models, respectively. It can be 
observed from Tables 2 and 3 that the efficiency of UAC-
Rank algorithm in terms of running time is comparable to 
Degree, SingleDiscount, DegreeDiscountIC, and PRDis-
count algorithms under both AbIC and AbLT models. 
Although Random algorithm takes least time to execute, 
it performs poorly when compared to the other five algo-
rithms as the influence spread achieved by seeds generated 
using Random algorithm is quite less.

7.3.2.2 Comparing with  other state‑of‑art algorithms In 
such kind of work, researcher generally does not present 
a comparison with other schemes as the results vary due 
to many parameters and are thus not directly comparable. 
Traces of datasets used differ in terms of the data stored 
and are taken at different time intervals. However, for com-
parison purpose, UAC-Rank’s performance, in terms of 
influence spread percentage achieved, has been compared 
with four state-of-art algorithms like Greedy Algorithm 
with Node Features (Deng et al. 2015), LPIMA (Sheng and 
Zhang 2018), Genetic Algorithm with Dynamic probabili-
ties (Agarwal and Mehta 2018), and A-Greedy (Tong et al. 
2017). The average influence spread percentage has been 
compared when starting the influence maximization process 
with seed set of size 50.

In their work, Deng et  al. (2015) have presented the 
Greedy Algorithm with Node Features for which, average 

influence spread percentage achieved is 0.3%. Sheng and 
Zhang (2018) have proposed LPIMA algorithm, for which 
average influence spread percentage achieved is 2.7%; Agar-
wal and Mehta (2018) have done work on Genetic Algorithm 
with Dynamic probabilities which has achieved 11.33% aver-
age influence spread percentage, and Tong et al. (2017) have 
presented A-Greedy algorithm, for which average influence 
spread percentage is 1.6%, whereas, for UAC-Rank algo-
rithm proposed in this work, average influence spread per-
centage achieved is 18.8%.

8  Conclusion and future scope

In this work, the process of influence maximization in social 
networks based on user’s connectivity and his/her past activ-
ity has been studied. The work presented is inspired by the 
fact that influence maximization is not just about spreading 
the influence to maximum number of users, but also about 
spreading the influence faster. Activity-based diffusion mod-
els, AbIC and AbLT, have been proposed, wherein real user 
behavior, i.e., the actual activity performed by a user in the 
past, has been used to model influence diffusion. More the 
activity level of a user, more is the probability of propaga-
tion. This work supports the belief that having a large num-
ber of connections should not be the only parameter under 
consideration, when computing the influential potential of 
a user. In scenarios, where influence maximization is to be 
done within a given time span, the frequency with which a 
user communicates is equally important. A user who has 
fewer connections but is highly active in terms of interacting 
with its neighbors might turn out to be more influential than 
a user who has larger number of connections but is dormant. 
Thus, when computing the influence of a node, its connec-
tivity as well as the frequency at which it is interacting with 
its neighbors should be considered.

The proposed work has been evaluated using four real-
world online social network datasets. From the results 
obtained, it has been observed that influence spread 
achieved by activity-based models is better than the other 
two models under consideration. As an example, spread 
achieved by UAC-Rank algorithm, for UC Irvine data-
set, run under AbIC model is 244% more than what it has 
achieved under IC model. Similarly, for Math Overflow 
dataset, it is 242%, for Facebook Wall Posts, it is 94%, and 
for Email Network dataset, the improvement is 47%. On 
comparing the spread achieved by UAC-Rank under LT and 
AbLT models, the spread achieved is 143% higher under 
AbLT for UC Irvine, 14% for Math Overflow, 135% for 
Facebook Wall Posts, and 52% for Email Network, as com-
pared to base model LT. Hence, the user activity level when 
taken into consideration improves the influence spread sig-
nificantly in most cases.
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Looking at the performance of UAC-Rank as a seed set 
identification algorithm, it is found that compared to five 
existing algorithms, it produces better or similar seed sets 
from the point of view of influence spreading potential as 
observed under AbIC model of diffusion. This further con-
firms the faith in the ability of user activity consideration.

There are certain aspects that can be further explored 
regarding the proposed approach. First, the other models 
for studying influence maximization can be extended to 
incorporate user activity levels in their processes. Second, 
the AbLT model can be further extended so as to compute 
a node’s threshold value based its activity level. Third, the 
proposed approach of combining user connectivity and 
activity can be further extended by considering other social 
network features like topic-level influence, homophily, etc.
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