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Abstract
Social networks have become an inseparable part of our lives today. Services such as Facebook, Twitter, Instagram, 
Google + and LinkedIn in particular have had a significant place in Internet use in recent years. People establish instant 
interactions between each other over the Internet using these social services. They get many advantages such as creating their 
own groups, being informed about different interest areas and being able to make many contacts. Twitter is one of the mostly 
used platforms among the social networks. A social network that is being used so commonly has become a target for the 
vicious people (spammers). There is an increase in the number of spammers on Twitter too. Malicious content and messages 
(spams) prepared by the spammers do threat the security as well as performance. The first and most important condition to 
protect against this threat is to know the harmful methods of spam. Thus, this will make it easier to detect and protect. In 
this study, prominent detection methods of spams are analyzed. How the real users and fake users are distinguished as well 
as weak and strong aspects of the methods for these processes are compared and evaluated.
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1  Introduction

Today, people are able to use the Internet widely regard-
less of time and space. For Internet users, social networks 
have become areas where people spend most of their time. 
These social platforms, where individuals can express them-
selves easily and share information, have, too become an 
indispensable part of everyday life (Erdoğan and Bahtiyar 
2014). Today, when the Internet has entered our lives com-
pletely, the use of social media has increased considerably 
and all people have reached the possibility of communicat-
ing with a person in a globalizing world. Statistics show that 
the average usage rate of social networks has exceeded the 
usage rates of other sites (Stringhini et al. 2010). Individu-
als’ purpose of using social media changes from one person 
to another. The expectations of each individual from social 
media tools are different, which can lead to different uses as 
well. While, for some users, social media is a medium on 
which individuals could escape from socializing, be alone 

and where they are more like an audience, for others it can 
emerge as a medium that they can socialize, be appreciated 
within the community and followed up, and express them-
selves comfortably. From this point of view, social media 
is defined as a structure built on technology that enables 
a deep social interaction, group formation and cooperation 
(Akar 2010). The fact that people prefer the use of technol-
ogy instead of face-to-face communication in human rela-
tionships has caused social media to be used in every field. 
The fact that social media has begun to be effectively used 
in the education of the individuals (Öztürk and Talas 2015). 
How these messages and the sharing they make and emo-
tions reflected can be used to predict the outcomes in the 
real world (Stephen and Galak 2012), and even the use of 
these emotions, thoughts and behaviors therein in different 
areas such as determining the value of the reputation of the 
individual in the real world is the greatest indication of this 
(Peleja et al. 2014). In a study by Hacıefendioğlu (2011), 
social networks are often used as an advertising medium, 
while shared advertisements are viewed by users of social 
media at a rate of 75.8%, and 59.2% of users offer the prod-
ucts in advertising to other users. In Table 1, the increase in 
the number of internet users from January 2015 to January 
2016 and the increase in the number of social media usage 
and the number of mobile device users and the increase in 
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the usage rate of social media are shown (http://www.webci​
tatio​n.org/78VP5​lDmx). 

In addition, when the most frequently used social net-
working sites and numbers of monthly visitors are compared 
according to data on eBizMBA Web site dated (Sites 2019), 
Facebook is ranked first with 1500 million monthly unique 
users, YouTube second with 1499 million, Twitter third with 
400 million, Instagram fourth with 275 million and LinkedIn 
fifth with 250 million unique users (Sites 2019). Table 2 
shows how high the social media usage is, the monthly aver-
age number of days and how many hours a day is spent by 
individuals on a social media platform (Sites 2019).

The rapid growth of social networks has led to a dramatic 
increase in the number and spread of malware (Kabakus and 
Kara 2017). In a virtual environment with such a heavy use 
area, there are some responsibilities and attention to be taken 
by the user. Some security factors that all Internet users 
should pay attention to are valid for social networks as well. 
It also introduces some security vulnerabilities in social 
networks that, unlike a Web site, are caused by the highest 
level of instantaneous interaction: for example, the facts that 
users do not pay attention to privacy principles, that they 
cannot control and manage their own accounts completely 
and most importantly that they make themselves a target 
by easily sharing their personal information in these media 
(Yavanoğlu et al. 2012). Spam can be defined as attacks 
over the Internet and affects the safety of social accounts on 
social networks such as Twitter. Spam, which allows mali-
cious people to interact easily and quickly, has provided an 

opportunity that includes nonobjective, misleading, harmful 
and negative elements on Twitter (Şahinaslan et al. 2010). 
Those who manage malicious software on social networks 
use special programs (BOT) that act as human beings to leak 
user’s personal information and to spread false information. 
BOTs can affect the users by sending friend requests, send-
ing messages, and transmitting false information on their 
Web sites, which can be done very quickly and automatically 
(Watts and Dodds 2007). The action of computers, behav-
ing like humans, is first pointed out by Reeves and Nass 
in their work in 1996 (Reeves and Nass 1996). It was rec-
ognized that these BOTs exhibiting human behaviors had 
been perceived as trustworthy, attractive and competent by 
the users (Edwards et al. 2014). These BOTs run at random 
and communicate with those who accept their requests. The 
BOTs using these methods often exhibit social engineering 
by abusing the emotional states and weaknesses of real users 
and thus reach their goals many times over and over (Mateen 
et al. 2017). Social network services have to consider the 
risks they may encounter for the security of user data, but 
the rapidly increasing spams users in recent years seriously 
threaten social network services. The best measure against 
these threats, which are abundantly available on the Internet 
and use plenty of social media, is to know in what ways 
spammers are threatening users and take personal precau-
tions against them (Yıldırım and Varol 2013).

In this study, the focus was targeted on the detection 
methods of spams that are commonly used in the social 
media platform Twitter. It focuses on popular social net-
works and explains where it comes from. In the second part, 
the studies conducted in the literature are examined. In addi-
tion, information about the most used spam detection meth-
ods is given and a detailed explanation is made about what 
should be taken into consideration in the detection of spam. 
In the third part, the advantages and disadvantages of these 
studies, which are examined in detail, are compared with 
each other. In the fourth chapter, the reader is given advice 
and information to shed light on studies that can be carried 
out in the future.

2 � Twitter spam detection methods available 
in the literature

There are some security requirements that must be present 
in communication using Internet social networking services. 
These are:

•	 Confidentiality: It means that information is hidden from 
third parties. Essentially, confidentiality is to provide 
access to personal and sensitive information by the right 
people while preventing access by the wrong people.

Table 1   Rate of increase in active social media users (http://www.
webci​tatio​n.org/78VP5​lDmx)

# Internet users # Active 
social media 
users

# Number 
of mobile 
device users

# Active mobile 
social media 
users

(Million) (Million) (Million) (Million)

3419 2307 3790 1968
Increase compared to the previous 

year
Increase compared to the 

previous year
332 219 141 283
9.71% 9.49% 3.72% 9.29%

Table 2   Average monthly time spent on social media (Sites 2019)

Social media Average 
monthly time 
spent (days)

Average daily 
time spent 
(hours)

# Pages viewed 
per day per visitor

Facebook 15 14.41 5.48
Instagram 11 5.44 3.80
Twitter 7.5 3.86 3.86
Google+ 3.2 8.55 8.82

http://www.webcitation.org/78VP5lDmx
http://www.webcitation.org/78VP5lDmx
http://www.webcitation.org/78VP5lDmx
http://www.webcitation.org/78VP5lDmx
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•	 Integrity: It means that the information owned or shared 
is not changed by third parties and that integrity is not 
corrupted (Timm and Perez 2010).

•	 Eligibility: Providing access to the information for the 
required and reliable people.

•	 User communication confidentiality: There also have to 
be some security measures present provided by social 
networking services. One of these is the fact that the 
user’s information is not available to network operators. 
Depending on the user’s privacy requirements, the IP 
address, messages and profile information that he/she 
wishes to be hidden should not be accessed by network 
operators so that user communication confidentiality is 
maintained.

The legitimate Internet services, such as Twitter, are mis-
used by malware network traffic in the Internet, according to 
Cisco’s “annual cybersecurity report” for the year 2018. The 
behavior of real account in spam behavior on Twitter makes 
the detection impossible. This malware traffic becomes 
impossible for security teams to identify owing to the behav-
ior of legitimate network traffic (Cisco 2018). Spams are the 
most important threats to users in social media networks, 
and many researches have been conducted to detect spam 
profiles (Verma et al. 2013). The academic studies on how 
to detect these threats are categorized and presented in this 
study. When these methods are classified, the most recent 
and most used methods are taken into consideration. The 
following list is the most commonly used spam detection 
methods on Twitter.

Anomaly detection model does not only build the pro-
files of normal behavior very precisely, but also uses the 
known attack information indirectly on Twitter. Link analy-
sis approach analyzes whether there is a malicious link on 
Tweet or not. Comparison and contrasting approaches are a 
model that compares the behavior of Twitter users. Decep-
tive information detection method detects fake announce-
ments or ads on Twitter streaming. In addition, trend-topics 
analysis method controls hashtags on Twitter. Following 
and follower comparison method compares the numbers 
of followers of Twitter user accounts. Ensemble learning 
method extracts a common algorithm from a few different 
algorithms to detect spam behaviors on Twitter. Moreover, 
account creation time-based method takes time criterion 
that Twitter users create on time of their accounts. Short 
message analysis method refers to direct messages on Twit-
ter. Honeypot-based Twitter spam detection method attracts 
the attention of spam on Twitter. Lastly, methods for using 
spammer detection tools uses of external software to find 
spam accounts.

These approaches listed have different methods. They are 
frequently mentioned in the literature when spam research 
is made on Twitter. Users interacting on the social network 

create a new identity in a virtual environment and com-
municate with each other, share and create social relation-
ships with friends and improve them. Social networks are 
frequently visited throughout the world, where people of all 
ages and especially young users spend most of their time 
(Palfrey and Gasser 2008; Sevli and Küçüksille 2016).

2.1 � Anomaly detection method

Anomaly means to behave differently from normal behavior. 
Behavior is considered dangerous if it differs from normal 
(Bhuyan et al. 2012). Behaviors of a normal user on Twitter 
are similar to statistically predictable mathematical values. 
What is important here is that normal behavior is known 
and the abnormal behavior can be distinguished from the 
normal one. Behavior is observed on the basis of the pattern 
we have obtained because of normal behavior, and if there 
is an anomaly, this behavior is detected compared to normal 
behavior and distinguished (Liu et al. 2012). The advan-
tage of the anomaly detection method is the possibility of 
discovering previously unknown spam actions. The biggest 
problem in the anomaly detection method is the high number 
of false alarms (negative/positive alarm) in spam detection.

Spam-generating accounts on Twitter display anomaly 
behavior on social networks, in follow-up groups of friends, 
or in popular titles created. Dini et al., in a study conducted 
in 2012 (Dini et al. 2012), developed an effective anomaly 
detection system for spam threats to mobile Android users. 
In this system, using the machine learning methods, the core 
level and the user level of the Android mobile OS system 
are monitored and the spam is distinguished from the nor-
mal behavior. Pursuant to the results they obtained, they 
put forward the success of this method they had proposed. 
The anomaly spam detection method is based on the behav-
ioral techniques exhibited by the Twitter user. The content 
and number of messages sent by the user, the number of 
likes received, the comments made on the message and 
the evaluations of the time spent here are evaluated. In the 
anomaly detection method, the basic characteristics of the 
users are examined, and their normal or abnormal behavior 
is checked and this is used in determining the friendship 
relations between different users in social networks only. It 
tries to identify the next behavior by testing some groups 
and networks that the user participates in it. Social networks 
can capture a variety of relationships between participants. 
For example, a network formed by family members and 
behaviors they exhibit are important characteristics. For 
this reason, creating a behavioral prediction by overlapping 
the connections and relationships among users, friendship 
and family ties within the social network will be a very use-
ful study in every aspect. In a study that takes account of 
all this (Zheleva et al. 2008), it appears that the relation-
ships between friendships and family ties in social networks 
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have led to a 15–30% higher predictability than traditional 
features.

Egele et al., in a study conducted in 2013 (Egele et al. 
2013), developed an anomaly spam detection tool called 
COMPA. When the COMPA tool was created, a dataset of 
over 1.4 million open Twitter messages and more than 106 
million Facebook messages was used. The purpose of this 
tool was to detect abnormal behavior and establish a sta-
tistical model and to identify social network accounts with 
sudden behavior change. Datasets on Twitter and Facebook 
are tagged with the SMO of Weka software (Holmes et al. 
1994).

In Table 3, behavioral profiles of randomly selected 
individual users were generated using the COMPA tool 
tagged in Weka. These behavior profiles created were sent 
from individual accounts and popular mass applications. 
Ones that were harmful were tried to be identified using 
these behavior profiles created. These values are given in 
Table 3, in text and URL basis. Abnormal behaviors can be 
also observed on network traffic. The abnormal behaviors 
in real-time network traffic are tried to be determined by 
establishing expensive systems. In this way, harmful behav-
iors are detected and attempted to be prevented (Yılmaz and 
Gönen 2018). Abnormal behavior similar to this can occur 
on Twitter social network. Therefore, detection of abnormal 
behavior is important wherever it is.

2.2 � Link analysis approach

Today, Web sites are exposed to a variety of attacks by 
malicious people using security vulnerabilities. A Web site 
seized in this way is used as a “zombie” for other attacks and 
is served for the evil intentions of the attackers. For instance, 
URL redirection mechanisms are widely used as a way to 
secretly execute Web-based attacks; that is, an attacker is 
able automatically to redirect a visitor to a malicious soft-
ware distribution site by adding a redirecting code to a 
captured Web site. Although many defensive mechanisms 
have been developed against malicious Web sites that work 
in this manner, one can still encounter a large number of 
active malicious Web sites today. A honeypot-based tracking 
system is being developed by monitoring malicious URL 
redirects. Akiyama et al. (2017) recommend such a system 
in their study; A URL tracking system they developed was 

brought into life and gathered data for 4 years. During the 
course of this time, more than 100,000 malicious redirect-
ing URLs from 776 different Web sites were collected. The 
results of these collected data can be summarized as follows:

1.	 URL redirection is used by the vast majority of attackers 
who commit fraud by means of clicks.

2.	 Using domain genetic algorithms (DGA), these URLs 
are blacklisted to prevent redirecting URLs.

3.	 The simultaneous use of domain and IP addresses of the 
sites in the Web routing chain indicates the robustness 
of Web redirection.

Based on these results, the most practical measure against 
malicious URL redirects is as follows. It is the removal of the 
security or network operator’s useful information obtained 
from the honeypot-based monitoring system from reach-
ability. Thus, the infrastructure of the Web-based attacks 
is deteriorated and prevented. In addition, tracking identi-
ties of Web advertising information are collected and used 
to identify and prevent attackers. Millions of Twitter users 
on the planet, through real-time search systems and differ-
ent types of data mining tools, are able to track echoes of 
events and news on Twitter. Nevertheless, news spreading in 
a short period of time and social networks that allow instant 
status notifications pave the way for some suitable media for 
new spam types. For instance, the most talked-about (trend 
topic) items on Twitter are seen as opportunities for traffic 
and revenue generation. Spammers shorten the tweets that 
contain typical words of a trending topic to resemble a URL 
and direct users to Web sites that are not related to each 
other. If there are no blocking or security precautions against 
such spammers created by the user, they will inadvertently 
contribute to reducing the efficiency of real-time search ser-
vices. Benevenuto et al. (2010) in their work on this subject 
address the ways in which spammers can be detected on 
Twitter. The dataset is a collection of more than 54 million 
users, 1.9 billion links and a large Twitter database of about 
1.8 billion tweets. Three famous trend-topic tweets from 
2009 were used, and a large collection of tagged users was 
created, classified as spam and non-spam. Later, they created 
a number of features from this collection. These features 
were used as attributes of machine learning. Attributes have 
taken an important role to detect spam senders, tweet content 

Table 3   Evaluation results, 
Twitter text and URL (Zheleva 
et al. 2008)

Network and similar features Twitter text (Twitter mes-
sage)

Twitter URL (link 
shared on Twitter)

Groups Accounts Groups Accounts

#Groups and accounts with hazard detected 9362 343,229 1236 54,907
#Popular group application with hazard detected 1647 178,557 251 8254
#Client applications with hazard detected 7715 164,672 985 46,653
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that can potentially be used for and to produce results related 
to user social behavior.

Link sharing on Twitter may sometimes like as in Fig. 1. 
Spam user has identified one hashtag #musicmonday. 
Then, a message is shared to attract the attention of users 
in hashtag. Spam user with this message in Fig. 1 shares 
one malicious Web site link. Other users do not know this 
link is malicious. Users who believe in the message click 
on it. In addition, it may sometime be a short link format. It 
does not matter which one. Short link analysis approaches 
look at whether these links are malicious at first. In this 
approach, there should be a link in tweet no matter what 
else. It is intended for users to click on the links. While most 
of the spam senders were managed to be identified with the 
methods they suggested, only small ratio of non-spam users 
were misclassified. Approximately 70% of spam senders and 
96% of non-spam senders were correctly classified. In Fig. 1 
(Benevenuto et al. 2010), there is a spam tweet example, 
which appears to be an advertisement but contains a mali-
cious link, sent to a popular hashtag, which was used in the 
study.

2.3 � Comparison and contrasting approaches

This approach, which we can call “Comparison Contrast,” 
is the analysis of real and non-real users with the classifi-
cation method used in machine learning system (support 
vector machine SVM). Comparison of the messages sent 
from robotic (BOT) accounts and the real messages is an 
effective method for spam detection. In a study conducted 
in 2015 (Fernandes et al. 2015), using this approach, simi-
lar F1 accuracy scores of 90% (F1 score is the harmonic 
mean of precision) were obtained. However, there were 
some issues in classifying abnormal behaviors exhibited by 
real users. In order to prevent this, another classification 
method was implemented and F1 accuracy with a mean of 
74% was obtained after collecting information on the brands 
real users carried, on whether they were famous or not and 
on promotional and private information. These accuracies 
were obtained by reducing the size of the feature field using 
categorical balance resulting from the gradual feature selec-
tion and individual checking of category results.

Clark et  al. (2016) used some typical features (time 
between tweets, number of followers, etc.) to define exist-
ing detection algorithms and robotic accounts in the method 

they developed. Here, they have introduced a powerful clas-
sification scheme that uses the natural language structure of 
real users with a criterion for defining accounts that send 
automatic messages. This scheme, as it only works on text, 
is flexible, and it could be applied to other social media ser-
vices that contain any text, not just Twitter. In another study 
(Wu et al. 2016), the use of “microblogging” method is rec-
ommended in detection of social media users and spam mes-
sages all together. In this approach, the relationship between 
users and messages is examined by combining spam sender 
identification and spam message identification in the social 
media. In addition, links between social relationships among 
users and messages are derived to refine the identification 
results. In addition, an efficient algorithm of this method is 
derived and an accelerated method is proposed in which how 
to take steps in the shortest time and at the most and how 
to make a success of this are explained. Extensive experi-
ments conducted in a “microblog” dataset in the real world 
have shown that the proposed approach can both success-
fully and efficiently detect social spam senders and detect 
spam messages.

In terms of number of users, the most common social 
networks used for different purposes on the Internet are 
Facebook, Twitter, Myspace, LinkedIn, Google+ and Ins-
tagram. Day by day, the use of social networks in our coun-
try is constantly increasing. According to the Survey on 
Household Use of Information Technologies conducted by 
the Turkish Statistical Institute (TUIK) for January–March 
2018, 82.4% of the users between the ages of 16–74 who 
social media users in every platform can access the Internet 
have shared contents such as sending a message, sharing a 
link, writing on a comment, and so on (http://www.webci​
tatio​n.org/78VOZ​MhpT).

2.4 � Deceptive information detection method

Another sample of a widely used spam in social networks is 
deceptive spams. These spammers generally spread decep-
tive misinformation and content. Users are redirected to 
malicious sites or addressed through fake messages (Fig. 2) 
which allure the users, are attractive and apparently contain 
no harmful elements.

Spam detection is carried out by means of regional analy-
ses of the responses to these deceptive messages, which sites 
they are being redirected and what type of information is 

Fig. 1   A spam sample on Twit-
ter for the hashtag #musicmon-
day

http://www.webcitation.org/78VOZMhpT
http://www.webcitation.org/78VOZMhpT
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requested from the user. Fake information sent to the user 
is detected and analyzed, and spam address is thus reached 
(Chen et al. 2017). The user is misled with fake information. 
This method can be used with malicious links. Figure 2 is 
a good example. However, the users can be taken by lying 
to other deceptive profiles or hashtags without link sharing. 
Spam accounts are frequently used some words; these are 
free, follow me, bonus, gift, and so on, on Twitter.

2.5 � Trend‑topics analysis method

Many previous studies on spam detection on Twitter seem to 
focus on identifying malicious user accounts and Honeypot-
based approaches. However, two new methods have begun 
to be used. These are isolation of spam detections without 
the user’s knowledge and application of linguistic statistical 
analysis to detect spam in trend topics. It captures trend top-
ics, emerging Internet trends and discussion topics, paying 
attention to specific structure of the sentences. Moreover, 
in this approach proposed by Martinez-Romo and Araujo 
(2013), they tried to detect spam tweets in real time using 
the language as the primary tool. For the experimental study, 
a large dataset with 34 thousand trend topics and 20 mil-
lion tweets was collected. In addition to this set, spam has 
also produced a reduced table of certain features that have 
not been modified by senders. They have also developed a 
machine learning system with some orthogonal features that 
can be combined with other features to analyze the features 
exhibited by spam in social networks. In addition, they made 
a comprehensive assessment demonstrating that the estab-
lished system was able to achieve successful performance 
on the same level as the most advanced technology systems 
based on the detection of spam accounts, according to the 
F-measure metric. Because of this assessment, this system 
has been shown to be useful for detecting spam in real-time 
trend topics by analyzing tweets instead of user accounts.

On the electronic information exchange system (EIES), 
developed by Freeman and his team at the New Jersey Insti-
tute of Technology in 1978, which is considered to be the 
ancestor of social networks, members could send e-mails 
between themselves, could create bulletin boards and could 
prepare task lists on their own. The first network that resem-
bles today’s social networks is Sixdegrees.com, which was 
launched in 1997 (Turoff 1978). The name “Sixdegrees” 

comes from a study carried out by sociologist Stanley 
Milgram in 1960 to determine the ways people communi-
cate. On this site, users were able to create profiles and list 
friends. Sixdegrees.com has the feature of being the first site 
to combine them, although some features, such as profiling, 
are also available on other social network sites and virtual 
groups. This was the first acknowledged social networking 
service to be closed in 2000, despite serving millions of 
users (Ellison 2007).

2.6 � Following and follower comparison method

Twitter, one of the fastest growing social networks in recent 
years, has also hosted many spammers. Many researchers 
have proposed spam detection methods to identify these sus-
picious users on Twitter. One of these methods is to analyze 
well the “follower” and “friend” relationships among the 
users. Based on Twitter’s existing spam policy, new content-
based features and graph-based features also facilitate spam 
detection.

In a study conducted on this subject (Wang 2010a, b), a 
new method has been developed with an API provided by 
Twitter and a Web browser. A total of 25 thousand users, 
500 thousand tweets and 49 M followers and friend relations 
were collected from the publicly available data on Twitter. 
The Naive Bayesian classification algorithm is applied in the 
machine learning system to distinguish suspicious behav-
iors from normal ones. The dataset was analyzed, and the 
performance of the detection system was compared with 
traditional assessment metrics and various classification 
methods. The results show that the “F-measure” values of 
the Naive Bayesian classification algorithm have the best 
overall performance. When the entire trained set is tested, 
the result shows that the spam detection system can achieve 
89% precision.

Jeong et al. (2016) address ways to identify spam on Twit-
ter. To identify these malicious messages, Spam senders are 
kept track of and at the same time, a legitimate user as well 
is kept track of. Thus, they proposed a classification scheme 
based on comparison and analysis of the active relationships 
of the spam senders with the active relationships of the legit-
imate users. For these features, it was “focused on cascading 
social relationships” and two plans were developed: TSP 
filtering and SS filtering, each using a triple significance 

Fig. 2   A sample of deceptive 
and false information spam
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profile (TSP) and social status (SS) in a two-staged central 
subnet. In addition, they have proposed a cascading filtering 
method that combines both TSP and SS features and is an 
“ensemble method.” True Twitter datasets were used in their 
study, and the three approaches suggested in the experimen-
tal studies were found to be very easy to use. The advantage 
of this method is that the proposed schemas are scalable and 
that rather than analyzing the entire network, it examines 
user-oriented “two-hop” social networks.

2.7 � Ensemble learning method

Many new studies in the literature aimed at reducing user 
spam threats. In these studies, machine learning techniques 
are applied to classify Twitter spam and satisfactory results 
are obtained. In addition, this sort of classification removes 
the class imbalance in Twitter data. Ensemble learning 
methods are meta-algorithms that combine various machine 
learning techniques in a single estimation model to reduce 
variance, bias or increase estimates. An example, Weka, 
R, and YALE tools are different data mining methods. The 
desired ensemble learning model can be developed by select-
ing the algorithm from these machine learning techniques. 
Liu et al. (2017) proved in their study that the unbalanced 
distribution of spam and non-spam classes had a major 
influence on the spam detection rate. To solve this prob-
lem, they applied the “fuzzy-based information decomposi-
tion“ algorithm. They proposed a fuzzy oversampling (FOS) 
method, which produces a synthetic dataset from limited 
observed samples. They also developed an ensemble learn-
ing approach that learned with a more accurate classifier 
than the data that seemed unstable in three stages. In this 
method, the class distribution in the unbalanced dataset was 
first set using “random oversampling,” “random undersam-
pling” and “FOS” together. Secondly, a classification model 
was built on each of the reclassified datasets. In the last 
stage, however, a majority voting system was developed to 
combine the results from all classification models. For pur-
poses of evaluation, the results obtained from experiments 
on Twitter data show that the proposed learning approach 
can significantly increase the spam detection rate in spam 
and unstable data clusters.

2.8 � Account creation time‑based method

Spammers, who are active on the Internet, take advantage of 
numerous short-term malicious accounts to perform large-
scale simple attacks such as spam distribution on social net-
works. However, conventional detection methods based on 
account or message information take too much time to col-
lect such information before running detection algorithms, 
so Spammers try to keep their accounts running until they 
are suspended.

In their work, Lee and Kim (2014) proposed a new detec-
tion scheme to filter potentially malicious account groups in 
terms of their creation time. For this purpose, using similar 
algorithms, the differences between account names are cre-
ated “algorithmically” and real account names are used to 
identify malicious accounts. For accounts that were created 
in a short time, they implemented a separate classification 
algorithm to classify group accounts and malicious account 
clusters sharing similar username properties. As a dataset 
in their work, they used 4.7 million user accounts collected 
from Twitter. The generated scheme only achieves an accept-
able accuracy value, although it is based on user account 
names and creation times. This method can be used as a 
quick filter to perform a detailed analysis against malicious 
account groups.

2.9 � Short message analysis method

In social networks, the presence of a large number of mass 
messages is one of the most common situations encoun-
tered. Although these unacknowledged mass messages can 
be effectively distinguished by existing spam filters, they 
mislead the spam filters and continue to function by chang-
ing message instances. However, the weak aspects of avail-
able spam filtering techniques for short messages (SMS) 
have not been investigated thoroughly. Unlike other spam 
applications, there are only a few keywords available in text 
message applications, and the character length usually has 
an upper limit. In this case, the existing contrast learning 
algorithms may not work effectively in short-message spam 
filtering. Users can send messages via Twitter. They can 
start a private chat or create a group chat with everyone 
who follows. Moreover, everyone in the chat can send short 
messages in the group created before. Even if people do not 
follow each other, everyone in the group can see all mes-
sages. Some accounts on Twitter, especially businesses, have 
enabled the direct message-receiving setting from everyone 
on Twitter.

In a study conducted in 2015 in this subject (Chan et al. 
2015), short message spam filtering, a good word attack 
and a counter-attack method were searched to see how effi-
ciently a lengthy message could work efficiently and how 
closely their relations with each other were. In this study 
conducted, a good word attack strategy that maximizes the 
effect of a classifier based on weight values and the length 
of words is proposed. On the other hand, a new scaling func-
tion was also presented that minimizes the significance of a 
feature that represents a short word, requiring a reassessed 
character and increased number of characters for successful 
avoidance. The success of the method was evaluated using a 
dataset consisting of SMS and comment spams. The results 
confirm that short-word spam filtering is a critical factor 
in the robustness against word attack. The rapid growth of 
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Twitter has led to a dramatic increase in spam capacity and 
complexity. Spam senders effectively exploit certain Twitter 
components, such as “hashtags,” “mentions” and abbrevi-
ated URLs. However, similar features appear as an impor-
tant factor in determining new spam accounts, as shown in 
previous studies. Miller et al. (2014) first stated that previ-
ous studies had regarded spam detection as a classification 
problem, but that they regarded it as an anomaly detection 
problem. Secondly, they have identified the characteristics of 
user information and tweet texts analyzed in previous stud-
ies as dataset. Finally, they used two flow clustering algo-
rithms, “StreamKM++” and “DenStream,” to make it easier 
to identify spam by effectively using the flow characteristics 
of tweets. Both algorithms group regular Twitter users and 
use the anomalous names as spam senders. These algorithms 
demonstrate good performance when tested separately. With 
StreamKM++, 99% recall and 6.4% false positive rate, and 
with DenStream, 99% recall and 2.8% false positive rate 
results were obtained. When these algorithms were used 
together, it was found that the system detected only 2.2% of 
normal users incorrectly, whereas it could correctly detect 
100% of spam senders.

2.10 � Honeypot‑based Twitter spam detection 
method

Honeypot methods are a practical and easy method to use in 
spam detection and especially in data collection. Dagon et al. 
(2004) in their study conducted in 2004 remarked that social 
networks would be followed on a global scale and early 
detection of spams would be possible. In this study, they 
created a “honeypot network” (HoneyStat) that used modi-
fied honeypots to reach high detection rates and to create a 
correct warning mechanism. Unlike traditional interactive 
honeypots, its advantage involves directing the HoneyStat 
nodes through a script and covers a large user network. Hon-
eyStat nodes generate three different warning categories:

1.	 Memory warnings (buffer overflow detection and pro-
cess management based)

2.	 Disk write warnings (such as writing in registry keys and 
critical files)

3.	 Network warnings

With these nodes, data collection is automated and the 
timing of the previous traffic can be analyzed when the 
node is given a warning. With a log maintained, the situa-
tion describing the previous network activity is determined. 
The result shows whether the user has an automatic or worm 
attack. In this study, it was shown that building HoneyStat is 
more advanced than previous malware detection techniques. 
First, it demonstrates how to detect “zero-day worms” 
(emerging malware) using tracking files from malicious 

attacks on small networks. Secondly, it shows how multiple 
malwares are detected at the ports of attack. In addition, 
warnings from HoneyStat can be used with traditional infor-
mation collected, such as attack information and rates. Yang 
et al. (2014) in their work, they proposed that, spam senders’ 
likes (unwanted spam targets), to create new ways to create 
more effective social honeypots and defend them against 
social spam senders, and set some “criteria” for these ways. 
Spam senders create exciting honeypots with various social 
behavior patterns to entrap. After a 5-month data collection 
phase, a detailed analysis of how Twitter spammers find their 
goals was conducted. According to the results of the analy-
sis, what needs to be done to create an advanced and effec-
tive social honeypot has been considered. In particular, these 
advanced honeypots, used in the same time period, are about 
26 times faster than “traditional” honeypots in determining 
spammers. In the second part of this study, a new data col-
lection approach of honeypots that attracted spammers was 
examined. The goal here is to develop a strategy for effec-
tive screening and sampling prioritization (for later spammer 
analyses) instead of scanning all Twitter accounts to get the 
possible samples, taking limited resources and limited time 
into consideration. Two new, effective and at the same time 
valid sampling approaches have been created by collecting 
data on the pleasure of spam accounts found in the extensive 
Twitter network.

2.11 � Methods for using spammer detection tools

Malicious accounts and messages threatening users in social 
networks can be detected in many ways, and some of the 
external software is used to detect spam users and messages. 
Some of these software programs are given below.

•	 Integro: This software is a scalable defense system. It 
tries to detect fake Twitter accounts by using an user-
ranking scheme. It starts by estimating victim accounts 
from user-level activities on Twitter. Then, it integrates 
these estimates into weights. At last, it ranks user 
accounts and compares them to the known real account. 
Integro warrants that most real accounts rank higher than 
fake accounts on Twitter. Low-ranking fake accounts can 
easily be detected by so (Boshmaf et al. 2015).

•	 SybilRank: It is deployed for Tuenti, the largest online 
social network in Spain. It can be also used for detect-
ing spam accounts on Twitter like Tuenti. Both social 
media platforms have almost same characteristic property 
to use SybilRank. It analyzes social friendship graph in 
Tuenti. It tests the social connection among users. Fake 
accounts show various behaviors according to SybilRank 
(Cao et al. 2012).

•	 NodeXL, (Network Overview, Discovery and Explora-
tion for Excel). It is a social network analysis tool for 
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Twitter. The network visualization is created by using 
it. Trusted accounts can be understood when the visual 
network is analyzed. Fake accounts have anomaly rela-
tionship between social users (Hansen et al. 2010).

•	 Pajek: It is a noncommercial tool for analysis and visu-
alization of large social networks. It can work real time 
for Twitter dataset and can create a visualization to see 
connections between social users (Wang 2010a, b).

•	 ReDites: It brings social data together with monitoring, 
tracking and visualization into a one system of situation 
awareness. It works real time and interprets events in 
social media (Osborne et al. 2014).

•	 Canary honeypots: It is a system that mimics a produc-
tion system and serves as an early detection mechanism 
for network. It is placed inside the network and mimics 
existing systems and details alerting. These honeypots 
may not seem to be benefit for Twitter spam detection. 
However, it can compare to a compromised system sing 
legitimate credentials when malicious users try to log in 
a network system with their Twitter accounts (Sanders 
and Smith 2013).

Out of these programs, Integro (Boshmaf et al. 2015) 
software compares the validity/authenticity of real accounts 
according to fake accounts and scores fake/spam accounts 
according to these scores.

In this section, a large literature review is completed. In 
addition, spam detection methods in social networks fre-
quently are mentioned in the literature. Moreover, more 
information is given about the most commonly used spam 
detection methods on social networks. In the third section, 
these methods are compared in detail. The advantages and 
disadvantages of these methods are discussed.

3 � Comparison of spam detection methods

In this study, the studies in the literature and the ones con-
ducted in this field are compared with each other to show the 
ways in which the spam threatens the personal data of the 
users and which methods they do it and the results obtained 
are examined in detail. The focus is the differences among 
the current studies in the literature for spam detection in 
social networks. These studies and characteristics are seen 
in Table 4.

In Table 4, the techniques, algorithms, datasets, evalua-
tion metrics and used methods are mentioned. The methods 
of detecting spam in malicious software spreading on social 
networks are examined. In the studies examined, which 
methods are used and what results are obtained are revealed. 
According to the comparisons, it is understood that different 
methods are used to detect spam accounts in social networks. 

The vast majority of studies are based on machine learning 
methods used.

In our study, we have examined the detection methods of 
spams, which rapidly spread malicious software on social 
networks. In the studies examined, which methods are used 
and what results are obtained are revealed. In this study, 
spam account detection methods in the literature are ana-
lyzed. These methods have had high success in their time 
when the examples in the literature are examined. Table 5 
shows accuracy rates with high scores methods mentioned. 
It’s focused on the accuracy results obtained rather than the 
technique and linguistics in this study. These results in very 
close results (Miller et al. 2014), using the machine learning-
based and flow-based classification algorithms, which have 
the highest success from the studies. It is observed that the 
study conducted in Table 5. It is seen in Table 5 that the 
results obtained are very close to each other and that seven 
studies have very high values, over 90% in particular. It is 
seen, out of these studies with very close scores, that the 
study conducted by Miller et al. (2014) using the machine-
based and flow-based classification algorithms is the one that 
reached the highest success rate—though it is not by much. 
The most prominent and important feature of this study is 
the combination of two classification algorithms. Again, it 
has been confirmed that the studies of Clark and Chen, who 
obtained a score of more than 95%, are very similar to those 
of Z. Millerin and that they also use a method based on 
machine learning and the only difference is that they used 
“standard classification algorithms.” It is also seen that data-
sets consisting mainly of tweet messages are used in these 
studies (Table 6). 

First, it has been observed that the vast majority of the 
studies addressed machine learning-based methods. In addi-
tion, there are some studies, albeit it is little, where external 
software is used. The only exception is seen in the study 
of Akiyama, and it only works with URL information as a 
dataset instead of messages. With the system and the algo-
rithm he used, he produced a very different study from other 
studies and achieved a satisfactory success with the result. 
In fact, this is the most prevailing indication that we will 
be able to achieve higher results with more datasets and 
changing algorithms in the coming years. Among the stud-
ies examined, only two studies achieve values below 80%. 
It is seen that the study that achieved the lowest result out 
of the studies that are below 80% was realized with external 
software. Therefore, it is not recommended to use external 
software in such studies. It seems that the most effective 
system to use in social networks that have a very heavy traf-
fic with millions of users is the system based on machine 
learning. It is also clear that the results and success rates 
of the studies vary depending on the algorithms and data-
sets used. In the methods in which machine learning meth-
ods are used, the fact that the dataset in the training part of 
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the system is very rich and various provides more accurate 
results to be obtained on the dataset that the system tests. 
In the studies that were yet examined, real Twitter datasets, 
URL information and profile information in social media 
were used for spam detection. This information shows that 
the studies on which the actual Twitter datasets are used 
have achieved higher success rates. In studies conducted by 
the classification method, it is seen that accounts with spam 
messages and some messages belonging to real users who 
do not normally produce spam are also regarded as spam. 
However, since there is a very small error in the negligible 
level, the classification method is still the most effective and 
most important method.

4 � Conclusion

This article explores the ways to detect spam and spammers 
on Twitter. In Twitter, a comparative methodology of stud-
ies in the literature approaching the identification of spam 

Table 4   Table of characteristics of spam detection studies in the literature

Article Technique Algorithm Dataset Evaluation metric Methods

Akiyama et al. (2017) Monitoring system Domain generation 
algorithm (DGA)

Injected with redirect 
codes over URL 
dataset

Performance ratio Link analysis approach, 
Honeypot-based Twit-
ter spam detection 
method

Fernandes et al. (2015) Machine learning 
system

Classification and clus-
tering algorithms

Twitter dataset F-score Anomaly detection 
method

Clark et al. (2016) Machine learning 
system

Traditional classifica-
tion algorithms

Twitter Bot dataset ROC-AUC​ Short message analysis 
method, deceptive 
information detection 
method

Wu et al. (2016) Machine learning 
system

Algorithm based on 
ADMM

Real Microblog dataset Parameter λ Trend-topics analysis 
method, short mes-
sage analysis method

Chen et al. (2017) Machine learning 
system

Graphical-based algo-
rithm

Twitter and URL 
datasets

True positive Deceptive information 
detection method

Martinez-Romo and 
Araujo (2013)

Machine learning 
system

Traditional classifica-
tion algorithms

Twitter datasets F-measure Trend-topics analysis 
method

Jeong et al. (2016) Machine learning 
system

TSP-SS filtering cas-
caded filtering

Real Twitter datasets True positive Following and follower 
comparison method, 
ensemble learning 
method

Liu et al. (2017) Machine learning 
system

ROS, RUS, FUS algo-
rithms

Tweets and URL 
dataset

F-measure Ensemble learning 
method

Lee and Kim (2014) Machine learning 
system

Creation and SVM 
algorithms

User account dataset FNR Account creation time-
based method

Miller et al. (2014) Machine learning 
system

Den Stream and 
Stream KM ++

Real Twitter datasets F-measure, recall Ensemble learning 
method

Boshmaf et al. (2015) External software Indigo-RF algorithm User account dataset ROC Methods for using 
spammer detection 
tools

Wang (2010a, b) Machine learning 
system

Naive Bayes algo-
rithms

Real Twitter datasets F-measure Comparison and con-
trasting approaches

Table 5   Table of characteristics of spam detection studies in the lit-
erature

Studies Accuracy rates

Akiyama et al. (2017) 96.50
Fernandes et al. (2015) 90.00
Clark et al. (2016) 95.21
Wu et al. (2016) 93.00
Chen et al. (2017) 95.00
Martinez-Romo and Araujo (2013) 94.50
Wang (2010a, b) 89.00
Jeong et al. (2016) 96.30
Liu et al. (2017) 78.00
Lee and Kim (2014) 86.53
Miller et al. (2014) 97.10
Boshmaf et al. (2015) 76.00
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messages and accounts from different aspects is presented. 
When these studies are examined, the methods, algorithms, 
datasets and evaluation metrics they use are taken into con-
sideration. Given the fact that it will shed light on to the 
studies to be conducted on growing social media usage in 
the future. These studies show that the datasets used in the 
detection of spam are adequate and varied and that they are 
included in the machine learning system and evaluated with 
an appropriate algorithm, and produce very effective and 
accurate results. This, too, increases the validity and reli-
ability of the study conducted. In the literature part of this 
study, the studies examined have advantages over each other 
and the disadvantages, the accuracy values they obtained, 
the metrics they use, the algorithm and techniques are dis-
cussed in detail. Also measuring metrics, advantages and the 
disadvantages are compared to the accuracy values obtained 
from the algorithm, technical details. The advantages and 
disadvantages of the studies investigated against each other, 
the accuracy values obtained, the measurement metrics they 
use, and the algorithms and the techniques are examined 
in detail. The number of spammers on Twitter increases 
day to day. Spams and malicious messages do threat the 
security of Twitter users as well as performance. Another 
very useful and effective method is the method by which 
friendship relations are analyzed. This method is seen as a 
more realistic structure according to the spam user detection. 
Social media users should be suspicious of spam accounts 
on Twitter. There are innocent users with good intentions 
as well as malicious users on social media. Twitter users 
should review the Twitter spam policy before using this 
social platform (http://www.webci​tatio​n.org/78VPL​wy11). 
It takes precautions such as blocking account, against spam 
accounts in every day. However, the most important pre-
caution is to create conscious users again spams. All spam 
detection methods have important details in order to aware 
be of social media users. All of these studies and results have 

shown us that in our future studies, we plan to implement 
hybrid new methods, focusing on mobile devices, combining 
different classification methods. Besides, different and new 
forms of attacks that the ever-evolving and changing Inter-
net technology will encounter should already take its place 
among research topics as well. It is extremely difficult for the 
Twitter users to be able to understand spam, using malicious 
methods, on Twitter. The most important condition to pro-
tect against spams and malicious messages threat is to know 
the harmful methods of spam. In this study, malicious spam 
ways to readers are shown. Moreover, prominent detection 
methods of spams are analyzed. How the real users and fake 
users are distinguished. In addition to this, weak and strong 
aspects of the methods for spam detection methods are com-
pared and are evaluated. When spam targets to Twitter users, 
they can convey the malicious intentions without noticing. 
With our study, we found spam detection methods on Twit-
ter and we aim to inform the users of social networks to be 
aware of these spams.
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