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Abstract
Expert finding can be required for a variety of purposes: finding referees for a conference paper, recommending consultants 
for a software project, and identifying qualified answerers for a question in online knowledge-sharing communities, to name 
a few. This paper presents taxonomy of the task of expert finding that highlights the differences between finding experts, from 
the type of expertise indicator’s point of view. The taxonomy supports deep understanding of different sources of expertise 
information in the enterprise or online communities; for example, authored documents, emails, online posts, and social net-
works. In addition, different content and non-content features that characterize the evidence of expertise are discussed. The 
goal is to guide researchers who seek to conduct studies regarding the different types of expertise indicators and state-of-
the-art techniques for expert finding in organizations or online communities. The paper concludes that although researchers 
have utilized a large number of graph and machine-learning techniques for locating expertise, there are still technical issues 
associated with the implementation of some of these methods. It also corroborates that combining content-based expertise 
indicators and social relationships has the benefit of alleviating some of the issues related to identifying and ranking answer 
experts. The above findings give implications for developing new techniques for expert finding that can overcome the techni-
cal issues associated with the performance of current methods.

Keywords Enterprise · Expert finding · Expert finding methods · Community question answering · Online communities · 
Taxonomy

1 Introduction

The search for people with expertise has been addressed in 
two major domains. The first one is the enterprise, where 
knowledge hierarchy is well defined, and information qual-
ity is high (Wang et al. 2013). The goal was to manage and 
optimize human resources (Li et al. 2016). Consider, for 
example, an enterprise with a large size of employee data. 
The managers would be happy if the degree of expertise 
of each employee, on different topics, is determined. This 
would allow them to find the people who are qualified for 
a particular job. With the advent of Web 2.0 technologies, 

Community Question Answering (CQA) platforms, such 
as Quora, StackOverflow (SO), and Yahoo! Answers (YA), 
became another closely related domain to Expert Finding 
(EF). They are a type of crowdsourcing knowledge services 
that use various kinds of human knowledge to solve complex 
and cognitive tasks (Yang et al. 2015).

The task of expert finding is different from the traditional 
document retrieval systems that search for real and concrete 
documents in a collection, because EF aims at locating a 
higher semantic and abstract concept “person” (Fu et al. 
2007a, b). Fulfilling the requirements of this task will help 
us to find the most appropriate collaborators for a project, 
a research topic, or consultancy (Zhang et al. 2008). In the 
realm of online communities, identifying prominent con-
tributors can help to evaluate the quality of answers from 
different users (Yang and Manandhar 2014) and improve 
the likelihood of an appropriate reply by disseminating new 
questions to the appropriate experts (Procaci et al. 2016). It 
can also improve the experience of other community mem-
bers who have less knowledge, reduce user waiting time, and 
conserve system resources (Zheng et al. 2012). To achieve 
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this aim, searching for experts has been an active research 
area in many fields such as artificial intelligence, knowl-
edge management, computer-supported cooperative work, 
and others.

The contribution of this paper can be summarized as 
follows: First, different kinds of expertise indicators are 
organized into a taxonomy that is derived from the recent 
literature about EF methods. Second, different content and 
non-content features are discussed to represent information 
sources for EF. Third, methods of EF are surveyed and dis-
cussed, which are listed in the taxonomy.

The rest of this paper is organized as follows: Sect. 2 pre-
sents the methodology of our study; Sect. 3 describes the 
taxonomy of expert finding systems based on two criteria: 
domain and technique. Part one of this taxonomy addresses 
all major types of expertise indicators identified in the enter-
prise and the online community. Part two discusses the tech-
niques used by researchers to locate expertise in the enter-
prise and the online community. These techniques are either 
graph-based or machine learning-based. Section 4 concludes 
with the comparison of different approaches and condition of 
the current work; the conclusion is given in Sect. 5.

2  Methodology

This paper reviews the current literature to identify the major 
work that has been done to address the task of expert find-
ing in online communities and corporations. It brings types 
of information sources (expertise indicator) together with 
methods used to find expert people in the enterprise and 
online communities.

Our search strategy aims to find a comprehensive and 
unbiased collection of primary studies from the literature. 
We leveraged the major databases that are widely used in 
computer science and information systems research, which 
are the ACM Digital Library, the IEEE Explore Digital 
Library, SpringerLink, ScienceDirect, and ISI Web of Sci-
ence (WoS). These are rich and comprehensive databases 
containing bibliographic information of a plethora of publi-
cations from all major publishers of the computing literature.

However, in the field of software engineering, WoS 
mainly records publications published in premium journals 
and only a few conferences, whereas conferences (and some-
times workshops and symposiums) are major outlets for pub-
lishing in CS and SE. Thus, we mainly use WoS along with 
Google Scholar 6 for cross-checking with the search results 
from the chosen sources and for performing some meta-
analyses. Our search terms stem from the research ques-
tions and can be categorized into two major dimensions, as 
shown in Fig. 1: Enterprise and Online Community. On one 
hand, we aim at exploring the different behavior models or 
diagrams considered in the primary studies. On the other 

hand, we aim to discover relevant types of studies that have 
been performed for checking different types of inconsisten-
cies. To ensure a sufficient scope of searching, we also con-
sider different alternative words (e.g., behavior/behaviour/
behavioural and model/diagram), synonyms (e.g., model, 
diagram, workflow, and process), and abbreviations for the 
search terms. Then, we used the Boolean operator “OR” 
to join the alternate words and synonyms and the Boolean 
operator “AND” to form a sufficient search string.

3  Expert finding taxonomy

One look at the literature tells us that researchers have used 
many methods for the task of EF. For example (Balog et al. 
2012), is an extensive survey that highlights advances in 
models and algorithms of expertise retrieval. The goal of 
expertise retrieval (also known as expertise location or 
expertise identification) is to link humans to expertise areas, 
and vice versa, and is often conducted within the scope of a 
single company. In Yimam-Seid and Kobsa (2003), the dif-
ferent types of EF systems for organizations are discussed. 
In Maybury (2006), state-of-the-art commercially available 
tools for EF are described. In Lappas et al. (2011), some 
algorithms for expertise evaluation, team identification, and 
expert-location systems in social networks are highlighted. 
Lin et al. (2017) presented the state-of-the-art methods in 
expert finding and summarize them into different catego-
ries based on their underlying algorithms and models. In 
another recent survey (Wang et al. 2018), the authors pre-
sented of the state-of-the-art techniques for the expert rec-
ommendation in CQA, followed by a summarization and 
comparison of the existing methods, both their advantages 
and shortcomings.

The current study differs from the previous studies in 
that it studies these methods in both the organization and 
online environments. It relates to the different implementa-
tion domains of EF with recent advances in EF methods. The 

Fig. 1  Classification of EF systems based on domain
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main output is a new taxonomy of EF that comprehensively 
relates different types and approaches. This leads to classify 
EF systems based on two criteria: domain and technique.

3.1  Classification based on domain

Based on where the task of EF is applied (domain), the tax-
onomy classifies EF methods, as depicted in Fig. 1, into 
two typical domains: enterprise (or organization) and online 
community. The contents of the figure are based on the work 
introduced by Wang et al. (2013).

The first category, which is the enterprise, uses three 
sources of expertise to find one’s expertise areas and level of 
expertise: self-disclosed information, documents, and social 
networks. The second category, which is online communi-
ties, uses two sources of expertise: documents and social 
networks.

3.1.1  Enterprise

Compared to online knowledge-sharing communities, 
knowledge in organizational knowledge repositories is 
well documented, and information quality of all content is 
sufficient (Wang et al. 2013). Finding expert people in an 
organization is a frequently encountered problem (Fu et al. 
2007a, b). Therefore, most organizations maintain database 
repositories to store employees’ qualifications.

EF in the enterprise has two objectives (Zhu et al. 2010). 
The first one is “who are the experts on topic X?” which is 
related to finding experts on a particular topic such as “Scala 
programming” or “dark ages.” The other objective could be 
“what does person Y know?” or “does person Y know about 
subject X?” Although knowledge in the enterprise is carried 
by people, discovering who knows what is often challenging 
(Campbell et al. 2003).

In the enterprise corporation, there are three main types 
of information sources that can be utilized to extract evi-
dence of expertise: self-disclosed information (Li et al. 2016; 
Wang et al. 2013), documents (Wang et al. 2013; Petkova 
and Croft 2008), and social networks (Zhang et al. 2007a, b).

To summarize, we can say that expertise indicators that 
are based on self-disclosed information are time-consuming 
and difficult to keep up-to-date. On the other hand, expertise 
indicators that use documents and social influence are both 
important sources for automated EF systems.

3.1.2  Online community

Online communities are Internet-based virtual places that 
specialize in knowledge seeking and sharing. People with 
common interests gather and discuss different topics at a 
variety of depths (Wang et al. 2013; Seo and Croft 2009). EF 
has also been the subject of many studies in online domains 

including email networks, newsgroups, and microblogs. 
Users in knowledge-based online communities can post 
questions and then wait for other members to answer, browse 
history questions that other members have asked, or give 
answers to particular questions (El-Korany 2013). Not all 
users in online communities are active in the same way, as 
it was found that some users are consistently active, some 
start active but end passive over time, and some start passive 
but become active over time (Pal et al. 2012).

What makes the identification of experts in online com-
munities of a great significance to researchers is that online 
communities are large knowledge repositories with millions 
of participants and millions of text documents. In addition 
to that, ordinary users can communicate with expert users, 
which is not as difficult as it is in the real world (Seo and 
Croft 2009). Due to a significant amount of data that is avail-
able in these repositories, different data-mining tasks can be 
launched, such as looking for trends, user sentiment analysis, 
or product reviews (Akram et al. 2016).

Evidence of expertise in online communities can be 
extracted from two sources: social networks (Aslay et al. 
2013; Lu et al. 2012; Wang et al. 2013) and documents (Bian 
et al. 2008; Krulwich et al. 1996; Souza et al. 2013).

Compared to knowledge in organizational knowledge 
repositories, knowledge in online communities does not 
have a universal knowledge structure and information tends 
to have a low quality, which can affect the performance of 
knowledge management activities that involve information 
processing (Wang et al. 2013).

3.2  Classification based on technique

Expert finding methods, whether for the enterprise or online 
communities, can be broadly divided, as depicted in Fig. 2, 
into two groups: graph techniques and machine-learning 
techniques (Huna et al. 2016).

3.2.1  Graph techniques

Formally, a social graph is represented as G = (X, E) , 
where X is the set of nodes and E is the set of links that con-
nect them. A links between two nodes would mean a friend-
ship, asker–answerer interaction, email communications, or 
co-authorship. On online communities (e.g., CQAs), users 
together with their interactions are represented by a graph, 
called expertise graph (Pal and Konstan 2010), in which 
nodes are expert and non-expert users, and edges are some 
relationship. To identify and rank-expert users (Procaci 
et al. 2016), various graph-based (also called link-based) 
methods are applied to expertise graphs. They are broadly 
divided into two main categories: (1) computing measures 
(e.g., PageRank and HITS) and (2) graph properties (e.g., 
connectedness and centrality).
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We summarize the work discussed about graph-based 
expert finding methods in Table 1 below.

3.2.2  Machine‑learning techniques

Machine learning is the automated detection of meaning-
ful patterns in data (Shalev-Shwartz and Ben-David 2014). 
Methods of machine learning include Bayes classifier, linear 
regression, and k-means cluster. They have been applied in 
a wide range of applications the Web, bioinformatics, medi-
cine, and astronomy. To tackle the task of EF, researchers have 
been applying machine-learning methods to features extracted 
from sources of expertise, whether in the enterprise or online 
social networks, for extracting expertise dimensions (Sahu 
et al. 2016a, b; Pal et al. 2012). The features can be classified 
into two groups: content-based and non-content-based. The 
previous studies have shown that both content-based and non-
content-based are valuable sources of information for the task 
of EF (El-Korany 2013).

We summarize the work discussed about machine-learning-
based expert finding methods in Table 2 below.

4  Comparison of approaches

This section provides the advantages and disadvantages 
of both graph-based and machine-learning algorithms in 
addressing the problem of this study, whether in the enter-
prise or the online environment.

4.1  Comparison of approaches based on domain

Based on where the task of EF is applied, EF methods are 
classified into two domains: enterprise (or organization) 
and online community.

• Enterprise In the enterprise corporation, there are three 
main types of information sources that can be utilized 
to extract evidence of expertise: self-disclosed informa-
tion, documents, and social networks.

Fig. 2  Classification of EF systems based on technique
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1. Potential experts may be required to disclose their exper-
tise area on their personal Webpage, yellow pages, and 
directory listings of experts or by filling out question-
naires. However, Since manually building a one’s pro-
file in the enterprise is a time-consuming task and the 
profile is unlikely to remains as is, it is inevitable that 
we consult other sources of expertise indicators besides 
self-disclosed information (Wang et al. 2013).

2. Document-based EF methods typically use text-mining 
techniques to capture the author’s expertise (Wang et al. 
2013). Some issues are associated with using enterprise 
documents for deriving expertise. For example, in most 
cases, a candidate’s expertise is not fully documented in 
the organization and only parts of a document are related 
to the candidate whom it mentions (Fu et al. 2007a, 

b). Another issue is that documents cannot be used to 
measure a candidate’s importance or influence in the 
social network that the candidate belongs to (Wang et al. 
2013). As such, and to better to describe the knowledge 
of a particular candidate, it is important to use other 
sources of expert evidence in representing the expertise. 
The social influence of people plays a major role in the 
perception of their expertise.

3. To summarize, we can say that expertise indicators that 
are based on self-disclosed information are time-con-
suming and difficult to keep up-to-date. On the other 
hand, expertise indicators that use documents and social 
influence are both important sources for automated EF 
systems.

Table 1  Summary of the 
existing graph-based expert 
finding methods

I General graph technique Specific graph technique References

1 Computing algorithm PageRank Java et al. (2006)
PageRank Yang et al. (2008)
HITS Jurczyk and Agichtein (2007)
HITS Farahat et al. (2002)
PageRank and HITS Campbell et al. (2003)
EntityRank, PageRank and HITS Zhang et al. (2007a, b)
SALSA Lempel and Moran (2001)
ExpertRank Wang et al. (2013)
Topic-sensitive PageRank Zhou et al. (2012a)
Twitterrank Weng et al. (2010)
TextRank Fang et al. (2012)
Expert Rank Akram et al. (2016)
AuthorRank Liu et al. (2005)
Weighted HITS Yang and Wu (2014)

2 Graph properties Centrality Bouguessa et al. (2008)
Centrality Aslay et al. (2013)
Centrality Chen and Nayak (2008)
Centrality Fisher et al. (2006)
Centrality Zhang et al. (2007a, b)
Connectedness Zhang et al. (2007)
Connectedness Rode et al. (2007)
Connectedness Seo and Croft (2009)
Connectedness Serdyukov et al. (2008)
Connectedness Lu et al. (2012)
Connectedness Zhao et al. (2015)
Connectedness Yang et al. (2013)

3 Hybrid approach Content-based and graph-based Lu et al. (2012)
Content-based and graph-based Horowitz and Kamvar (2012)
Content-based and graph-based Horowitz and Kamvar (2010)
Content-based and graph-based Fu et al. (2007a, b)
Content-based and graph-based Yang et al. (2015)
Content-based and graph-based
Content-based and graph-based Zheng et al. (2012)
Content-based and graph-based Kao et al. (2010)
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• Online community Compared to knowledge in organi-
zational knowledge repositories, knowledge in online 
communities does not have a universal knowledge struc-
ture and information tends to have a low quality, which 
can affect the performance of knowledge management 
activities that involve information processing (Wang 
et al. 2013).

4.2  Comparison of approaches based on technique

• Graph properties Contrasting the performance of 
graph-based algorithms and content-based algorithms 
for measuring expertise, graph-based algorithms were 
found to outperform the content-based approaches 
(Campbell et al. 2003). While graph-based algorithms 
take into account both text and communication patterns, 
the content-based approaches consider the text only. On 
the other hand, some graph techniques are stronger than 
others. For example, simple centrality measures such as 
degree, closeness, and betweenness were found inferior 
to the use of Authorrank and PageRank algorithms (Liu 
et al. 2005), because centrality measures simply repre-
sent documents as un-weighted links between users, and 
neglect the relevance to the query (Serdyukov et al. 2008; 
Rode et al. 2007). Although graph-based methods are 

widely used for the task of EF in online communities, 
they suffer from two major problems: high computational 
intense (Pal and Counts 2011) and spamming (Chen and 
Nayak 2008). Because link-based methods ignore the 
content features, they may give misleading results if the 
answer has wrong, spam, or incomplete content (Akram 
et al. 2016). They only give reliable results if users in 
an online QA system behave properly (Chen and Nayak 
2008).

• Machine-learning techniques We discuss this task by 
providing information on the following points:

1. User clustering What makes cluster analysis be of lit-
tle use for the problem of EF is that the clusters that 
result from clustering only contain users with the same 
level of expertise. In other words, candidate experts 
do not gather into one cluster of the data as they can 
be split into communities of experts and non-experts. 
Another issue is that the use of clustering for EF requires 
cross-validating the resulting clusters. There are many 
methods proposed for validating the resulting clusters 
such as conductance and average clustering coefficient. 
However, the absence of ground truth data sets makes 
the clustering validation more challenging.

Table 2  Summary of the 
existing machine learning-based 
expert finding methods

I General machine-
learning technique

Specific machine-learning technique References

Supervised SVM Zhou et al. (2012)
Logistic regression Li and King (2010)
Gradient boosted decision trees Dror et al. (2011)
A number of classifiers Pal et al. (2012)
TrueSkill and SVM Lappas et al. (2011)
SVM and Naïve Bayes Liu et al. (2015)

Semi-supervised Coupled mutual reinforcement Bian et al. (2009)
Unsupervised Tensor factorization Zhao et al. (2016)

Single-pass clustering algorithm Macdonald et al. (2008)
Topic clustering Xuan et al. (2013)
WebDCC Godoy and Amandi (2006)
GMM, EM, and k-means Pal and Counts (2011)
Hierarchical clustering Liu et al. (2005)
Clustering of persons Cao et al. (2005)
User clustering Procaci et al. (2016)
User clustering Procaci et al. (2016)
Hierarchical and non-hierarchical clustering Furtado et al. (2014)
User clustering
User clustering
User clustering Balog and De Rijke (2007)
Group recommendation Zhou et al. (2012b)
Group recommendation
Group recommendation Pal et al. (2012)
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2. Window-based models Word-based models have their 
problems. For example, and because they rely on the 
Vector Space Model (VSM) to represent words, they 
suffer from two main issues. (1) High dimensionality 
(Sahu et al. 2016a, b; Zolaktaf Zadeh 2012), because 
terms show as if they were independent of each other. 
(2) Because each word in the VSM model is represented 
by one vector to capture the semantic and syntactic 
information, the model cannot grab hold of homonymy 
and polysemy (Guo 2013). In addition, the word-based 
model, which is used by word-based models, was con-
sidered problematic regarding finding experts in online 
communities (Chen and Nayak 2008), for the following 
reasons (Zolaktaf Zadeh 2012). (1) Because questions 
in CQAs are posted in a short form, achieving enough 
overlap between a query term and a document, which 
is necessary to derive similarity, is not possible. (2) 
Because users have different levels of knowledge and 
technical competency, the content that the two models 
produce should not unavoidably use query terms that 
target one document rather than others.

3. Topic models One of the issues with the LDA model is 
that because it assumes that textual data are unstruc-
tured, it fails to capture particular features of the text, 
because it puts the entire document within one topic 
distribution (Riahi et al. 2012). Although topic models 
are widely used for discovering topics in text based on 
patterns of term co-occurrence, they still suffer from 
some issues. For instance, LSI cannot deal with poly-
semy or synonymy, pLSI suffers from variable overfit-
ting (Aggarwal and Reddy 2013), and LDA puts the 
entire document in one topic distribution (Riahi et al. 
2012).

5  Conclusion

This paper reviews the current literature to identify all the 
major studies that address the task of expert finding in online 
communities and corporations. The goal is to introduce tax-
onomy of the task of expert finding that highlights the dif-
ferences between finding experts, from the type of expertise 
indicator and technique used point of view.

The paper concludes that although researchers have 
developed a large number of graph and machine-learning 
techniques for locating expertise, there are still several tech-
nical issues associated with the implementation of these 
methods. It also corroborates that combining content-based 
expertise indicators and social relationships has the benefit 
of alleviating some of the issues associated with identify-
ing and ranking answer experts (Lu et al. 2012). The study 
limits itself to discussing the main techniques adopted by 
most remarkable approaches. It does not go deeply into the 

architectural design of the various EF systems and how they 
differ from each other. Another limitation is that the paper 
does not address other theoretically and technically related 
research directions such as finding similar experts, expert 
team formation, or finding potential experts. Finally, among 
the many types of online social networks, the primary focus 
of the study is on the use of community question answering 
platforms for finding experts.
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