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Abstract The online social networks (OSNs) have become

an important platform for detecting real-world event in

recent years. These real-world events are detected by

analyzing huge social-stream data available on different

OSN platforms. Event detection has become significant

because it contains substantial information which describes

different scenarios during events or crisis. This information

further helps to enable contextual decision making,

regarding the event location, content and the temporal

specifications. Several studies exist, which offers plethora

of frameworks and tools for detecting and analyzing events

used for applications like crisis management, monitoring

and predicting events in different OSN platforms. In this

paper, a survey is done for event detection techniques in

OSN based on social text streams—newswire, web forums,

emails, blogs and microblogs, for natural disasters, trend-

ing or emerging topics and public opinion-based events.

The work done and the open problems are explicitly

mentioned for each social stream. Further, this paper elu-

cidates the list of event detection tools available for the

researchers.

Keywords OSN � Event detection � Social text streams �
Thematic � Temporal � Spatial � Network structure � Natural
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1 Introduction

Since the inception of Internet in the early 1990s, people

are interacting and communicating information in various

forms over the web. The era of Web 2.0 further added to

this volume of information in the form of World Wide Web

content. Online social network (OSN) is a ‘‘group of

Internet-based applications that build on the ideological

and technological foundations of Web 2.0, which allows

the creation and exchange of user-generated content’’

(Kaplan and Haenlein 2010). According to VNI, the global

Internet traffic is estimated to grow to 168 exabytes per

month by 2019, up from 59.9 exabytes per month in 2014,

a 23% in CAGR as shown in Fig. 1 (Cisco 2014). Most of

this traffic is contributed by the OSN platforms such as

Youtube (Youtube 2016), Facebook (Facebook 2016) and

Twitter (Twitter 2016) in the form of either text, videos,

images or photographs (Deitrick and Hu 2013). Table 1

shows the data explosion statistics for different OSNs in

every minute of the day.

Researchers can get substantial information by churning

these explosive data during different kinds of events like

earthquake disasters, epidemic disease outbreaks, moni-

toring traffic control, news events like forest fires and

electoral polls (Nurwidyantoro and Winarko 2013). Sub-

stantial information could be regarding the people who are

influenced by the event, location and time of the event,

extent of damage created and effects on surrounding

environments. For example, during Queensland floods,

data from OSN described the whole situation revealing the

yacht sinking on Brisbane River, reopening of the port,

incident of bull shark on a flooded street, etc. (Zhou and

Chen 2014). The most frequent and recent events which got

reflected in OSN and generates massive data or information
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can be categorized broadly into three groups as shown in

Table 2 (Madani et al. 2014).

Event detection has drawn considerable attention of

researchers to automatically understand, extract and

summarize the happenings of an event in different fields

like biosurveillance, safety, health and economics (Tork

2011). In the field of disease outbreaks, DARPA (Neill

and Wong 2009) has estimated that a 2-day gain in the

detection time can reduce the extent of fatalities by

factor of six. Also, studies in (Neill and Wong 2009;

Neill and Gorr 2007) have showed that a hot spot violent

crime can be detected 1–3 weeks prior to the event by

detecting the clusters of leading indication crimes like

disorderly conduct and assault. In another study in the

field of safety, detection of anomalous clusters of pipe

breakage is done supporting the monitoring system of

city’s water distribution (Neill and Wong 2009). Envi-

ronmental monitoring is done through remote sensors

which are used for continuous observation of a certain

place or domain, generating large volumes of data to

analyze the same (Dereszynski and Dietterich 2007). So

it is evident that event detection in OSN contributes

much to understanding or predicting the events. Though

identification of emerging events and getting important

insights from the same is very important, there are

challenges in which these event detection techniques

confront in general (Kerman et al. 2009; Neill and Wong

2009; Tork 2011; Madani et al. 2014).

• Domain dependence: An event detection procedure or

technique which is suitable for one domain might not

be the same for the other domains, and it is extremely

situational dependent (Neill and Wong 2009). For

example, the selection of parameter, variables and

output metrics for predicting the electoral poll results

will not be the same as the prediction of any natural

disaster event, i.e., earthquake.

• Time Constraint: An extreme timeline constraint is a

timeline in which the event detection method should be

able to identify event correctly. Depending upon the

domain criticality, the timeline can range from seconds

to several minutes. For example, detection of any

terrorist attack or measuring indicators of imminent

catastrophic disasters are critical applications where

constraint on a specific timeline is an important

consideration.

Fig. 1 Cisco VNI global

Internet traffic prediction

Table 1 Data generation rate

for OSN
OSN Data volume generated/minute of the day

Facebook 2,460,000 pieces of content shared

Twitter Tweets 277,000 times amounting to 400 million tweets per day

Youtube Users upload 72 h of new videos

Pinterest Users pin 3472 images

Instagram Users posts 216,000 new photographs

Table 2 Event categories
Event category Examples

Natural or manmade disaster event (NMDE) Earthquake, tornadoes, floods, epidemics, fire, etc

Emerging event (EE) World cup, product launch

Public opinion event (POE) Electoral polls
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• Detection accuracy: A high degree of precision is

required to be maintained for achieving event detection

accuracy in critical domains. Generation of alarm for a

true event in mission critical domains like healthcare

and banking sectors is very crucial. A false alarm

generation due to inaccurate detection of event could

involve huge monetary loss and should be considered

as a serious challenge. High precision can be main-

tained by event detection methods through providing a

high true-positive rate (accurate detection) and at the

same time ensuring a low false-positive rate (inaccurate

detection) for events (Margineantu et al. 2010).

• Diversified data sources: OSN has effectively con-

tributed to huge explosion of diversified data consisting

of unstructured data, textual documents, images, audio,

video, relational data, multivariate records and spa-

tiotemporal data (Kerman et al. 2009). Thus, event

detection problem is encountered with determining

what data are relevant for the event detection under

study and the approach which must be opted to evaluate

the data from selected sources.

• Voluminous data: Huge volume of data requires high-

powered computing algorithm and immense storage

space to store, access, filter and process all data within

stipulated time frame. For example, millions of tweets

get generated each day in the Twitter platform. So, to

process these huge data against some particular event,

event detection algorithms should incorporate dyna-

mism and suitable running environment so that it runs

uninterruptedly even after sudden voluminous increase

in the OSN data during some bursty events (Li et al.

2014).

• Authenticity and missing data: The event detection

techniques should consider the inaccuracies and incom-

pleteness of the raw sensor data (Balazinska 2007). For

example, the position or location information in terms

of longitude and latitude is very likely to be inaccurate

or missing. The environmental activity information

may have limited confidence level. So, event detection

algorithms should consider this underlying incomplete-

ness, inaccuracies and confidence levels while detecting

the events in OSNs.

• Handling anomalous behavior: Historical data from

OSN consist of the mixture of both normal and

anomalous event data mixed together (Ihler et al.

2006). The event detection method should first learn the

predictable behavior pattern of the event as well as

should be capable of detecting and extracting deviated

patterns from the raw data. This can be applied for

predicting the number of customers entering a bank or

predicting the number of freeway traffic accidents per

day.

The primary motivation of event detection analysis

study got initiated by a project called Topic Detection and

Tracking which was a joint venture of DARPA, CMU and

Dragon systems (Papka and Allan 1998). According to one

of the issues of this project, event is distinguished from the

term topic by the property of time. For example, ‘‘Mumbai

Terrorist Attack on 26 November, 2008’’ (CNN Library

2015) is considered to be an event, but ‘‘terrorist attacks’’ is

a more general topic. This difference can be extended by

incorporating the spatial or location aspect in the definition

(Papka and Allan 1998).

According to Zhou and Chen (2014), any input message

by a user posted to an OSN can be considered as his

observation on a real-world happening at a certain location

and time. This observation is an event element. Given a set

of event elements say E, an event is defined as a subset Ei

of E, provided all the event elements in the set Ei refer to

the same real-world occurrence. Any event can be descri-

bed by the tuple given as follows:

Ei ¼ fDi; lai; loih i; ti;Dig
where ‘i’ same real-world occurrence

In the above tuple, Di represents data or textual content,

lai; loih i represents location in terms of latitude and lon-

gitude of the place of the event, ti denotes timestamp

attached to the message indicating the approximate time of

occurrence of the event, and Di represents the social links

connecting the users and their followers forming the net-

work structure associated with the flow of the event data

(Jadhav et al. 2010; Zhao and Mitra 2007; Zhou and Chen

2014) as shown in Table 3.

The main challenge in event detection for the

researchers is to select appropriate tools and techniques

while detecting events in OSN which would be in sync

with the type of event and event detection methods dis-

cussed above. This motivates us to focus on the existing

tools and techniques available in event detection for OSN.

In this paper, three types of events will be considered:

natural disasters, trending or emerging topics and public

opinion-based events. The survey of event detection

techniques used for the above-mentioned three types of

events will be done for social text stream data (described

in Sect. 2), and the open challenges will be discussed.

Tools available for doing event detections will also be

explained with the aim of its applicability for the

researchers.

The remaining of this paper is organized as follows.

Section 2 reviews the existing event detection techniques

for different types of social text stream data, and open

challenges for the researchers are discussed. In Sect. 3,

comparison of related tools available for doing event

detection is done. Finally, conclusion is given in Sect. 4.
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2 Social text stream-based event detection
techniques

Social text stream data are a collection of text communi-

cation data, where each text stream is associated with

attributes such as author/sender and reviewer/recipients

(Zhao et al. 2007). The authors/senders are the creator of

the message or data, and reviewer/recipients are the viewer

or receiver of the same message or data. This message is

mostly about real-world events information which is

semantically significant and generated from various types

of sources (Kleinberg 2006). The primary sources or

applications which generate these stream data are news-

wires, web forums, emails and blogs or microblogs from

social networking sites as shown in Fig. 2 (Zhao et al.

2007; Chen et al. 2012).

Event detection is a mechanism through which events

are identified automatically from OSN data which consist

of information regarding what happened, when, where, to

whom and why (Zhou et al. 2014). These detection tasks

require high level of data throughput accompanied by a low

degree of response latency (McCreadie et al. 2013). There

Table 3 Event detection techniques based on event dimensions

Event dimensions Definition Event detection techniques

Thematic (TH) Techniques used to detect events exploiting the

semantic and contextual features of the data or textual

content (Di)

Term and named entity vector (Kumaran and Allan 2004)

Clustering algorithms (Aggarwal et al. 2012)

Incremental greedy clustering algorithms (Allan et al. 1998)

Gaussian mixture models (He et al. 2007a, b)

Binomial distribution (Fung et al. 2005)

Discrete Fourier transformation (He et al. 2007a, b)

Naive Bayes classifier (Sankaranarayanan et al. 2009)

Cosine similarity (Petrovic et al. 2010)

Support vector machine (SVM) (Becker et al. 2011)

Latent Dirichlet allocation (Blei et al. 2003)

Gradient boosted decision trees (Friedman 2001)

Conditional random field (CRF) (Benson et al. 2011)

ETree using n-gram-based content analysis techniques (Gu

et al. 2011)

Gradient boosted decision trees (Popescu and Pennacchiotti

2010; Popescu et al. 2011)

Temporal (T) Techniques used for detecting events considering the

timestamp (ti) of the message (Di) through the

variation of number of messages over a specific time

period

Wavelet transformation and normalized wavelet entropy

(Weng and Lee 2011)

TSCAN using eigenvectors of a temporal block association

matrix (Chen and Chen 2008)

Temporal and dynamic query expansion techniques (Massoudi

et al. 2011; Metzler et al. 2012)

Spectral analysis and weighted graph (Cordeiro 2012, Long

et al. 2011, Weng and Lee 2011)

Hidden Markov models (Khreich et al. 2012)

Multivariate event detection methods (Neill and Wong 2009)

Spatial (S) Techniques which use the location information in terms

of latitude and longitude lai; loih i of a message (Di) to

detect events

Locality-sensitive hashing methods (Gionis et al. 1999)

Kalman and particle filtering (Fox et al. 2003)

Univariate spatial scan statistic approaches (Neill and Wong

2009)

Multivariate Bayesian spatial scan statistic methods (Neill and

Wong 2009)

Parametric scan statistic methods (Neill and Wong 2009)

Nonparametric scan statistic methods (Neill and Wong 2009)

Spatial–temporal random indexing (Menon et al. 2010)

Network structure

(NS)

Techniques which study the social information (Di)

through the embedded network structure or the

information flow pattern between users and the user

connections of OSN for event detection

Dynamic time warping concept (Keogh 2002)

Graph cut algorithm (Shi and Malik 2000)
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are existing surveys which are done in general on OSN

(Nurwidyantoro and Winarko 2013) and Twitter in specific

(Atefeh and Khreich 2015; Zhou and Chen 2014). The

latest survey done on Twitter streams by Atefeh and

Khreich (2015) has classified the existing event detection

techniques on Twitter streams with respect to the event

type (specified or unspecified), type of detection task

(retrospective or new event detection), methods of detec-

tion (supervised and unsupervised) and also the applica-

tions for which the techniques are applied. This section

reviews the existing event detection studies across different

types of OSN streams, viz. newswire, web forums, blogs,

emails and microblogs. The event detection techniques

proposed are categorized exploiting the content flow

between users (thematic), the temporal information (tem-

poral), location (spatial) and social structure (network

structure) details from the OSN data (Metzler et al. 2005;

Qi and Candan 2006; Song et al. 2006). This section

reviews the existing studies on event detection techniques

for different types of social text stream data.

2.1 Newswires

2.1.1 Description

Newswires are services which transfers latest news stories

via satellite or Internet (Newswires 2015). Event detection

was done as an extension to text retrieval and clustering

techniques to automatically detect new events from news-

wires. For example, as shown in Fig. 3, Facebook News-

wire launched by Facebook with News Corp-owned

Storyful provides repository of verified, real-time content

which covers breaking news stories. These contents are

mainly shared publicly by the Facebook users in the form

of text or video or photographs on account of some

breaking news.

Fig. 3 Facebook newswire (source: www.poynter.org)

Data Streams

Internet Cloud

Natural
Disaster
Events

Emerging
Events

Public
Opinion
Events

...
..

Newswire

Web Forum

Blogs

Emails

Microblogs

Fig. 2 Social text stream data
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2.1.2 Event detection techniques

The studies of techniques for event detection are catego-

rized according to the differentiation of methods in

Table 3. Few studies exist where there is a mixture of

techniques between categories from different event detec-

tion methods.

Traditionally, Yang et al. (1998) used newswires to

automatically detect retrospective and online events

exploiting the ordered temporal patterns of streams of news

stories from CNN news and Reuter’s articles. The study

applied an agglomerative method called group average

clustering (GAC) (Yang et al. 1998) to obtain clusters of

news stories having temporal proximity in the given event.

A single-pass incremental clustering method (Yang et al.

1998) is used to handle the dynamic nature of streaming

data and the temporal properties of the events. The study

showed an improvement in the event cluster quality

detection by incorporating the content and temporal fea-

tures of the data streams. The study in (Yang et al. 1998)

was extended by Yang et al. (1999) which dealt with the

same approach to event detection and additionally taken up

event tracking in the same mentioned newswire corpus.

Event tracking was done as supervised learning and aimed

to automatically assign event levels to the incoming news

stories in the data streams depending on the past learning of

events on a small set of past stories identified. They showed

a quick learning is desired to distinguish between different

topically related events and is achieved by maintaining a

small number of positive training examples per event to

track an event. Machine learning algorithms such as

k-nearest neighbor classification (Yang et al. 1999) and

decision-tree induction method (Yang et al. 1999) were

used for event tracking. Another similar study in (Allan

et al. 1998) used newswires and transcribed broadcast news

in detecting only new online events. The single-pass

clustering algorithm was modified in this study to deal with

the online news stories sequentially as a data stream. A

thresholding model is used to exploit the time proximity of

two news stories on the stream where chances of two

stories discussing the same event are more if the proximity

is low. A latest study by Schubotz and Krestel (2015) was

done on the online temporal summarization. A temporal

summarizer was developed against a given query by the

user which is based on probabilistic language models and

entity recognition. BM25 scoring (Schubotz and Krestel

2015) is used to extract all relevant streams of news from

the newswires. A general query language model with

Kullback–Leibler divergence (Schubotz and Krestel 2015)

is used to detect sentences matching the query from the

relevant streams. Lastly, the novel sentences which con-

stitute the new events are extracted for summarization of

the query from the relevant sentences. All the above studies

exploited the temporal as well as the thematic features of

newswires.

A novel approach was suggested by Menon et al. (2010)

for automatic event detection in newswire data, using

spatial–temporal random indexing. The study involves a

4-dimensional vector space where each word in the corpus

is specifically represented by a large sparse vector, unique

in time and location. This spatially and temporally anno-

tated space is analyzed to find significant semantic shifts

over time and space. This shift is finally used to predict the

occurrence of events. Automatic new event detection was

also done by Lam et al. (2001) by locating events related

topically in a continuous stream of chronological multi-

lingual newswire stories. This study used concept terms,

named entities and story terms to represent a story or event

which improved the detection task. Event is detected

through concept term extraction from the concept database

against a sentential match. Part-of-speech tagger is used to

extract named entities from the news story. The Chinese

stories are translated and converted into a set of English

words on which agglomerative clustering was applied to

obtain clusters of related stories. This study successfully

cross-validated topically related events in two different

multilingual streams and also used natural language pro-

cessing for event detection.

Many event detection studies involved the use of ACE

(automatic content extraction) 2005 corpus of newswires.

This corpus consists of a set of 33 generic event types and

subtypes appearing frequently in news (Ahn 2006; Grishman

et al. 2005). Few terminologieswhich got introduced through

ACE needs to be elaborated to proceed with further studies in

this arena (Hong et al. 2011). The terminologies are:

• Entity: An object or a set of objects in any one of the

semantic categories of interest, referred in a document

by one or more co-referential event mentions.

• Entity mention: A reference to an entity, typically a

noun phrase.

• Entity trigger: Themain word, typically a verb or a noun,

that most clearly expresses the occurrence of an event.

• Event arguments: The entity mentions, viz. participants

who are involved in the event.

• Argument roles: The relation of arguments to the event

where they participate.

• Event mention: A phrase or sentence in which the event

is mentioned, including trigger and arguments.

In the study by Ahn (2006), ACE 2005 corpus was used

where the entities, the temporal factor and a limited set of

values like contact information and job titles of the entities

were used for event detection. The study extracted events

through a series of classification of subtasks, each of which

is handled by a machine-learned classifier. A similar study

by Hardy et al. (2006), worked on the thematic features of
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the set of 37,444 documents from the Center for Nonpro-

liferation Studies corpus, used event-based, data-driven

thematic processing and natural language processing

accompanied by a visualization interface and contextual

information to give appropriate answers to queries. The

logistic regression model, Naive Bayes classifier, random

error pruning tree are some of the machine learning algo-

rithms used by this study. Another study by Maslennikov

and Chua (2007) exploited the thematic features at a sen-

tence level of newswires through a multiresolution frame-

work for sentence-level phrases and clauses using

dependency and discourse relations. Discourse analysis

deals with the clauses in a sentence connected by clausal

relations (Halliday and Hasan 1976). The proposed

framework uses the clausal relations to filter the noisy

dependency paths and to enhance the reliability of the

extraction process of similar paths. A study by Ji and

Grishman (2008) extended the scope of discourse relation

from one single sentence of one document to a cluster of

topically related documents. This study employed ACE

event extraction corpus to combine the global features of

the documents from the individual local features of each

document. Maximum entropy-based classifiers were used

to extract events from the corpus. This study can generate

an event-driven summary through document clustering and

text summarization to enhance support to the users. Dis-

course analysis was also used in another study by Pat-

wardhan and Riloff (2009) to do a deep structural analysis

for associating factual data with event roles. This study

considered both local context around a phrase and the more

general sentential context for event extraction. A proba-

bilistic framework was used to make a joint decision based

on both local evidence from each phrase and general

‘‘peripheral vision’’ from the sentential event recognizer.

The framework was supported by machine learning clas-

sifier called Naive Bayes classifier (Patwardhan and Riloff

2009) for both at the phrase and the sentential level.

Another similar study by Liao and Grishman (2010)

involved document-level information for event detection

from ACE event extraction corpus. They incorporated

more than one event information to make predictions

regarding the occurrence of an event. Maximum entropy-

based classifier is used to attain a document-level within-

event and cross-event consistency. Most of the above

studies dealt with the thematic methods to detect events

from newswire corpus.

Joint frameworks using entities along with event men-

tions also boosted the performance of event detection in

newswire corpus. A study by Hong et al. (2011) exploiting

transductive inference is cross-entity inference which used

the relationship between entities exploiting the network/so-

cial structure of the entities for event extraction from ACE

corpus. They hypothesize that entities of similar events,

playing the same role, are normally consistent. A clustering

technique called CLUTO toolkit (Hong et al. 2011) is used

to generate clusters of sentences or event mentions having

entities of the same background. A support vector machine

(SVM) classifier (Joachims 1998) is used to distinguish

arguments with nonarguments w.r.t roles and entity types to

determine the reportable event mention.

A study by Kastner and Monz (2009) focused on

extracting only important facts or sentences from newswire

article. The identification was done exploiting the syntactic,

semantic and statistical features of the sentences in a docu-

ment. Some of the linguistic features the study used ranges

from n-gram frequency through the sentence position to the

semantic analysis including spawned phrases, verb classes

and types of adverbs. Another similar study (Dasigi and

Hovy 2014) introduced a novel technique to model events

based on recursive neural networks (Goller and Kuchler

1996) which was trained to differentiate between normal and

anomalous events. Anomaly was defined as unexpected or

unusual combination of semantic role fillers, and anomalous

events are defined as semantically coherent, but unusual only

based on real-world knowledge. This study pointed out that

set of irrelevant or meaningless events and good normal

events are two extremes of the semantic spectrum range

where anomalous events lies somewhere in between.

Most of the traditional approaches relied on sequential

pipelines having multiple stages for event extraction where

prediction of event triggers and arguments is done indepen-

dently (Hong et al. 2011). A study by Li et al. (2013) pro-

posed a joint framework by incorporating the global features

which captures the dependencies of multiple triggers and

arguments for the ACE corpus. They used a structured per-

ceptron to train this joint framework. An interdomain event

extraction method was studied by Miwa et al. (2014) where a

system designed for biomedical domain was adapted to work

for newswire domain. The study addressed the major dif-

ferences in the tasks of event detection in the two domains

and showed it is needless to develop a separate system for

event extraction for different domains.

Table 4 summarizes the techniques mentioned above in

context of events detection from different newswires

sources. The techniques are categorized according to the

type of event dimensions (S—spatial, T—temporal, TH—

thematic, NS—network structure) used by the researchers.

2.1.3 Open problems

• Requirement of techniques to increase user involvement

through the temporal clusters at different granularity

levels of the newswires documents: During any disaster

event, the users might intend to know details of the event

by exploiting temporal patterns based on proper names

and proximity phrases leading to the formation and
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development of temporal clusters of missing people,

depicting the damage, etc., across the entire timeline of

the event. These temporal clusters can be demanded at

the corpus level, document level or subdocument level

by the user’s query depending upon their requirement

during a disaster event. Better techniques are required to

generate these temporal clusters at different granular

levels by the researchers to create a better knowledge

base about the event through newswires.

• Methods to assist the users in searching relevant cluster

at a minimum time: Time plays a crucial role during

events for the users in getting proper news from the

newswires. The searching time required to find the most

relevant temporal cluster or clusters from the news-

wires is crucial for users. For example, during disaster

management, several decision-making activities like

most affected locations to decide on missing people list,

indicating the extent of damage to provide relief

measures, etc., are tightly coupled with the information

available regarding the event. Lesser the time taken to

get event information from newswire documents, better

will be the decision-making process.

• Techniques to model event evolution over time more

accurately other than using time windowing: Time

windowing is a reputed process of detecting events

evolution overtime through the semantic shift of words

between different time spans or windows in newswires.

But as the events generally occur and disappear over a

short span, ranging from days to few months, large time

window or span cannot detect events accurately for the

researchers. So, methods or techniques to detect event

evolution accurately other than time windowing are

required.

• Requirement of unsupervised models: Traditionally,

query-based, keyword extraction-based methods were

available to facilitate event extraction process. But,

there is a requirement to detect unknown events also, as

all events do not happen with prior prediction or

intimation. So, automation of event extraction from an

unknown corpus is required to detect important

unknown topical events by analyzing the textual

features of the newswire document.

• Improved techniques required for relation detection and

co-reference resolution: Two Event Arguments referring

to the same role of related events make it difficult for the

researchers to detect the co-referred event. So, novel

techniques are required for event detection considering

resolving these relation detections between entities of

related events and co-refer it as the same event. For

example, consider these two statements:

• Mr Derreck quit as vice president of XYZ Ltd. last

week.

• XYZ Ltd. employees were on strike for last one

month.

Here, two different events mention ‘‘Personnel End-

Position’’ and ‘‘Company-Strike’’ refer to two arguments of

the same Role ‘‘Company – XYZ Ltd.’’ In this situation,

proper techniques should be there which will detect the

relations between different entities of these events and co-

refer both the statements to be under one event ‘‘XYZ Ltd

at the verge of Closure.’’

Table 4 List of event detection

techniques for newswires
Type of streams Dimension Techniques used

S T TH NS

Newswires 4 4 Group average clustering

4 4 Single-pass clustering

4 4 K-nearest neighbor

4 4 Decision tree

4 4 Thresholding model

4 4 BM25 scoring

4 Kullback–Leibler divergence

4 4 4 Spatiotemporal random indexing

4 Part-of-speech tagger

4 Logistic regression model

4 Naive Bayes classifier

4 Random error pruning

4 Maximum entropy-based classifier

4 Support vector machine (SVM)

4 n-gram frequency

4 Recursive neural networks

4 Structured perceptron
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• Requirement of cross-domain techniques: General

frameworks for event detection techniques which can

be used in more than one domain with minor adaptive

changes should be researched further. For example,

different approaches which got proved in newswire

domain for event detection such as use of contextual

information at the document level can be experimented

in other domain and vice versa. Researchers should also

find out the possibilities of discovering information

which can be shared between domains for event

detection. This will enhance new directions in research

for event extraction tasks in newswire domain along

with other related domains.

2.2 Web forums

2.2.1 Description

Web forums are platforms on Internet and comprised of

content generated by users through exchange of informa-

tion among them (Bamrah et al. 2014). Exchange of

information happens through viewing and sending posts

over forums. Web forums select a set of jargons related to

them which constitutes the subforums. The users can create

new topics in these subforums. Few examples of the topics

could be entertainment, games, technical discussions, etc.

Under every topic, every new discussion initiated by the

users is called a thread. For a single thread, there can be

many reply posts created by as many anonymous or reg-

istered users. Figure 4 illustrates the web forum of phpBB

where there are five threads to discuss on for the users. A

new topic can be initiated through NEWTOPIC button.

There is also a consolidated view of the total number of

posts and views for each thread and the user last viewed

along with the timestamps.

2.2.2 Event detection techniques

Web forums have been successfully used as a platform for

event detection (Chester et al. 2011). For example, a large

campylobacteriosis outbreak happened in 2007 and was

associated with mountain bike race in British Columbia

(BC), Canada. Later investigation found out that ingestion

of contaminated mud was the source of illness (Stuart

et al. 2010). A pre-existing web forum for mountain

biking in BC facilitated hugely through postings, related

discussion threads and photographs for the investigators

to understand the conditions of the race course and also

extreme end coverage of racer hands and faces (Chester

et al. 2011).

Fig. 4 Illustration of web

forum (source: https://en.

wikipedia.org/wiki/Internet_

forum)
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There are various studies done on web forums involving

different categories of event detection methods. Tradi-

tionally, the web or online forums did not gain so much of

reputation as an event detection platform because the

postings are imprecise, terse and have a casual communi-

cation styles (Zhi et al. 2007). The poster’s posting char-

acteristics were used for the first time for event detection in

(Zhi et al. 2007) by considering the participation frequency

of the posters in the web forum instead of the content

posted. The study used nonnegative matrix factorization

technique to develop user participation model and detect

topics, automatic discovery of leaders and subcommunities

in the web forum. A similar study by Cheng and Li (2007)

considered user participation instead of post content but

employed Markov logic network (MLN) (Richardson and

Domingos 2006) to find topic clusters by best fitting a set

of rules. Both the studies can be highlighted under the

network structure category of the event detection methods.

Discussions on a thread over web forum are consid-

ered to be thematically similar if large number of users

are discussing on that same thread. Similarly, two users

are treated similar if they post the same topic and get

involved in the same discussions. A study by Zhu et al.

(2008) proposed a different set of thematic solutions in

addition to the existing solution to address the problems

regarding the topic detection tasks in web forums. They

introduced a post and thread activity validation step to

filter out uninformative contents or noise out of the

content data. A term pos-weighting strategy (Zhu et al.

2008) is used to focus on the analysis of the integral part

of the data and also the user activities in the forum. A

standard one-class SVM classifier is used for the vali-

dation step, and incremental TF-IDF model is used for

the pos-weighting strategy and UF-ITUF (user fre-

quency—inverse thread user frequency) to model the

content similarity among the users in the forum. The

combined score of content similarity and the user

activity similarity decides whether a new topic is

discussed on a thread or not at the end of each time

period through thematic event detection methods.

Chen et al. (2009) proposed a noise-filtered model to

extract bursty topics from web forums using terms and

participations of users. The study was a thematic plus

temporal method which characterized and ranked the terms

depending on its frequency of sequential occurrence over

time. Another study Chen et al. (2012) also came up with a

thematic and temporal method to identify hot topics in web

forums. The study defined post of users as document and a

topic as a cluster of similar documents with the same

semantic description. Each post was defined by contextual

features like posts content, timestamp of the post, time

segment from the time of first reply to final reply. Both

local and global features in terms of term frequency (TF)

and global inverse document frequency (GIDF) were

considered to find out hot topics in web forum. Single-pass

incremental clustering algorithm with a threshold param-

eter is used for training phase of post content in this study.

A plethora of studies is also present where the researchers

have used thematic event detection methods. Periera Nunes

et al. (2014) proposed a topic extraction process which

facilitated university students and faculties to search and

recommend important and relevant topics to be discussed in

the online web forum. The study used thematic tools to do

named entity recognition and topic extraction. The thematic

analysis was followed by a statistical method, calculating the

TF-IDF score to select and rank the most representative

terms from the users posts of the forum thread. The study

extracted the top-ranked topic in the online forum as a final

outcome. Another similar study by Devi and Bhaskaran

(2015) proposed a method to detect hot spots in online web

forum using enhanced k-means (E-K-means) and aging

theory. The study defined hot spots as forums that has bulk of

thread, posts and discussions and appears quite frequently

over a period of time.

Table 5 shows the list of event detection techniques

used for web forums categorized under S, T, TH and NS.

Table 5 List of event detection

techniques for web forums
Type of streams Dimension Techniques used

S T TH NS

Web forums 4 Nonnegative matrix factorization

4 Markov logic network

4 SVM classifier

4 TF-IDF

4 UF-ITUF

4 4 Noise-filtered model

4 4 TF-GIDF

4 Single-pass incremental clustering

4 4 E-K-means

4 4 Aging theory
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2.2.3 Open problems

• Exploiting web forums for detecting general, trending or

emerging events: Most of the existing studies in web

forums considered detecting hot or bursty topics using the

web forum content. More studies should be performed on

web forum to detect all general topics, trending as well as

hot topics by using the content or the user participation as

the deciding parameter. The users should also receive a

choice of topics to select from and to join in depending on

their interest level in the given topics.

• Improvement in the languagepattern by improvisingon the

semantic features: The language pattern of web forums is

imprecise, casual and terse which makes topic detection a

challenging task.So, apart from the existing semantical and

contextual features used by researchers in the above studies

like posts content, timestamp of the post and the time span

of the post, other semantic features such as misspellings,

Internet slangs, etc., should also be considered to discover

further language patterns in web content of forums.

• Real-time topic detection in web forums: Most of the

event detection study in web forums implements the

forum content in offline mode. Live streaming of web

forum posts should be considered to detect real-time

events through dynamic addition of new topics. This

ensures more topic coverage for the web forum users.

For example, in a university framework which includes

a student-faculty web forum, the faculties might wish to

add new topics dynamically to the forum to enhance

more discussions among students. This will further ease

out in understanding the topics better through forum

than in a classroom environment.

• Out of context and deviated discussion content from

main topic/thread line: The subject of a thread is not

explicitly understandable and is implicit in the content

of the discussions for the thread. For example, in a

series of threads discussion of T20 World Cup Cricket,

a thread title ‘‘I think Rohit Sharma should be

substituted for!’’ and with replies, ‘‘Yeah, he played

worse than last match’’ might appear. Though this

thread talks on the T20 World Cup Cricket event,

thread title shows no apparent connection with the

event. So, though the threads get selected for event

detection purpose, most of the discussions data do not

give any output to the researcher.

2.3 Blogs

2.3.1 Description

A Web site that displays the postings of one or more indi-

viduals in reverse chronological order and also contains links

to comments on some specific postings is defined as blog

(Agarwal and Liu 2008). Each entry is called as blog posts,

and the sites are called blog sites. Blogs, also termed as

weblogs, is a prevalent type of media on Internet (Gill 2005).

Many researches are carried out considering blogs as a test

bed to prove research problems and algorithms (Kumar et al.

2005; Tseng et al. 2005). The interlinking structure of blogs

gives rise to small local communities and can be used to find

friendship relationships and proximity of locations (Kumar

et al. 2004). Figure 5 illustrates a blog post of blog site of

buzz blogger. It also consists of specific threads of blogs

which are more trendy options for creating new blogs and

posting comments for the already existing blogs.

2.3.2 Event detection techniques

The dynamic user-generated content of blogs makes it a

very good platform for event detection. A study proposed a

novel event detection algorithm by making use of tempo-

rally annotated thematic space which tracks the change of

semantics of words over time (Jurgens and Stevens 2009).

A semantic space model is an automated method of

building distributed word representation. The algorithm

named temporal random indexing was presented by them

that effectively capture changes in semantics or words and

phrases over time. These highlighted changes facilitated

the researchers to automatically detect new events and to

identify associated blog entries through the thematic–

temporal event detection method.

A thematic study proposed a novel supervised method

for reporting outbreak of disease events as a contribution

toward epidemic intelligence (Stewart et al. 2011). They

trained a supervised learner and then transferred the

learning to classification of blogs reporting disease. This

transfer aimed to automatically label the data in the source

domain, using a subset of the automatically labeled data as

training set to earn a predictive function and then using the

knowledge to improve the learning of the target predictive

function. The study built a binary, syntactic parse tree-

based classifier that is capable of detecting disease

reporting sentences in blogs. The study improved its

quality of detection by considering three properties of the

blog sentences: sentence position, sentence length and

sentence semantics.

Most of the studies on blogs focused on offline algorithms

which use preaggregated results (Hennig et al. 2014). The

study by Hennig et al. (2014) in contrast focused on

extracting, analyzing and visualizing the events by aggre-

gating information from many documents of blogs. Given a

set of documents and a time interval, the study detected all

events generated in this time interval. Each document which

was a blog post was tagged by an ID, textual content and its

publication timestamp. Extraction of keywords from
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document was done by TF-IDF and named entity recogni-

tion (NER). Identification of bursty intervals was done from

the keyword distribution over time intervals. Finally, for

creation of events, the study considered cluster of keywords

with overlapping bursty intervals through two metrics—co-

occurrences and conditional co-occurrences of keywords

(Sayyadi et al. 2009). The corresponding formulas for the

metric are given as:

co-occurrence ðk1; k2Þ ¼
d�Djk1 2 d:text ^ k2 2 d:textf gj j

jDj

conditional co-occurrence k1jk2ð Þ

¼ d�Djk1 2 d:text ^ k2 2 d:textf gj j
d�Djk2 2 d:textf gj j

where k1 and k2 are the two keywords, d is a document,

D is the set of documents (corpus), and |D| is the total

number of documents.

Table 6 shows all the event detection techniques used by

the studies categorized under TH, T, S and NS.

2.3.3 Open problems

• Required techniques to analyze semantic shift: The

temporal random indexing technique is capable of

detecting synonymous event names by identifying

words with similar shifts and similar neighbors. But,

it fails to analyze the semantic shifts of word index

vectors over a period of time. Though techniques like

cosine similarity, time-series analysis are well suited

for analyzing this shift, it could leave some events

undetected as they do not incorporate full information

available. So, a proper technique/methods are required

to analyze the thematic shift overtime.

• Reducing the size of semantic slice: A semantic slice

for a word is the chronological ascending order

Table 6 List of event detection

techniques in blogs
Type of streams Dimension Techniques used

S T TH NS

Blogs 4 4 Temporal random indexing

4 Supervised syntactic parse tree-based classifier

4 4 TF-IDF and named entity recognition (NER)

Fig. 5 Illustration of blogs

(source: www.buzz.blogger.

com)
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arrangement of semantics vector of a word in a specific

time period which in turn detects event. The size of the

semantic slice needs to be narrowed in order to have

reduced semantic space. Researchers need to brief the

semantic slice without interrupting representation of

semantics needed for event detection.

• Real-time event detection in blogs: Existing techniques

are capable of detecting events through observing the

changes of semantic slice at monthly granularity level.

But, real-time event detection needs to be operated with

much more information into consideration. A relation-

ship should be developed between the corpus, the

duration of semantic slice and the types of events

detected in order to analyze event detection deeper into

the finer scale.

• Automatic labeling of blogs: Semi-supervised learning

consists of small number of labeled trained data along

with large amount of unlabeled data. Automatic labeling

or tagging should be studied on a smaller volume of

trained dataset for detecting events in blogs. This

automatic tagging will improve the process of detecting

detailed event and the truth about the event which can be

performed by the machine learning algorithm.

• Event detection using metadata information in blogs:

The metainformation associated with blog entries such

as category of the blog, location/origin can be used to

improve on the quality of the generated events. Also,

events can be augmented with more details on the

groups of people associated with the event or the

relevant locations with the help of the metainformation.

Further research is required to find out how these

informative blog entries can be used to find out whether

they are discussing the same event.

• Considering blogs with different timestamps but the

same event keywords: Research is required to frame

stories from the blog entries, identifying events having

similar keyword but occurring in different time frames.

For example, an event of product launch starting from

the information getting leaked, followed by the official

launch, and then product reaching public can be

followed as the story of the same event but occurring

at different time frames. This will help the users to have

a complete knowledge of the demand, reputation and

opinion of customers about the product which is

trending in different points of the timeline.

• Quantification of trust in blogs to determine influencers

for event detection: Influential bloggers are many, but

influential blog sites are few (Agarwal et al. 2008).

Researchers face challenges to find both influential

bloggers and the sites to get facilitated in event

detection. The actual challenge lies in quantifying the

blogger and the blog post’s trust. Several blog sites also

allow public to create and edit content, compromising

the truthfulness of the original content. Therefore, trust

in blogs should be quantified by the researchers through

new techniques so that the influence of bloggers as well

as the blog sites can be determined before inferring on

event detection based on their blogs.

2.4 Email

2.4.1 Description

Communications through email between people as shown

in Fig. 6 can be represented graphically with edges repre-

senting email communications and vertices showing the

email accounts resulting in a communications network

(Wan et al. 2009). Huge number of communications

through email can be considered as a continuous stream of

data. Few researchers have used this stream of data to

detect events (Wan et al. 2009).

2.4.2 Event detection techniques

A study by Wan et al. (2009) used the linkages in an

email network to identify abnormal patterns in email

communication during real-world events. The detection

was done based on link-based detection where clustering

of vertices was done to find out similar communication

patterns so that the deviations in patterns between each

vertex’s personal profile and its cluster profile facilitate

in detecting events.

As email communications are temporal in nature, event

detection techniques on time-series data were used. For

personal profile deviation, temporal methods like hidden

Markov model (Ihler et al. 2006), change point detection

(Guralnik and Srivastava 1999) and scan statistic can be

used.

A temporal, network structural and thematic dimensions

were considered in few studies on emails. Zhao and Mitra

(2007) used three steps to extract events from social

streams of data from Enron email dataset—the text-based

clustering, temporal segmentation and graph cuts of OSNs.

This study proposed a multidimensional visualization tool

which visualizes the relation between events along these

three different dimensions. A study on automatic detection

of occurrence of events and its contextual information (i.e.,

location, temporal information, participation of individu-

als) through email communication was done in Wasi et al.

2011. The study defined an email as event having all the

contextual information attached, else the email is consid-

ered as a nonevent. Finite state automata (FSA) were used

to extract the contextual information of the event. This

study has extended part-of-speech (POS) tags to show the

transaction within states.
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Table 7 shows the categorization of event detection

techniques used for emails in different dimensions, viz.

TH, S, T and NS.

2.4.3 Open problems

• Selection of features set in emails: Selection of feature

set is done in emails for differentiating between vertices

representing email profile accounts and capturing

events. The constraints in doing these are the email

streaming data and the large graphs used to represent

individual elements in this stream. The other factors

which should be considered for selection of features

are: Features should exhibit people’s communications

from different viewpoints, and variations in features

should be related to different events of interest. Hence,

methods/techniques should be available to assist in

selecting features before approaching for the event

detection task.

• Handling emails having two or more event mentions:

Existing studies on emails normally dealt with emails

forwarded during a specific event (Wasi et al. 2011;

Zhao and Mitra 2007). Event extraction and detection

from emails will be more dynamic and robust if

techniques are there which are capable of detecting two

or more events at the same time from the email content.

For example, suppose the subject line of email com-

munication says ‘‘Rolling out of Business Continuity

Plan (BCP) implementation in the organization: Re.’’ It

means that the strategic management intends to

intimate all the employees regarding a disaster and all

business processes should adhere by the BCP policy till

the next intimation from management. This email

content can contain either an elaborate mention of

many situations and events in the past and make the

employees aware and equally serious about it or it can

be just one-liner intimation. So, in case of the elaborate

mention, subject line and body will have different lists

Table 7 List of event detection

techniques used for emails
Type of streams Dimension Techniques used

S T TH NS

Emails 4 4 Link-based clustering

4 4 Hidden Markov model

4 4 Change point detection

4 4 Scan statistic

4 4 4 Multidimensional technique

4 4 4 Automatic detection technique using finite state automata

Fig. 6 Illustration of email

(source: www.fury.com)
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of event mentions. Also, the body content can be used

for detecting more than one event. So, instead of

detecting a single predefined event, email content can

be used to detect any number of events depending on

burst of different event keywords.

• Use of email attachments for detecting events: Novel

techniques/methods should be constructed to extract the

attachments, if any, of the emails depending on the high

relevance factor of the email content itself. This is for

an email having high percentage of relevant keywords

for an event and is expected to have a more relevant

document for the event sent as an attachment.

• Data volume and Privacy regulations: Voluminous

nature of continuous stream of email communications

and unavailability of the actual email communication

content because of the privacy regulations throws a real

challenge to the researchers for using the email data

content for detecting events.

2.5 Microblogs

2.5.1 Description

Microblogs forms streams of data on Internet through

which users can describe their current status, experiences in

short posts distributed via instant messages, mobile phones,

email or the web (Java et al. 2007). Microblogging plat-

forms like Twitter, Sina Weibo and Jaiku facilitate easy

sharing of status messages among users either publicly or

within the respective OSN as illustrated in Fig. 7. The real-

time features of these microblog platforms are making

microblogs a social hot spot for initializing public events

(Zhao et al. 2014). For example, 22 events were reported

originally in microblogs in 2010 which is about 16% of the

whole 138 events (Xie 2011). Another study cited that this

percentage increased to 36% in 2011, i.e., 36% of the total

hot real-time events are originally reported to microblogs.

There are several studies done on event detection in

microblogs which are worth reviewing.

2.5.2 Event detection techniques

A popular microblogging service Twitter has gained much

reputation in the researcher’s community where the

microblogs in form of tweets are used to monitor and

detect events (Sakaki et al. 2010). This is because a large

number of updates happen in Twitter during any social

event like elections, disastrous events like riots or natural

calamity.

Some existing studies involve spatiotemporal as well as

thematic methods for real-time detection of events on

microblogs. Real-time detection of events is done by

monitoring the tweets. Sakaki et al. (2010) studied a real-

time detection of earthquake event by developing a clas-

sifier applying semantic analysis on the tweets and mod-

eling a spatiotemporal model for event detection. SVM was

used as a classifier to classify tweets automatically

depending on statistical, keyword and word context fea-

tures in a tweet. In this study, each user is considered as a

sensor and the tweets as the sensor information

Fig. 7 Illustration of

microblogs (source: www.rcip-

chin.gc.ca)

Soc. Netw. Anal. Min. (2016) 6:107 Page 15 of 25 107

123

http://www.rcip-chin.gc.ca
http://www.rcip-chin.gc.ca


accompanied by timestamp and the location of the user.

Event detection was done using the probability density

function of the exponential distribution which deals with

time-series data. Bayesian filters like Kalman and particle

filters are used for location estimation of the tweets.

Another pilot study in (Petrovic et al. 2010) dealt with

traditional First Story Detection (FSD) in the microblog

streaming data setting. The study took a constant time to

process each new document along with a constant space

which is achieved by modified version of locality-sensitive

hashing (LSH) called streaming FSD system.

Automatic online detection of event can also be cate-

gorized as a big data task which requires large-scale and

intensive real-time stream processing. This was exploited

by McCreadie et al. (2013), who proposed an automatic

distributed real-time event detection from large volume of

tweets. The proposed method can also scale to any vol-

ume of input stream without causing any degradation in

the performance. Lexical key processing was used to

distribute the computational cost of a single document

over storm-distributed stream processing platform

(McCreadie et al. 2013) instead of categorizing the doc-

ument stream itself. This was a pilot study done on

Twitter firehose where the system can scale up to the

entire firehose.

A study by Zhao et al. (2014) classified the event

detection in microblogs into three categories—specific

event detection (Sakaki et al. 2010; Huang and Iwaihara

2011) which pivots around some disaster or some spe-

cial keywords, specific person-related event detection

(Popescu and Pennacchiotti 2010; Popescu et al. 2011)

which were detected through specific person names or

celebrity names and general events (Long et al. 2011)

which are detected through presence of hot keywords in

microblogs. The study presented a framework for event

detection from microblog messages containing three

modules: microblog crawler and filtering, microblog

event detection and event prediction. Microblog plat-

form APIs were used for crawling. Filtering was done

by judging the quality of the microblogs based on the

user behavior and the content quality based on few

metrics like posting date, part of speech and originality.

Event detection was done by an object-oriented

approach where each evolutional event was modeled by

static properties like identifier or attribute descriptor of

event and dynamic properties like a spatiotemporal

model.

The thematic and temporal features of microblog

posts were studied from the Sina Weibo microblog

platform in (Li et al. 2014) to detect online bursty events

which had been drawing quite a lot of public attention.

The study used incremental temporal topic model to

track the topic of events drifting over time. Xie et al.

(2013) used dimension reduction to detect bursty co-

occurrences between keywords through an optimization

problem. Another study on bursty event detection by Li

et al. (2012a, b) constructed semantically meaningful

segments by segmenting the tweets into nonoverlapping

segments, each one of which formed as event segments.

The dynamic and temporal feature of event evolution

was not considered in this study. Weng and Lee (2011)

detected event based only on temporal information of the

events. The study used wavelet transformation to fit the

temporal information of each word. Modularity-based

graph partitioning algorithm was used to form events.

The document contents of different topics or events, the

temporal distribution of the content and the network

structure formed through the dynamic interactions of the

OSN users were also considered by (Aggarwal and

Subbian 2012) while studying the event detection and

clustering challenges in social streams. Tweets of

Twitter, chat interaction streams over email and chat

platforms and the posts on the OSN walls are considered

to be a part of social-stream data. Their study proposed

novel supervised and unsupervised algorithms for event

detection. Both thematic and network structure infor-

mation were used to create clusters of data streams of

events. The study clearly depicts that event detection in

social streams based on thematic and network structure

information outperforms the existing only thematic-

based state-of-the-art studies.

A study defining event by incorporating a composition

of multiple event elements over content, time, location and

network structure was done by Zhou and Chen (2014).

According to the study, a complete view about a situation

is needed for right decision during crisis. Multiple events

can be detected simultaneously and correctly by analyzing

an overall view of the situation depicted through micro-

blogs. To solve this, three requirements should be priori-

tized—firstly, a robust data representation model which

captures the contexts of content, time, location and social

information of the microblogs; secondly, an advanced

technique to handle uncertainty of data; and thirdly, a set of

efficient query processing techniques to enhance the

understanding of social messages. Accordingly, the study

proposed a new graphical model called location–time-

constrained topic to capture social microblogs over content,

time and location. They also proposed a complementary

measure to find the similarity between messages with

content, time, location and the links in the network struc-

ture. Finally, they implemented a similarity join over

microblog of Twitter and design hash-based index

scheme to improve the efficient of event detection.

Table 8 lists the event detection techniques used in

microblogs and are categorized under TH, T, S, and NS

categories.
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2.5.3 Open problems

• Dynamic update of topics/events without any prede-

termined mention of event: Most of the studies in the

microblog platform consider the number of topics to

be predetermined. For example, researchers opt for a

conscious detection of events during a specific

timeline where they are aware of the events hap-

pened. In such cases, a query-based or keyword-

based search is used to support the event detection.

But, in real-time scenario, the events which are going

to occur are not always known to the users. So,

further studies are required to develop techniques

where the number of topics will be updated dynam-

ically along the timeline without any mention of the

predetermined events.

• Efficient platform and techniques to deal with the

incremental data: Microblog streaming data require

robust framework or platform accompanied by efficient

techniques to scale up whenever there is a need. Hence,

further work should be done by the researchers on the

model like Spark (Apache Spark 2016), which is a

distributed in-memory computing platform to handle

larger datasets in microblog platform for event

detection.

• Dearth of techniques coupling textual, spatial and

temporal along with social/network structure: There is

no model or structure that exists for events in microblog

platform. This leads to different definitions of events

made by the researchers in context to their research

problem. Also, study (Zhou and Chen 2014) portrays

that social or network structure properties of microblog

platforms should be exploited more to increase the

granularity of event detection. Most of the event

detection in microblog platform happened with textual

content. But, to have a more accurate detection, textual

along with temporal, spatial and social/network struc-

tural properties should be considered.

3 List of tools used for event detection in OSN
platforms

A detailed review of different event detection techniques in

OSN for various types of streams of data was done in the

previous sections. In this section, a detailed review of the

tools available for event detection for these various data

streams is done.

List of existing tools which facilitates in detecting and

analyzing events is shown in Table 9. These are end-to-end

tools which—(1) apply different natural language pro-

cessing techniques on the raw data from the OSN platform

for filtering; (2) perform different analyses, for, e.g., sen-

timental analysis, finding emerging patterns, running

meaningful queries, trend analysis, on the filtered data; and

(3) incorporate techniques for meaningful visualization of

the data. Most of the tools have incorporated spatio, tem-

poral and thematic analysis of data with very less contri-

bution toward the social/network structure. All the

surveyed tools were used to find the pattern of real-time

event or bursty events in OSN. In doing so, each study tried

to improve on the complexity of the algorithm employed to

ensure consistent performance of the system in finding the

pattern. Most of the tools as shown in Table 9 are using

microblogs as input data stream except a few like Blog-

scope and NodeXL, which are effective in analyzing blogs,

web forums or newswires.

A discussion about the tool, along with features, and its

purpose highlighting the extent to which the tool is capable

of participating in the event detection and analysis tasks

from different social media data streams are as follows:

Table 8 List of event detection

methods used for microblogs
Type of streams Dimension Techniques used

S T TH NS

Microblogs 4 SVM

4 Probability density function of exponential distribution

4 Kalman and particle filter

4 Lexical key processing

4 4 Locality-sensitive hashing

4 Probabilistic temporal model

4 Incremental temporal model

4 Object-oriented approach

4 4 4 4 Location–time-constrained topic

4 Wavelet transformation

4 Hash-based indexed scheme
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a. ReDites (Osborne et al. 2014).

About: ReDites is a tool which aids in real-time event

detection, tracking, monitoring and visualization, spe-

cially designed for information analysts of security

sector. It dealt with large-scale data and tailors it to the

security domain. The tool was tried with the dataset of

terrorist attack that happened on September 2013.

Features: Event processing comprises of four steps.

Firstly, new events are detected from the first tweet

itself. Next, it tracks the event, searching for new posts

relating to the single tweet and keeping an update on

the incremental study of tweets. Next, the events are

organized and categorized for the security domain, and

geolocation is performed and detected for the

Table 9 List of event detection tools under several OSN platforms

Tools (Year) Types of streams Feature Types of

events

Types of event

dimensions

ReDites (2014) Microblogs Real-time event detection tool for information security analysts NMDE/

EE/

POE

TH, T, S

TopicSketch

(2013)

Microblogs Real-time bursty event detection without any predefined topical

keywords

NMDE/

EE/

POE

TH, T

TweetXplorer

(2013)

Microblogs Prominent visualization tool depicting events timeline, significant

tweets, users who retweets, location and user pattern display

NMDE TH, T, S, NS

Social Sensor

(2013)

Newswire, blogs,

microblogs

Processes microblogs and multimedia data to automatically discover

event, influencers, trends and interesting content

NMDE/

EE/

POE

TH, T, S, NS

TEDAS (2012) Microblogs Detects and ranks new events from crime and disaster-related events

both in offline and in online modes

NMDE TH, T, S

Twevent (2012) Microblogs Bursty event detection with a predefined topic name NMDE/

EE/

POE

TH, T

Twitcident

(2012)

Newswires, blogs,

microblogs

Detects events by automatically connecting to emergency broadcasting

services

NMDE/

EE/

POE

TH

TweetTracker

(2011)

Microblogs Provide information to the first responders regarding relief measures

decision making during HADR

NMDE TH, T, S

Twitinfo (2011) Microblogs Real-time tool which provides a graphical view of subevents and also

provides summarization of the event

NMDE/

EE/

POE

TH, T, S

TwitterMonitor

(2011)

Microblogs Real-time visualization tools which detect bursty keywords, trending

topics along a specific timeline

EE TH, T, S

SensePlace2

(2011)

Microblog, blogs,

newswire

Geovisual analytics application which provides visually enabled

sensemaking on the data

NMDE TH, T, S

NodeXL (2011) Newswire, web

forums, blogs,

microblogs

Aids in visualizing different types of networks and performs different

graph metric calculation

NMDE/

EE/

POE

TH, T, S, NS

Twitris (2009) Newswire, web forum,

blogs, microblogs

Performs a brand management for the companies depending on the

data available from the customers

NMDE/

EE/

POE

TH, T, S, NS

Trendsmap

(2009)

Microblogs Use archival data to derive the sentiments of the most engaged areas

through maps

NMDE/

EE/

POE

TH, T, S

Memetracker

(2009)

Newswires, blogs Uses phrases and quotes to map the daily news cycle to the newswires

stories and available blog posts

NMDE/

EE/

POE

TH, T

Ushahidi (2008) Web forums, email,

microblogs

Crowdsourcing-based content management system used by

organizations for decision making

NMDE/

EE/

POE

TH, T

Blogscope

(2007)

Blogs Provides competitive intelligence and market trends to the users

through spatiotemporal analysis of blogs

POE TH, T, S
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sentiment that evolves around that event. Finally, the

produced stream is visualized, summarized, catego-

rized for the information security analysts.

Purpose: Real-time event detection tool which sup-

ports large-scale incremental microblog streaming

data.

b. TopicSketch (Xie et al. 2013).

About: TopicSketch leverages Twitter for automated

real-time bursty topic detection as soon as it occurs.

The tool was tested on a stream containing over 30

million tweets and demonstrated the effectiveness and

efficiency of their method.

Features: The tool provides temporally ordered sube-

vents that are more descriptive in nature and can also

detect events with bursts over shorter duration of time.

Its contribution can be divided into three stages—firstly,

it performs a data sketch which does a calculation on the

total number of tweets, the occurrence of each word and

the occurrence of eachword pairwhich provides an early

indication to the popularity of a tweet. Depending on

this, a topic model was developed to infer on bursty

topics whose dynamism overtime is calculated through

data sketch. In the second stage, tool performs a hashing-

based dimension reduction technique using hashing to

achieve scalability and maintain quality of the events

with proved error bounds. The tool is scalable to an

extent of handling 300 million tweets per day which is

close to the data which gets generated on Twitter

platform in a day.

Purpose: For dynamic update of topics/events without

any predetermined event mention from a very large-

scale data.

c. TweetXplorer (Morstatter et al. 2013).

About: TweetXplorer is an analyst’s tool to gain

knowledge on social big data through effective visu-

alization techniques. The dataset used was Hurricane

Sandy through which they exhibit the working of the

system.

Features: This tool explored the Twitter data by

following the data lifecycle phases which includes

‘‘Plan and prepare,’’ ‘‘Collect and process,’’ ‘‘Analyze

and Summarize,’’ ‘‘Represent and Communicate’’ and

‘‘Implement and Manage.’’ TweetTracker (see h) sup-

port is for the first two phases. The main functionalities

of the tool are in creating meaningful queries, discov-

ering interesting time periods, representing important

tweets and users depending on retweet facility, commu-

nicating salient locations and discovering user patterns.

D3 visualization toolkit is used with the force-directed

layout method for the visualization process.

Purpose: To convey information of any disaster event

visually so that necessary actions can be taken during

crisis.

d. Social Sensor (Papadopoulos et al. 2015).

About: Social Sensor is a project which collects

processes and aggregates large streams of social media

and multimedia data. It outputs the trends, event

influencers and interesting media content to the users

by analyzing these huge streaming data. It uses

Twitter, Facebook, Youtube, Instagram and other

social media platforms to collect data.

Features: It works on real-time data and automatically

discovers important trends and cluster of events. It also

supports a verification process while handling text,

images, audio and video. It organizes the content by

location, time, sentiment and influence.

Purpose: To aggregate streaming data from various

large-scale data sources.

e. TEDAS (Event detection and analysis system) (Li et al.

2012a, b).

About: TEDAS detects and analyzes events through

tweets from the Twitter platform. The dataset used by

the researchers for the tool is crime and disaster-related

events, for example car accidents and earthquake.

Features: The three important functionalities are

detecting new events, ranking the events w.r.t. their

importance and generating temporal and spatial pat-

terns of the event. It works on both offline and online

computing mode. It detects new events maintaining a

rule-based approach. The classifiers, the metainforma-

tion extractor and text search engines are used for

extracting informative tweets and extracting location

and temporal details from the same. The visualization

of the event is done on the basis of a given keyword

and the timeline within which the event visualization is

expected. The implementation of this tool was done

based on Java, PHP with the backend support of

MySQL, Lucene, Twitter API and Google Maps API.

Purpose: Event detection through Twitter. This tool

uses metadata information in case of blogs.

f. Twevent (Li et al. 2012a, b).

About: Twevent is an online segment-based bursty

event detection tool for tweets with a predefined topic

name. The event detection was done using Twevent

based on the 4.3 million tweets published by Singa-

pore-based users in June 2010.

Features: The tool detects the bursty tweet segments as

event segments and then performs a clustering using

their content similarity and frequency distribution. The

nonoverlapping segments formed from each tweet are

semantically meaningful information units. Every

bursty segment is identified within a fixed time

window based on frequency patterns. After finding

out the candidate events, Wikipedia (Wikipedia, 2016)

is used to identify the most realistic events to report the

final identified events.
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Purpose: To detect bursty event through bursty tweet

segments as event segments.

g. Twitcident (Abel et al. 2012).

About: Twitcident is a web-based system which

provides a framework for automatically filtering rele-

vant information from social media streams, searching

for events and analyzing information regarding this

real-world incidents or crisis. This tool automatically

connects to the emergency broadcasting services and

start tracking and filtering the new incident or event

from the social media streams.

Features: The incident detection module senses the

incidents from the broadcast emergency services.

When this new thread of incident is reported by

Twitcident core framework, the tool starts collecting

and aggregating related messages from the web and

Twitter. These messages are further processed by the

semantic enrichment module which features named

entity recognition, classification of messages, linkages

between messages to external web resources and the

extraction of metadata. Additionally, users are also

provided with a search option through which they

could further receive filtered messages according to

their need. The tool also provides graphical visualiza-

tion of the evolution of the incident overtime or the

geographical impact on the area of an incident.

Purpose: Enhance the user involvement through finer

level of visualization (as required by the users).

h. TweetTracker (Kumar et al. 2011).

About: TweetTracker is an application designed to

facilitate the Humanitarian Aid and Disaster Relief

(HADR) organizations to track, analyze and monitor

the disaster-related tweets from the Twitter platform.

The aim to design this tool is to provide first

responders achieve proper whereabouts about the

disaster situation to decide on the relief measures. It

has used the tweets of Cholera crisis happened in Haiti

to validate the functioning of the tool.

Features: The disaster relief operations require real-

time monitoring of the tweets within a very short span

of time from the time of the disaster. This tool helps in

real-time monitoring by analyzing the tweets from

temporal, geospatial and topical perspectives. Twitter

streaming API is used to collect tweets, and filtering of

informative tweets is done based on specific keywords,

hashtags and geolocation of the tweets. Keywords are

used to find the trends through the keyword trending

engine and are expressed through tag clouds. The map

is used for showing the geolocated tweets. This tool

also works on the multilingual tweets through Google

Translate to enhance understanding of the tweets.

Purpose: Real-time detection of events with predefined

event mentions from users.

i. Twitinfo (Marcus et al. 2011).

About: Twitinfo is a real-time tool for visualizing and

summarizing events on Twitter. It allows to browse

huge amount of tweets about different events like

disaster, politics and sport and use a timeline-based

display to show the peaks of high tweets activity.

According to expert opinion, this tool is appropriate to

monitor long-running events and also to identify the

eyewitnesses.

Features: The tool can extract the tweets matching the

keywords present in the query and output a graphical

view of the timeline of the subevent through peaks of

tweets reaching a certain number. It also highlights

important terms and messages concerning the sube-

vent, provides zoom in facility to the users, does a

sentiment analysis displaying the event-related user’s

sentiment’s and also the geographical distribution of

tweets. It also provides the links between tweets in a

cluster if it is portraying any relevance.

Purpose: Real-time analysis of tweets for event

detection.

j. TwitterMonitor (Mathioudakis and Koudas. 2010).

About: TwitterMonitor is a visualization tool which

shows the trend of an event in real time on Twitter

along a specific timeline and its analysis.

Features: The tool starts with detecting the bursty

keywords in the streaming data of tweets which is

treated as a starting point of detecting a new event.

QueueBurst and GroupBurst algorithms were devel-

oped to find out bursty keywords in real time. The most

correlated keywords were found through context

extraction algorithms like principle component analy-

sis (PCA), singular value decomposition (SVD) using

latent semantic analysis which finds out the most

correlated keywords within the event. Grapevine’s

Entity Extractor’s algorithm is used to find the most

frequently maintained entities in the trends. It gener-

ates a chart that depicts the evolution of popularity of

event overtime along with the geographical origins of

tweets. The trending topics of different events

extracted are also indexed according to the volume

or a recency score or the combined score of the both.

Purpose: To index trending topics depending on the

volume and newness of tweets, along with its timeline-

based visualization.

k. SensePlace2 (MacEachren et al. 2011).

About: SensePlace2 is a geovisual analytics application

that collects tweets attributed by place–time attribute

information from all the Twitter users and supports crisis

management during disaster events through visually

enabled sense making from the available information.

Features: The tool uses a crawler which via Twitter

API collects tweets of interest using keyword and

107 Page 20 of 25 Soc. Netw. Anal. Min. (2016) 6:107

123



hashtags. Tweets and auxiliary metadata are stored in

JSON format. These data are parsed and stored in a

PostgresQL database. Different distributed applica-

tions that need to analyze tweets for named entities

such as location, entities and hashtags then work on

the database and create respective tables. Lastly, a

LUCENE text index is generated which supports a

full-text retrieval of tweets within geographical region

and data range. The visualization supports the

analysts to explore, characterize and compare the

spatial, temporal and geography associated with the

topics and the entities of the tweets.

Purpose: Supports full-text retrieval of tweets within

a particular geographical region and data range.

l. NodeXL (MarcSmith 2016).

About: NodeXL facilitates in collecting, analyzing and

visualizing a variety of networks.

Features: It allows for flexible import and export of

different data source files, populated with varied types

of data fields like timestamp, geolocation and thematic

data. The tool can establish a direct connection to OSN

and involve dynamic filtering of network features and

powerful vertex grouping. The visualization of graph

provides zoom in and scaling facility into the interest

areas of network graph and performs different graph

metric calculation and flexible layout done by forced

directed algorithm.

Purpose: Perform dynamic filtering of network fea-

tures and powerful vertex grouping.

m. Twitris (Purohit and Sheth 2013).

About: Twitris helps in brand management for the

companies with an effective sentiment and emotion

analysis done on the brand as well as a comparative

study between the competitors regarding their perfor-

mance, strategies and products. It also shows several

trending topics or breaking news trending at that point

of time.

Features: The tool analyses the spatial, temporal and

thematic aspects of the tweets and extracts the event

descriptors. The data semantics is captured in three

contexts: internal context (images, videos, other web

content directly related to the tweet, other tweets

containing the same event descriptors and semantically

annotated entities mentioned in the tweet), external

context (external sources like Google news, Wikipedia

articles and other news media sources like BBC) and

mined internal context (context obtained by mining the

internal context). The meaning of the event descriptors

is understood through the use of deep semantics using

automatically created domain models. Shallow seman-

tics were used for knowledge discovery and represen-

tation. Finally, the processed social data are exposed to

the public domain utilizing a semantic similarity with

other external web resources like news, articles,

images and videos.

Purpose: An improved tool which works on relation

detection and co-reference resolution detecting events

from various sources and validating events from

external media like television.

n. Trendsmap (Trendsmap 2015).

About: Trendsmap shows the latest trend in the Twitter

from anywhere in the world. It can be used in agile and

content market, brand management, crisis management

and trend monitoring.

Features: This tool helps in finding historical trends by

analyzing historical data as far as back in mid-2009s or

using their extensive archive data. It involves senti-

ment analysis involving the most engaged areas

through map. Relevant data are filtered depending on

location, time language, etc. It also provides a word

cloud for specific countries.

Purpose: Finds trends from historical or archival data

of the company to provide word cloud for specific

countries.

o. Memetracker (Leskovec et al. 2009).

About: Memetracker builds maps of the daily news

cycle by analyzing newswires stories and blog posts,

ranging from the mass media to personal blogs. The

tool used a huge dataset of 90 million newswires and

blog posts, collected over a duration of 3 months

during the 2008 US Presidential Elections. The selec-

tion of US election data to study and analyze events

made the tool popular.

Features: The tool helps the users to see how different

stories compete for news and blogs coverage every day

and how some of the stories remain there for certain

period of time and some get wiped off quickly. The

tool firstly identifies short distinctive phrases that are

present in blogs or newswires and evolve over time.

These phrases are considered as ‘‘genetic signatures’’

for different newswires/blogs which experiences a

significant mutation overtime. Finally, these phrases

from different newswires/blogs are clustered which

contains all mutational variants of a single phrase.

Purpose: The tool analyzes the semantic shift of events

over a period of time. It identifies stories which are

popular, and stories which fades away with time across

all newswires and blogs.

p. Ushahidi (Ushahidi 2008).

About: Ushahidi uses the concept of crowdsourcing to

help the people tackle most challenging situations in

this world. It gives the opportunity to the users to

upload eyewitness reports during any disaster or crisis

which further gets visualized as a map by the Ushahidi

software. It is used by many organizations for brand

management and decision making.
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Features: This platform involves information collec-

tion, visualization and interactive mapping. It consists

of SwiftRiver platform which enables filtering and

verifies real-time data from different data sources like

Twitter and RSS. The Crowdmap platform allows the

deployment of Ushahidi platform without having to

install it in the web server.

Purpose: Real-time topic detection in web forums.

q. Blogscope (Bansal et al. 2007).

About: Blogscope tool provides competitive intelli-

gence information and market trends to the users using

blogs.

Features: It is an information discovery and text

analysis system which includes features like spatial–

temporal analysis of blogs. Its functionality involves

finding of keyword correlations, geosearch, hot key-

words and burst synopsis generation. Events are

detected with the occurrence of a burst of hot

keywords at a particular time in reply to a query.

Purpose: Burst identification by undergoing real-time

event detection of blogs and through analyzing

semantic shift over a timeline.

A summarization of the above list of tools is given in

Table 9. The tools are categorized according to year of its

development, type of input streams, distinguished feature,

effective types of events and the type of event dimensions

applied for its development.

After comparing the features of the tools, we found that

few of the open challenges that were discussed in

Sects. 2.1–2.5 have been addressed through the develop-

ment of these tools. They are as follows:

• The requirements of suitable platform and techniques to

deal with the real-time large-scale incremental micro-

blog streaming data are solved by ReDites. It is

effective for information analysts in security domain

but can be checked to generalize for any event over

microblog platform.

• Dynamic update of topic/events without the need of any

predetermined event mention from a large scale of data

can be done through the TopicSketch.

• The real-time detection of events with predefined event

mentions from the users is done by TweetTracker.

• The use of metainformation for event detection is done

by TEDAS and Twitcident for microblogs.

• The enhancement of procedures to involve users more

by providing finer level visualization, zooming facility,

on demand geographical distribution of tweets is done

by both Twitinfo and Twitcident.

• Memetracker is an excellent tool for newswires and

blogs which analyzes the semantic shift of events over a

period of time. It is capable of detecting stories which

gets popular at a certain time and also stories which is

there for a short duration of time.

• One of the web forum issues of real-time topic

detection gets solved through Ushahidi tool which is

excellent for content management for organizations.

• Blogscope does real-time burst identification in blogs

through analyzing semantic shift over a given timeline.

4 Conclusion

OSN platform has become a prime platform for researchers

to get relevant information by churning the huge social-

stream data available during different kinds of events. The

relevant information helps to take appropriate actions by

the authorities in case of natural disasters, trending or

emerging topics and public opinion-based events.

This paper first described the various dimensions—

thematic, temporal, spatial and network oriented, in

which the event can be categorized, and then, surveyed

event detection techniques for social text stream—

newswire, web forms, blogs, emails and microblogs. The

open challenges were also discussed for each text stream

that will be helpful for the researchers to work on.

Toward the end, tools available for event detection were

described and few open issues that they solved were

discussed.

We tried to focus on event detection techniques and

event detection tools separately and then mapped into

using open challenges of the former with features of the

latter. The insights were useful in the sense that

researchers can contribute on the open challenges (as

suggested in the event detection techniques) not only in

the form of new techniques but also in the form of new

tools.
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