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Abstract
The aim of this paper is to introduce a novel method using short-term EEG signals to separate depressed patients from 
healthy controls. Five common frequency bands (delta, theta, alpha, beta and gamma) were extracted from the signals as 
linear features, as well as, wavelet packet decomposition to break down signals into certain frequency bands. Afterwards, 
two entropy measures, namely sample entropy and approximate entropy were applied on the wavelet packet coefficients as 
nonlinear features, and significant features were selected via genetic algorithm (GA). Three machine-learning algorithms were 
used for classification; including support vector machine (SVM), multilayer perceptron (MLP) a novel enhanced K-nearest 
neighbors (E-KNN), which uses GA to optimize the feature-space distances and provides a feature importance index. The 
highest accuracy obtained by using frequency-based features was from gamma oscillations which resulted in 91.38%. Perfor-
mance of nonlinear features were better compared to the frequency-based features and the results showed 94.28% accuracy. 
The combination of the features showed 98.44% accuracy with the new proposed E-KNN classifier.

Keywords  Major depressive disorder (MDD) · K-nearest neighbors electroencephalography · Entropy · Wavelet packet · 
Gamma oscillations

Introduction

The world health organization (WHO) has predicted that 
depression will become the second leading cause of dis-
ability by 2020 [1]. If it is diagnosed at an early stage, the 
patient’s condition will be significantly improved via treat-
ment, medication or lifestyle changes.

Electroencephalogram (EEG) is a signal recorded non-
invasively and represents the brain electrical activity. Due 
to its high temporal resolution and reliability, EEG seems 
to be an effective tool for diagnosis of depression. Hinrikus 
et al. [2] presented a novel spectral asymmetry index (SASI) 
which is based on the calculation of relative power differ-
ences of two specific frequency bands of the EEG signal. 

Their calculations exclude the central frequency band (alpha 
band) and their analysis is on 30-min recordings of 36 sub-
jects (18 normal and 18 depressed). Puthankattil et al. [3] 
studied 30 subjects with 5-min EEG recording in resting 
state condition. Initially an eight-level discrete wavelet 
transform was used to decompose the signal into high and 
low frequency components (detail and approximate coeffi-
cients respectively), consequently, wavelet entropies (WE) 
based on the Shannon entropy and relative wavelet energy 
(RWE) were extracted from each level of the decomposi-
tion. Hosseinifard et al. [4] experimented with 45 subjects 
in each group (healthy and depressed). They extracted four 
non-linear features, namely, detrended fluctuation analysis 
(DFA) which displays long-term correlation of the signal, 
Higuchi’s fractal dimension (HFD), correlation dimension 
and Lyapunov exponent (LE) which measures the random-
ness of signal; and four band powers (delta, theta, alpha, 
beta) as linear features. Next, k-nearest neighbor, logistic 
regression and linear discriminant analysis (LDA) were 
used for classification. Their study indicates that non-linear 
features can discriminate between normal and depressed 
patients more efficiently than linear features. Alpha and 
theta band powers also showed higher discrimination rate 
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specially in the left-hemisphere. However, they used long 
time EEG signal which might be undesirable in real world 
applications. Faust et al. [5] performed an experiment on two 
thousand samples of the EEG recordings from 30 subjects. 
The process starts with a two-level wavelet packet decompo-
sition followed by five different entropy techniques namely, 
approximate entropy, sample entropy, Rényi entropy and 
Bispectral phase entropy applied on wavelet packet coeffi-
cients. In the mentioned study, Probabilistic neural network 
(PNN) achieved the highest discrimination rate compared 
to other models that were used. Acharya et al. [6] studied 
30 subjects and proposed a depression diagnosis index to 
automatically discriminate between normal and depressed 
subjects. They extracted non-linear features from EEG sig-
nals consisting of fractal dimension, largest Lyapunov expo-
nent (LLE), sample entropy, DFA, Hurst’s exponent, higher 
order spectra and recurrence quantification analysis. Mumtaz 
et al. [7] performed an experiment on 33 MDD patients and 
30 normal participants and derived linear features (Band 
powers and alpha inter-hemispheric asymmetry) from EEG 
signals. They used receiver operating characteristic (ROC) 
to rank the most important features. Bachmann et al. [8] 
introduced a simple method to detect the depression depend-
ing on a single channel EEG based on spectral asymmetry 
index (SASI) and non-linear detrended fluctuation (DFA) 
analysis on 17 depressed and 17 control subjects. The first 
5 min of each recording was selected in this analysis. Acha-
rya et al. [9] analyzed 5-min EEG signals of 15 normal and 
15 depressed patients to introduce an automatic depression 
detection method based on one dimensional convolutional 
neural network (CNN). The proposed 13-layered CNN was 
composed of five conventional layers, five pooling layers and 
three fully-connected layers. They also demonstrated that 
EEG signals recorded from the right hemisphere were more 
suitable for deep learning classification. Fitzgerald et al. [10] 
reviewed many studies suggesting that gamma band is able 
to discriminate more efficiently between depressed patients 
and healthy controls. Azizi et al. [11] studied recordings of 
40 subjects (20 subjects in each group) and they presented 
a number of new differences based on geometrical meth-
ods: centroid to centroid distance, centroid to 45-degree line 
shortest distance and incenter radius. Significance of fea-
tures were identified by t-test and their study concluded that 
right hemisphere features are more distinct among the two 
groups. A number of researchers also have used Entropy-
based features from EEG signals in conjunction with deep 
learning schemes. Gao et al. [12] presented an innovative 
spatial–temporal convolution neural network (ESTCNN) 
based on EEG signals in order to identify driver fatigue. 
Chai et al. [13] analyzed 43 participants for classifying 
fatigue and alert states. They used autoregressive modeling 
and Bayesian neural network for feature extraction and clas-
sification respectively. Li et al. [14] experimented with 25 

healthy controls and 17 PD (Parkinson Disease) patients and 
the preprocessing stage was done by applying three-level 
discrete Wavelet transform for splitting EEG signals into 
approximate and detail coefficients. Afterwards, Sample 
Entropy was used for extracting features from approximate 
coefficients. Finally, optimal center constructive covering 
algorithm (O_CCA) was used for discrimination between 
the groups. Al-ani [14] et al. introduced a novel method for 
recognizing the most relevant channels in each time segment 
of EEG signals to deal with the curse of high dimension-
ality. Also, for the preprocessing stage, many researchers 
[15–21] have proposed automated techniques for real-time 
removing of ocular, muscular and eye blinks artifacts from 
EEG signals.

The aim of this study is to provide a novel method on 
short-term EEG signals for classifying depressed and healthy 
control subjects according to the power and the complexity 
of frequency components of the signals and to propose a 
novel way to identify useful features and hence channels. 
Five frequency band powers (delta, theta, alpha, beta and 
gamma) and a combination of the wavelet packet decom-
position and entropies are used as inputs to the classifiers. 
Genetic algorithm is exploited to reduce the dimensionality 
of the feature space by removing irrelevant features. We also 
investigate the efficiency of an enhanced KNN classifica-
tion method alongside support vector machine (SVM) and 
multilayer perceptron (MLP).

Material and methods

Database

The data set used in this paper is provided by Mumtaz et al. 
[22], which is open to the public. Recordings include 34 
depressed patients (17 females) with ages ranging from 27 
to 53 and 30 normal subjects (9 females) with ages ranging 
from 22 to 53. EEG data was recorded in the eyes-closed 
state for 5 min. Recordings were obtained from 19 electro-
cap electrodes that were mounted on the scalp according to 
10–20 international standard electrode position classification 
system. The sampling frequency was also 250 Hz. A notch 
filter was applied to reject 50 Hz power line noise. All EEG 
signals were band-pass-filtered with cutoff frequencies at 
0.5 Hz and 70 Hz.

Preprocessing

Wavelet‑based de‑noising

Discrete wavelet transform (DWT) can be defined as an 
implementation of wavelet transform (WT) using discrete 
set of wavelets that complies with certain regularities. After 
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applying the wavelet transform, the signal is decomposed 
into detail and approximate coefficients. Afterwards, a 
threshold is to remove the coefficients corresponding to the 
noisy signal and artifacts [23]. Finally, the artifact-free sig-
nal will be reconstructed with all the detail and last level 
approximate coefficients. In this study, the db8 mother wave-
let function [23] was selected to decompose noisy signals.

Feature extraction

Band power

Decomposing data into practically distinguishable fre-
quency bands such as delta (0.5–4 Hz), theta (4–8 Hz), alpha 
(8–13 Hz), beta (13–30 Hz), and gamma (30–50 Hz) is one 
of the most commonly used methods to extract information 
from EEG signals. Initially, we determined an estimate of 
the power spectral density to compute average band powers 
in different frequencies. Welch’s periodogram method for 
estimating power spectrum includes averaging of Fourier 
transform on the successive windowed signal with overlap-
ping segments [24]. For every channel, Welch’s method was 
performed to compute power spectrum and the parameters 
used were Hamming window and 50% overlap between 
segments.

Wavelet packet decomposition

Wavelet packet decomposition (WPD) is an extended ver-
sion of classical wavelet decomposition. In discrete wavelet 
transform (DWT) signals are categorized into high and low 
frequency components known as detail and approximation 
coefficients respectively [25, 26]. The approximation coef-
ficients then are split into next-level approximate and detail 
coefficients and the process continues based on the desired 
wavelet level. In comparison with DWT, WPD passes data 
to more filters and also decomposes detail coefficients in 
addition of approximation coefficients at each level (Fig. 1). 
Hence more frequency resolution can be obtained by imple-
menting a wavelet packet transform and this method shows 
better performance in applications where higher frequency 
components represent more valuable information. Through 
trial and error and based on classification performance, we 
used four level wavelet decomposition and db4 as mother 
wavelet function.

Approximate entropy

Approximate entropy (ApEn) is a type of embedding entro-
pies which is directly performed on the time-series signals. 
It is a criterion designed for measuring the amount of com-
plexity or irregularity of the system [27, 28]. ApEn is less 
affected by the noise and can be used to process short-length 

data. Predictable and regular time-series result in low ApEn 
value while highly unpredictable time-series show greater 
ApEn. Briefly, ApEn is calculated by negative logarithm 
probability with series of length m to predict new series 
with length of m + 1 within a filter level r for N data points 
x(1), x(2),… .x(N) . ApEn can be obtained using the follow-
ing equation:

 Cm
k
(r) is the correlation integral and parameters are: N refers 

to number of samples, m refers to embedding dimension or 
the number of lagged points used for making prediction and 
r refers to noise threshold.

Sample entropy

Sample entropy (SampEn) is an improvement of approxi-
mate entropy (ApEn) [29, 30]. Compared to ApEn, this tech-
nique is less affected by the time-series length. Lower values 
of SampEn specify more self-similarity or less noise in data. 
SampEn value for data of length N can be extracted by Eq. 2:

where Um is the number of vectors having the 
d[Xm(k),Xm+1(j)] < r ; N, m and r are number of samples, 
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Fig. 1   The structure of three-level wavelet packet decomposition
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embedding dimension and tolerance respectively and d is a 
distance measure.

Feature selection

Feature selection is one of the main concepts in machine 
learning which extremely impacts the performance of the 
classification. In this paper, Genetic algorithm (GA) is used 
as main feature selection method. GA is an iterative process; 
where at each iteration, it produces new population called 
new generation. To create next generation, genetic algorithm 
selects certain individuals in the current population known 
as parents who contribute their genes to their individuals in 
next generation known as children [31, 32]. A fitness func-
tion decides which individuals will be selected for reproduc-
tion based on fitness scores for each individual. In this study, 
through trial and error, the size of population was set to 50, 
crossover rate and mutation rates were fixed to 80% and to 
10% respectively.

Classification

The aim of classification is to accurately predict the labels 
for each category in the dataset. In this section, the selected 
features by GA were used as inputs to the classifiers; Based 
on these selected features, the signal is classified as normal 
and abnormal (depressed). In this study, three different clas-
sifiers were used which will be discussed shortly.

Enhanced KNN

In this paper, we propose Enhanced KNN, a generalization of 
the famous classification algorithm. K-nearest neighbor is a 
non-parametric machine-learning algorithm and it’s simple to 
execute and comprehend. KNN works by finding the distances 
between a test sample the specified number of samples nearest 
to the test sample, then votes for the most frequent label [33]. 
In general, the KNN classification implies that all features have 
the equal weights and equal impact on the performance of 
the classifier. Obviously, noisy and irrelevant features in the 
training set which have the same weights as the highly relevant 
features, reduce the classification accuracy from the optimal 
desired value. Feature weighting is an approach for determin-
ing the influence of each feature on the classification perfor-
mance. In this work, we used a weighted KNN model based on 
the genetic algorithm in order to minimize the adverse effects 
of noisy training data. The modified method involves scal-
ing more important features by associating greater weights to 
them, while applying the same process to less sensitive fea-
tures with smaller weights. From the feature-space distance 
perspective, the total distance between two samples which con-
sists of the summation of distances between all N features will 
be less affected by a redundant feature, and is more sensitive 

to the discriminative one. The representation of the distance 
function and weighted features can be written as,

where xandy denote two samples in the dataset. The dis-
tances between the unlabeled sample x and all of the M 
training examples ym will result in Dx,ym

 . Then based on the 
k-value associated with the KNN, the label is decided based 
on the labels of those k samples that have the least distance 
compared to the unknown sample. Variable p shows the 
Minkowski distance parameter that results in Euclidean and 
Manhattan distance for p values of 1 and 2 respectively. 
In traditional KNN, the k nearest prototypes with distances 
calculated from the above equation determine a new samples 
class, whereas in our proposed method each of the N features 
have an optimum contribution to the summation called w(n) 
and to the result, which is found using the training samples:

where f  refers to feature vector containing samples from 
both training and test sets denoted by x, y and w refers to 
weights computed for each feature respectively. Putting all 
that together the final proposition would be:

All of the weights in this technique were selected by genetic 
algorithm so that an optimum representation of the features 
can be achieved. The population size was set to 50. The 
crossover rate also set to 80%. The elite count number was 
two and the number of nearest neighbors used in this work 
was three (k = 3).

Linear SVM

Support vector machine (SVM) is a powerful learning model 
for classification problems which uses a decision boundary 
known as a hyperplane to separate data points in different 
categories. There are many possible hyperplanes that can be 
selected for classifying data although the aim of the support 
vector machine algorithm is to maximize this margin distance 
between hyperplane and closest data points in each category 
in an N-dimensional space [34].

MLP

Multilayer perceptron is one of the most common classifica-
tion algorithms for the pattern recognition. A typical neural 
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network consists of a number of processing units called 
neurons associated by learning weights. These weights are 
determined in a repetitive process using training samples 
[35]. Multilayer perceptron is composed of three main suc-
cessive layers: an input layer where each neuron corresponds 
to a feature data, a hidden layer (20 neurons were used in 
this work) consists of neurons as training vectors and output 
layer that make predictions for unknown data samples. The 
neural network classification method used in this study was 
trained by back propagation algorithm. The most prevalent 
activation functions are the Rectified Linear Unit (ReLU) 
and Sigmoid, which are used in hidden and output layers 
respectively. These functions were also selected for this 
study due to better performance.

Evaluation

To prevent overfitting in the predictive model, tenfold cross 
validation (10-CV) was used to validate the outcomes of 
classification. The purpose of this technique is to assess the 
potential of the model to predict new data that were not 
used during evaluating of the model [36, 37]. The 10-CV 
was performed by dividing the initial dataset into tenfolds 
of complement subsets. First fold regarded as the validation 
set and the remaining folds regarded as the training set. Sen-
sitivity, Specificity and Accuracy extracted from confusion 
matrix were provided by following equations. TP, TN, FP, 
FN stand for true positive, true negative, false positive and 
false negative respectively.

Results

In this work, student’s t-test was performed in order to verify 
the usefulness of the features. A t-test is the most common 
statistical procedure which uses variances for investigat-
ing the possibility of a significant difference in the mean of 
two different classes. For classification complications, low 
p-value is required which indicates that two classes are inde-
pendent. An alpha of 0.05 is used as the limit for the validity 
in analysis. p-Value less than 0.05 denies the null hypothesis 
and deduces that there is a notable difference.

(7)Sensitivity =
TP

TP + FN

(8)Specificity =
TN

TN + FP

(9)Accuracy =
TP + TN

TP + TN + FP + FN

Frequency results

The p-value of different power bands are summarized in 
Table 1 using T-test. Based on the results, O1, O2, F7 and 
T5 channels of delta band power differ significantly between 
two groups (P < 0.05). Theta band power also demonstrates 
distinct p-values in channels O1, O2, T3, T5, T6, P4 and F7. 
For Beta band, all channels expect for O1 and O2 show nota-
ble discrimination rates. Gamma powers represent signifi-
cant difference between depressed and control in all channels 
while no channel is significantly different in Alpha band.

Time–frequency results

The p-value of nonlinear features is shown in Tables 2 and 
3 for the sub-bands with the lowest overall p-value. All non-
linear features extracted from signals with wavelet packet 
decomposition and entropies applied on their coefficients 
were significant (P < 0.05).

Classification results

Frequency results

The results with power bands are summarized in Table 4. 
The number of input features was 19 according to the num-
ber of channels. Highest accuracy was achieved from gamma 
oscillations in all the three classifiers. Combination of the all 
band powers improved the accuracy of the classifiers. The 

Table 1   p-Values of different power bands for each channel

Channel Delta Theta Alpha Beta Gamma

1-FP1 0.0994 0.0770 0.3449 0.0163 1.7272e−06
2-F3 0.4256 0.4978 0.1573 2.9324e−04 3.7610e−05
3-C3 0.3832 0.1305 0.1828 1.4480e−06 7.1572e−06
4-P3 0.1431 0.0623 0.4685 7.4948e−05 3.5949e−08
5-O1 0.0125 0.0012 0.1646 0.3925 1.2702e−10
6-F7 0.0167 0.0212 0.4461 0.0079 6.7093e−06
7-T3 0.0555 0.0041 0.3272 0.0111 5.7871e−05
8-T5 0.0295 0.0074 0.1104 0.0141 3.5156e−08
9-Fz 0.2411 0.0752 0.3147 9.4528e−04 1.4964-e06
10-FP2 0.0621 0.1837 0.4905 6.8537e−04 1.0827e−06
11-F4 0.3678 0.3409 0.3030 0.0011 9.5342e−06
12-C4 0.4085 0.3995 0.0756 4.7275e−05 3.7578e−05
13-P4 0.1480 0.0316 0.2391 4.9054e−05 2.6261e−08
14-O2 0.0216 0.0025 0.1956 0.2605 1.4280e−10
15-F8 0.1999 0.2347 0.2259 0.0045 4.9480e−04
16-T4 0.1644 0.0753 0.1843 0.0104 1.7410e−04
17-T6 0.1025 0.0063 0.3323 0.0202 7.6678e−08
18-Cz 0.4747 0.3972 0.1282 2.2142e−05 1.2544e−06
19-PZ 0.2087 0.0687 0.2727 1.1429e−05 4.4133e−08
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highest accuracy was gained from combination of the band 
powers with E-KNN which resulted in 92.00%.

Time–frequency results

Table 5 shows the results of nonlinear features with the 
entropies applied on wavelet packet coefficients. Best 

accuracy was achieved from a combination of the features 
when E-KNN was used as classification algorithm.

Combinations of features and features selection results

Table 6 summarizes the classification characteristics of the 
proposed approach in this study. According to the table, 

Table 2   p-Values of best 4 
(P < 0.05) wavelet packet 
coefficients with approximate 
entropy in each channel

Channel Feature (1, 1) (4, 1) (2, 3) (3, 7)

1-Fp1 ApEn 1.4024e−05 3.3503e−04 2.8847e−07 1.2184e−06
2-F3 ApEn 0.0091 0.03748 4.1106e−04 3.3719e−04
3-C3 ApEn 0.0023 4.8059e−04 3.5567e−04 1.0076e−04
4-P3 ApEn 3.3432e−06 1.1168e−04 1.0458e−05 9.5172e−09
5-O1 ApEn 2.1916e−10 4.6084e−06 6.1983e−08 3.8300e−12
6-F7 ApEn 0.0037 1.4597e−04 2.4854e−04 3.8028e−04
7-T3 ApEn 0.0072 1.9017e−04 6.2877e−04 0.0011
8-T5 ApEn 5.5733e−07 2.4711e−05 2.1203e−06 4.3829e−09
9-Fz ApEn 6.2638e−05 1.8352e−04 4.2427e−05 2.1495e−07
10-Fp2 ApEn 1.1238e−04 2.2242e−04 3.6801e−06 1.7142e−06
11-F4 ApEn 6.0433e−04 4.7313e−04 4.1461e−05 1.1444e−05
12-C4 ApEn 0.0035 0.0017 2.5036e−04 7.9515e−05
13-P4 ApEn 2.6896e−06 1.1391e−04 5.7428e−06 2.5568e−08
14-O2 ApEn 8.3125e−09 1.1471e−05 1.1855e−07 2.5889e−10
15-F8 ApEn 0.0021 0.0017 1.0647e−04 1.0485e−04
16-T4 ApEn 0.0326 9.3119e−04 0.0015 0.0095
17-T6 ApEn 3.0097e−07 2.3366e−06 2.1305e−06 8.5862e−09
18-Cz ApEn 3.6382e−04 0.0160 5.0551e−05 3.8101e−07
19-Pz ApEn 2.5831e−06 2.3869e−05 4.6672e−06 8.4574e−09

Table 3   p-Values of best 4 
(P < 0.05) wavelet packet 
coefficients with sample entropy 
in each channel

Channel Feature (1, 1) (4, 1) (2, 3) (3, 7)

1-Fp1 SampEn 2.3998e−05 0.0032 2.0456e−05 1.8906e−07
2-F3 SampEn 2.2330e−04 0.0073 8.7178e−05 4.4845e−05
3-C3 SampEn 1.0846e−04 4.8957e−04 5.5523e−05 2.7973e−06
4-P3 SampEn 1.1162e−05 2.2263e−04 2.1619e−06 2.6780e−07
5-O1 SampEn 6.3874e−07 4.8671e−04 8.6769e−08 3.9443e−09
6-F7 SampEn 7.0518e−05 3.8196e−04 2.8854e−05 8.6650e−06
7-T3 SampEn 5.3770e−05 1.1364e−04 6.0244e−05 1.0230e−04
8-T5 SampEn 8.9712e−06 1.1784e−04 2.1521e−06 1.1858e−07
9-Fz SampEn 1.4825e−05 6.8800e−04 6.2021e−06 2.0666e−06
10-Fp2 SampEn 2.1334e−05 0.0067 1.1181e−05 1.5617e−07
11-F4 SampEn 7.6260e−05 0.0089 1.1811e−04 4.4812e−05
12-C4 SampEn 7.6476e−04 7.8888e−04 3.0929e−04 9.0564e−05
13-P4 SampEn 1.2265e−05 7.0682e−06 2.0743e−06 1.3507e−06
14-O2 SampEn 3.4852e−07 1.1105e−05 6.1267e−08 3.9689e−08
15-F8 SampEn 0.0012 0.0330 6.5027e−04 4.2095e−05
16-T4 SampEn 9.4638e−05 6.3038e−04 8.4573e−05 6.9020e−05
17-T6 SampEn 6.9566e−05 1.0030e−05 2.8025e−05 4.4112e−05
18-Cz SampEn 4.5070e−05 0.0071 4.6485e−06 7.8857e−06
19-Pz SampEn 5.3419e−06 2.5401e−04 1.3219e−06 6.2669e−07
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using all features alongside the linear SVM classifier yields 
93.75% accuracy. Furthermore, as Table 7 shows, the pro-
posed weighted E-KNN classifier containing 14 features 
(Fig. 2) selected with GA yields 98.44% accuracy (speci-
ficity 100%, sensitivity = 96.80%). Also, Fig. 3 shows the 
confusion matrix for the aforementioned results with the 
E-KNN method. Figure 2 Demonstrates the 14 features 
selected and weighted by genetic algorithm in which x,w 
indicate features and weights respectively. According to the 
figure, highest weight calculated by genetic algorithm w9

=1.92, is related to O1 channel and gamma band power fea-
tures. Other weights are: w10=1.40, w8=1.05 and w7=0.91, 
representing O2, FP2 and P3 channels respectively, which 
are also gamma band power features. w14=0.83 is associated 
with T6 channel and sample entropy features from (1,1) sub-
band. w12=0.72 connects to Pz electrode and sample entropy 

in (2,3) sub-band. The other weights, w1=0.44, w2=0.60, 
w3=0.61, w4=0.59, w5=0.67, w7=0.53 and w13=0.61 were 
in the same range and are related to approximate entropy. 
Lowest weight w6=0.16 was associated with C3 channel and 
gamma band power.

To further demonstrate how the E-KNN method works, 
Fig.  4 shows O1, O2 and P4 gamma power features 
(p < 0.05) before and after weighting by genetic algorithm 
in 3-dimensional space. According to the figures, an increase 
in the discrimination of the samples can be clearly observed, 
which improves the process of classification of healthy and 
depressed subjects by creating a better decision boundary.

Also, as depicted in Fig. 5, the GA optimization increased 
the total accuracy in a reasonable number of generations. 
The process was done on tenfold cross validation to prevent 
overfitting.

Discussion

As it was seen in the results section, gamma powers were 
more distinct in all channels (Table 1). In all earlier dis-
cussed channels, the mean gamma powers were higher for 
depressed patients than normal group as depicted in Fig. 6. 
De Aguiar Neto et al. [38] reviewed EEG-based depression 
detection studies and concluded that gamma and theta oscil-
lations as biomarkers can differentiate between depressed 
patients and healthy subjects. Strelets et  al. [39] also 
reported that the power of the gamma rhythms in frontal and 
parietal cortex was considerably higher in depressed patients 
in comparison of normal subjects. Non-linear classification 
results indicate that SVM classifier yields the highest clas-
sification performance when entropies are applied on the 
higher frequency components of wavelet packet decomposi-
tion consisting of S(1,1), S(2,3), S(3,7) which corresponds 
to (35–70 Hz), (17.5–35 Hz) and (8.25–17.5 Hz) frequency 
ranges respectively. S(4,1) with (4.5–8 Hz) frequency range 
(theta) also showed better discrimination rate compared to 
other detail coefficients. In a similar study [5] the authors 
represented that approximate entropy applied on the S(2,3) 
coefficients demonstrates a significant p-value.

Ultimately, the linear and non-linear features were com-
bined and applied as one feature vector to the classifier. In 
both feature groups, classifier accuracies were significantly 

Table 4   Results of classification accuracy for power bands

Classifier/Feature Delta Theta Alpha Beta Gamma All

SVM 65.52%(± 7.3) 74.14%(± 10) 81.03%(÷ 8.4) 77.55%(± 6.4) 87.93%(± 4.5) 89.96%(± 5.3)
E-KNN 82.76%(± 7.1) 84.21%(± 8.3) 79.31%(± 6.8) 86.31%(± 6.3) 91.38%(± 3.8) 92.00%(± 6.1)
KNN 67.24(± 8.6) 68.97%(± 11.2) 66.52%(± 5.7) 72.41%(± 7.8) 86.27%(± 5.2) 82.47%(± 6.8)
MLP 72.67%(± 7.6) 72.67%(± 12.1) 71.33%(± 8.2) 74.33%(± 10.2) 82.67%(± 5.8) 88.33%(± 7.2)

Table 5   Results of classification for non-linear features

Classifier/Feature WPD/ApEn WPD/SampEn Both

SVM 91.38%(± 5.4) 89.96%(± 6.3) 91.38%(± 4.5)
E-KNN 90.50%(± 3.8) 92.70%(± 4.3) 94.28%(± 3.0)
KNN 77.59%(± 6.8) 81.03%(± 7.1) 82.47%(± 5.3)
MLP 91.67%(± 4.6) 86.67%(± 7.3) 90.00% ± (± 6.8)

Table 6   Results of classification based on combined features

Classifier/Feature Accuracy Sensitivity Specificity

SVM 93.75%(± 4.8) 94.11.%(± 3.7) 93.33%(± 5.3)
E-KNN 93.10%(± 4.4) 88.23%(± 5.1) 100%(± 3.9)
KNN 87.93%(± 5.3) 86.66%(± 7.1) 89.28%(± 5.6)
MLP 92.18%(6.6) 91.11%(± 10.25) 93.33%(± 7.0)

Table 7   Results of classification with selected features by genetic 
algorithm

Classifier Accuracy Sensitivity Specificity

E-KNN 98.44%(± 3.4) 97.10%(± 6.3) 100%(± 4.1)
KNN 92.18%(± 6.9) 88.23%(± 7.3) 96.66%(± 4.6)
SVM 95.31%(± 5.2) 96.80%(± 6.2) 93.33(± 7.0)
MLP 93.75%(± 6.8) 90.00%(± 8.2) 94.41%(± 7.2)
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improved. Combination of the band powers and E-KNN 
classifier reached an average accuracy of 92.00%. With 
non-linear methods the combination of the wavelet entro-
pies features and E-KNN classifier resulted in 94.28% 
accuracy. Lastly, a combination of all features provided 
93.75% accuracy with linear SVM. Genetic algorithm 
was used in order to reduce dimensionality of the feature-
vector. 14 features were selected by genetic algorithm 
and were used as input to the proposed E-KNN obtained 
improved classification results (accuracy = 98.44, speci-
ficity 100%, sensitivity = 97.10%). The highest weighted 
features selected from genetic algorithm were related to 
O1, O2, Pz, T6, Fp2 channels.

Furthermore, as it can be seen in Fig. 7, the proposed 
E-KNN increasingly improves classification result with 
both significant and non-significant features (according to 
p-value). Also, in E-KNN, it is observed that for features of 
low significance, the results are more distinct compared to 
those of the most significant features as opposed to normal 
KNN, which implies the success of the E-KNN method to 
increase the separability of the classes.

Table  8 represents a comparison between the current 
study and a number of related studies. According to the table, 
Putankattil et al. [3] achieved an accuracy of 98.11% using 
ANNs with the model consisting of a single hidden layer with 
20 neurons. Despite impressive results, the study suffers from 
the limited dataset size and also relatively long-time signals 
for each participant. Later on, Hosseinifard et al. [4] acquired 
an accuracy of 90.00% with Logistic regression as their best 
method. Their study had a reasonable dataset size although 
recording durations were as long as 5 min. Faust et al. [5] 
achieved a high accuracy of 99.50% performing the Proba-
bilistic neural networks classification method, with respect to 
their high accuracy and novel method this experiment was 
highly limited by sample size. Acharya et al. [6] also used 
the SVM classifier and acquired an accuracy of 98.00% on a 
relatively small dataset of 30 participants. Mumtaz et al. [7] 
experimented with Naive Bayes, Logistic regression and SVM 
on long-term EEG signals with a duration of 5 min. The study 
yielded an accuracy of 98.40% using the Naïve Bayes algo-
rithm. Acharya et al. [9] reported an accuracy of 94.99% using 
one dimensional convolutional neural network on the same 
dataset with the exact duration from their previous studies. In 
comparison, our study entails the following advantages and 
limitations: the developed E-KNN, being superior to KNN 
is also able to give information on feature importance with 
assigned weights, which can reveal important channels for 

Fig. 2   Weights determined by genetic algorithm

Fig. 3   Confusion matrix for the proposed algorithm enhanced k-near-
est neighbors
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Fig. 4   Feature-space demon-
stration of dataset using three 
of the most significant features 
a before GA feature scaling, b 
after GA feature scaling
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Fig. 6   Gamma features values 
as a function of channels
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Fig. 7   Classification accuracy demonstration of the a three most significant versus b three worst significant features based on p-values

Table 8   A number of studies for depression diagnosis based on EEG signals

Authors
Year

Features Samples Classification method Sensitivity 
(%)

Specificity 
(%)

Accuracy 
(%)

Puthankattil 2012 WE, RWE 30 ANN 98.73 97.50 98.11
Hosseinifard 2013 Band power, DFA, HFD,LE 90 LR,LDA,KNN – – 90.00
Faust 2014 WPD, Entropies 30 PNN 99.20 99.70 99.50
Acharya 2015 Fractal dimension, LLE, SampEn, 

DFA, Hurst’s exponent
30 SVM 97.00 98.50 98.00

Mumtaz 2017 Alpha asymmetry 64 Naive Bayes 96.60 100.00 98.40
Bachmann 2017 SASI, DFA 34 LDA 94.10 88.20 91.20
Acharya 2018 13-layer CNN 30 1D-CNN 94.99 96.00 95.96
Current study Band power, WPD, ApEn, SampEn 64 EKNN, SVM, MLP 97.10 100.00 98.44
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further brain studies. The downside to this approach is that, 
on higher dimensions the performance of E-KNN and GA 
may be time-consuming. Taking that into consideration, the 
E-KNN won’t be a great option to those problems and instead 
using back propagation is recommended.

Conclusion

In this work, we analyzed two thousand samples (7.8 s) of 64 
subjects (30 normal and 34 depressed) by frequency power 
of EEG signals and wavelet packet decomposition entropies. 
Three well-known classifiers, support vector machine (SVM), 
a novel enhanced K-nearest neighbors (E-KNN) and multi-
layer perceptron (MLP) were used to differentiate between 
two groups. Based on classification results with EEG linear 
features, the highest accuracy was obtained from gamma band 
powers, which demonstrated that gamma oscillations in com-
parison to other bands such as delta, theta, alpha and beta can 
more efficiently distinguish between depressed patients and 
healthy controls. Also, the proposed E-KNN demonstrated 
superior results with respect to famous classification algo-
rithms. Thus, the E-KNN as a generalization to the KNN can 
always boost results and give away a feature importance index. 
This experiment demonstrates that the combination of power 
and complexity of high frequency components based on short-
term EEG signals can highly discriminate between depressed 
patients and healthy controls. Our findings suggest that five 
specific electrodes considerably asses the ability to classify 
depressed patients and healthy controls. Also, our classifica-
tion results were comparable to other experiments which sev-
eral channels with various non-linear features performed on 
long-term EEG signals.

In conclusion, we suggest that gamma band should be 
addressed more seriously in depression-oriented studies.
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