Cardiovascular Engineering and Technology, Vol. 13, No. 4, August 2022 (© 2021) pp. 548-557

https://doi.org/10.1007/s13239-021-00599-8

Original Article

l‘)

Check for
updates

BIOMEDICAL
ENGINEERING
SOCIETY

A CNN Model for Cardiac Arrhythmias Classification
Based on Individual ECG Signals

Y UAN ZHANG

,1 SEN LIU,2 ZHIHUI HE,3 YUWEI ZHANG,4 and CHANGMING WANG®

'Chongging Key Laboratory of Nonlinear Circuits and Intelligent Information Processing, College of Electronic and
Information Engineering, Southwest University, Chongging 400715, China; *Department of Oncology, Central Hospital
Affiliated to Shandong First Medical University, Jinan 250013, China; *Department of Pediatric Respiration, Chongging Ninth
People’s Hospital, Chongging 400700, China; *School of Biological Science and Medical Engineering, Southeast University,
Nanjing 210096, China; and *Department of Neurosurgery, Xuanwu Hospital, Capital Medical University, Beijing 100053,

China

(Received 1 May 2021, accepted 18 November 2021; published online 3 January 2022)

Associate Editor Igor Efimov oversaw the review of this article.

Abstract

Purpose—Wearable devices in the scenario of connected home
healthcare integrated with artificial intelligence have been an
effective alternative to the conventional medical devices.
Despite various benefits of wearable electrocardiogram (ECG)
device, several deficiencies remain unsolved such as noise
problem caused by user mobility. Therefore, an insensitive
and robust classification model for cardiac arrhythmias detec-
tion system needs to be devised. Methods—A one-dimensional
seven-layer convolutional neural network (CNN) classification
model with dedicated design of structure and parameters is
developed to perform automatic feature extraction and classi-
fication based on large volume of original noisy signals. Record-
based ten-fold cross validation scheme is devised for evaluation
to ensure the independence of the training set and test set, and
further improve the robustness of our method.

Results—The model can effectively detect cardiac arrhyth-
mias, and can reduce the computational workload to a
certain extent. Our experimental results outperform most
recent literature on the cardiac arrhythmias classification
with diagnostic accuracy of 0.9874, sensitivity of 0.9811, and
specificity of 0.9905 for original signals; diagnostic accuracy
of 0.9876, sensitivity of 0.9813, and specificity of 0.9907 for
de-noised signals, respectively.

Conclusion—The evaluation indicates that our proposed
approach, which performs well on both original signals and
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de-noised signals, fits well with wearable ECG monitoring
and applications.

Keywords—Electrocardiogram (ECG), Arrhythmia, Convo-
lutional neural network (CNN), Classification.

INTRODUCTION

The cardiovascular disease (CVD), one of the fore-
most causes of human death, is causing increasing
number of mortalities worldwide, especially in devel-
oping countries.”” As the principal form of CVD
which is broadly described as irregular heartbeat,
cardiac arrhythmias can be detected by electrocardio-
gram (ECGQG) that records the electrical activity of
myocardium to provide rich physiological information
on user’s heart state.”) In ECG diagnosis, normal state
and abnormal state classification of heartbeats plays
vital role in both research and clinic.

In the past years, many efforts were made on
developing automatic cardiac arrhythmia classification
based on machine learning (ML) technologies. Re-
searchers utilized features such as higher order statis-
tics of wavelet packet decomposition (WPD)
coefficients, wavelet features and morphological fea-
tures, combined with various types of classifiers such as
k-nearest neighbor (KNN) and support vector ma-
chine (SVM) to recognize different classes of ECG
signals.[12:15:16:2028.29.311 Genperally speaking, extracting
appropriate features from ECG signals plays an
important part in the result of cardiac arrhythmias
classification and prediction. Nevertheless, it is hard to
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manually extract appropriate features which demands
professional knowledge and cost enormous human
labor.'® The selected features may also not be suit-
able for different types of dataset.

Apart from the aforementioned traditional ML
approach, deep learning (DL) including convolutional
neural networks (CNN) and recurrent neural net-
works, has more advantages in prediction tasks. In
recent years, DL has become an important methodol-
ogy to be successfully adopted in computer vision,
pattern recognition, bioinformatics, erc.'” The bene-
fits of DL include: (1) it does not require artificial
feature extraction but can acquire features in an
effective way, and (2) no need to choose appropriate
classifier. Thus, DL alleviates a lot of workload in
model construction.

Recently, due to the feasibility and portability of
wearable devices, some applications have been gradu-
ally applied in ECG signal collection./” Compared to
the hospital ECG equipment, the wearable ECG device
is more user-friendly and more convenient to monitor
the heart status in real time. A large volume of dy-
namic ECG data can be collected in the user’s daily
life, transmitted through the Internet of Things, and
accessed by the specialists for possible early diagno-
sis.[7]

However, conventional algorithms do not offer
flexibility to handle such huge volumes of wearable
ECG data. For instance, user mobility introduces
specific challenge especially in terms of signal quality
and real time computing. Consequently, a more
insensitive, robust and light weight classification sys-
tem is highly desired for cardiac arrhythmias detection
based on ECG signals.

Generally ECG classification models could be cat-
egorized into beat-based schemes and record-based
schemes. In the beat-based scheme, heartbeat of all the
patients are integrated without distinguishing them
either into the training set or into the test set. For
cardiac arrhythmia classification, many researchers
employ beat-based scheme for the purpose of
improving classification accuracy (e.g.'®*-'). How-
ever, the training step is peculiarly prone to the over-
fitting problem when the training and test samples are
from the same patient. Whereas, the record-based
classification can avert aforementioned overfitting is-
sue since all the beats in the test set are completely
from unknown patients, which is much more closer to
the real scenario. Overfitting makes the neural network
model perform well on the training set, but has poor
generalization ability and performance on the test set.
Accordingly in this article, a record-based classifica-
tion model is proposed to match the practical appli-
cation.

Previously we have proposed conventional machine
learning algorithm for cardiac arrhythmia classifica-
tion.*” In this study, our motivation is to develop an
automatic method based on big ECG data to recognize
cardiac arrhythmias with high accuracy and low
computation. To reach our objective, a one-dimen-
sional (1-D) seven-layer CNN model is designed to
classify three types of ECG beats, known as normal
beat (N), premature ventricular contraction beat (V),
and right bundle branch block beat (R). Certain sim-
ilarities exist between the three types of ECG beats,
therefore a detection system needs to be devised to
distinguish them.

The main contributions of this work are summa-
rized as below: (1) We have designed a 1-D seven
layer CNN classification system that can automati-
cally extract appropriate features and recognize three
different types of wearable big ECG data (N, V, R) in
arrhythmia monitoring with superior performance. (2)
Record-based ten-fold cross validation scheme is
employed, i.e., the training set and the test set are
separated completely, thus ensuring the independence
of the samples and verifying the robustness of our
approach, which in turn makes the experimental
scenario even closer to the clinical application. (3) In
order to study the generalization ability of the pro-
posed method, we validate the classification model
both on original signals and de-noised signals.
Experimental results verify its insensitivity for wear-
able ECG signals processing without adjusting the
parameters.

RELATED WORK

Currently in clinic, cardiac arrhythmias are classi-
fied by examining ECG recordings of the patient by the
expert cardiologist. This process is expensive as well as
time consuming. Thus, there is much desire to design
an automatic classification method for diagnosing
cardiac arrhythmias during the treatment. It is worth
noting that many efforts have been put in the latest
years on automatic cardiac arrhythmias classification
with good performance especially through the joint
investigation of big ECG data analytics by deep
learning solutions!!25:13:14:18:19.23.24.27]

An eleven-layer deep CNN system was proposed by
Acharya et al. to classify four types of arrhythmia
disease, where they implemented two experiments.[!)
The results achieved an accuracy of 0.925 for two
seconds of ECG duration (experiment A), and an
accuracy of 0.949 for five seconds of ECG duration
(experiment B), both of which demonstrated high
effectiveness in prediction. Sannino et al. designed a
deep neural network (DNN) system for identifying
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abnormal beats from a large quantity of ECG sig-
nals.”® The numerical results illustrated the effective-
ness of the approach, especially in terms of accuracy
with 0.9909. However, the signal denoising step
increased the workload of this work.

Mathews et al. studied the application of the deep
belief networks (DBN) and Restricted Boltzmann
Machine (RBM) based on deep learning methodology
for detecting supraventricular and ventricular heart-
beats.["™ Experimental results demonstrated that DBN
and RBM can achieve high average classification
accuracies of 0.9363 for ventricular ectopic beats
(VEB), and 0.9557 for supraventricular ectopic beats
(SVEB) with suitable parameters.

Tan et al. utilized eight-layer stacked long short-
term memory (LSTM) network with CNN to classify
ECG signals automatically.?”) The proposed deep
learning model was able to identify CVDs with a
diagnostic sensitivity of 0.9576, specificity of 0.957,
and accuracy of 0.9985. Kiranyaz et al. used an
adaptive implementation of one-dimensional (1-D)
CNN for a patient-specific ECG heartbeat classifica-
tion.'" The performance of the classification experi-
ments were implemented with diagnose sensitivity of
0.939, specificity of 0.989, and accuracy of 0.99 for
VEB, and sensitivity of 0.603, specificity of 0.992, and
accuracy of 0.976 for SVEB, respectively.

Currently, there is still no identical CNN model for
arrhythmia recognition that can achieve similar good
performance on both original signals and de-noised
signals. Moreover, for wearable ECG data classifica-
tion, if the noise removal step can be neglected, overall
workload will be greatly reduced for the real-time
purpose of processing. Accordingly in this work, a
seven-layer CNN with 1-D convolution and 1-D mean-
pooling is proposed, outperforming most of the cur-
rent approaches by solving the aforementioned prob-
lems. The model is insensitive to ECG signals based on
independent individual records, no matter it is a clean
signal or not.

METHODOLOGY

Arrhythmia classification can be described as a
pattern recognition problem. In this section, a DL
ECG pattern recognition system for classifying cardiac
arrhythmias is employed. The typical blocks of the
classification system contain four main modules: (1)
Wearable ECG data acquisition, (2) Cloud platform,
(3) Cardiac arrhythmias classification model, and 4)
Remote treatment. Specifically, the innovations of this
work focus on module 3 with three consecutive steps:
(i) Pre-processing, (ii) CNN pattern recognition model
and (iii) Performance evaluation. With respect to the
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evaluation, our experiments involve two data sets de-
noted as data set A and data set B. The set A consists
of raw ECG signals while the set B includes filtered
ECG signals. Feature extraction task and classification
task can be automatically implemented by the pro-
posed CNN model.

Data Acquisition

The ECG data used are from the Massachusetts
Institute of Technology-Beth Israel Hospital (MIT-
BIH) arrhythmia database, where 48 ECG records
from 47 subjects are consisted.”!! Each record contains
approximately half-hour long ECG signals and the
signals are sampled at 360 Hz with 11-bit resolution
over the 10 mV range. The database includes annota-
tion files for records and beats class information, which
is labeled by independent expert cardiologists. The
three types of ECG heartbeats (R, V and N) for one
lead MLII from 45 records (the records 102, 104 and
114 are not included) produce a total number of §7223
ECG beats. The dataset suffers from the sample
imbalance problem with only 16.43% abnormal cases
among the whole dataset. The division of the training
set and the test set based on the ECG records is sum-
marized in Table 1 and detailed numbers for each type
of the ECG beats are presented in Table 2.

Pre-processing

The preprocessing which includes noise removal and
heartbeat segmentation is an important step in data
analysis. In this work, wavelet transform is performed
to remove both high frequency noise and low fre-
quency noise. Heartbeat segmentation algorithm is
designed to obtain individual heartbeats. The specific
details are presented below.

Noise Removal: The original ECG signals usually
contain high-frequency noise caused by power line
interference and low-frequency noise due to body

TABLE 1. The division of the training set and the test set for
the record-based cross validation scheme.

Fold Training set Test set

1 All rest records 100, 109, 118, 200

2 All rest records 105, 106, 111, 117, 124
3 All rest records 103, 112, 207, 233

4 All rest records 116, 117, 212, 214, 217
5 All rest records 107, 109, 122, 200, 231
6 All rest records 111, 203, 205, 232

7 All rest records 118, 207, 209, 210

8 All rest records 124, 214, 215, 234

9 All rest records 109, 203, 217, 222, 231
1 All rest records 111, 210, 232, 233
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TABLE 2. Detailed numbers for each type of the ECG beats.

Training set beats

Total training beats

Test set beats

Fold R \ N R \ N Total test beats
1 5083 6199 68,918 80,200 2164 881 3978 7023
2 5718 6471 67,335 79,524 1529 609 5561 7699
3 7163 6145 66,053 79,361 84 935 6843 7862
4 5424 6553 67,901 79,878 1832 527 4995 7345
5 5995 6155 68,369 80,519 1252 925 4527 6704
6 6852 6564 67,800 81,216 395 516 5096 6007
7 4999 6764 67,856 79,619 2248 316 5040 7604
8 5718 6610 67,005 79,333 1529 470 5891 7890
9 5995 6434 68,067 80,496 1252 646 4829 6727
10 6852 6055 68,247 81,154 395 1025 4649 6069

movement. In this step, wavelet transform (WT) is
selected to analyze the ECG signals, since WT is suit-
able to deal with the non-linear and non-stationary
signals. Meanwhile, WT de-noising preserves useful
signals that can distinguish high-frequency noise from
high-frequency information effectively.””! Thus in this
work, WT is utilized to analyze the component of
specific frequency sub-bands and to further remove the
noise.

In the first place, the Daubechies-5 (db5) mother
wavelet is utilized to decompose the ECG signals into
nine high frequency sub-bands and one low frequency
sub-band. After that, we remove the top three high-
frequency sub-bands and one low frequency sub-band,
then the remaining detailed coefficient sub-bands of the
fourth, the fifth, the sixth, the seventh, the eighth, and
the ninth are adopted to reconstruct filtered signal by
wavelet inverse transform. This noise removal step is
only part of the set B. There are two criterias to eval-
uate the effects of de-noising, namely minimum mean
square error (MSE) and signal-to-noise ratio (SNR).*!

Heartbeat Segmentation: On the contrary to blind
segmentation, we segment the input ECG data based
on fiducial-points. This ensures that each sample con-
tains essential information of the signal. According to
the annotation file, ECG signals are segmented into
individual heartbeats, which are 300-points-long with
respect to R-peak (fiducial point). A beat is formed by
99 samples forward and 200 samples backward,
respectively. Examples of three different types of ECG
beats used for set A and set B are displayed in Fig. 1.

Convolutional Neural Network Model

CNN is a computational algorithm that is inspired
by the network of biological neurons to solve classifi-
cation problems and prediction tasks, efc. CNN, as
one of the most popular neural networks, consists of
many parameters and some hidden layers.”) Unlike

traditional machine learning approaches which need
knowledge of expertise and are time consuming, CNN
does not need to manually extract a set of appropriate
features. In contrast, CNN is able to extract features
and complete the classification task automatically
which alleviates the burden of training and testing
time.”®) The architecture of our proposed CNN model,
as shown in Fig. 2, involves input layer, hidden layers
(convolution, non-linearity, mean-pooling) and output
layer (classification).

The architecture of the CNN is built to take
advantage of the two-dimensional (2-D) structure and
pixel relations of image recognition. ECG signals can
be considered as 1-D images. Therefore, 1-D convo-
lution as a convolutional layer is suitable for ECG
signal feature extraction.

Given an input signal sequence s(t), t=1, 2,..., n,
and weight w(t), t=1, 2,..., m. Filter performs convo-
lution functions for the characteristics of the upper
layer in turn. The convolution output is as follows:

y(1) = Zwk*stfkﬂ. (1)
k=1

An activation function f(x) is required for the con-
volutional layer for nonlinear feature mapping. The
rectified linear unit (ReLLU) as an activation function is
applied in the process of convolution. The definition of
ReLU is as below:

S(x) = max(0,x). (2)

Then the input of the neuron of 7 in layer / is defined
as below:

m
P? :f<z W]h *p?:jLn + bh) :f<wh *p?f;L171)It + bh) ’
Jj=1

3)
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FIGURE 1.

Examples of three different types of ECG beats used. Original signals are shown in the top row, and de-noised signals

are shown in the bottom row. From left to right: normal beat (N), premature ventricular contraction beat (V), and right bundle

branch block beat (R).
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FIGURE 2. The CNN classification model.

n, b’ denotes the bias parameter, w' €
m-dimensional filter,

where, i=1, 2,...,
R™ is an
pé’z#m—l):r = LD?erfl? ""p?]Ta
neurons at the same convolutional layer.

The pooling operation can be described as a self-
sampling process, which reduces the number of fea-
tures and avoids over-fitting, offering strong robust-
ness. The average pooling approach is adopted in this
step.
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and w" is the same for all

The detailed parameters of CNN structure is listed
in Table 3. Regarding our CNN structure, the input
layer known as layer 0 is convolved with the kernel size
of 3 to get layer 1. A mean-pooling of size 2 is used in
each feature map (layer 2). Then, the feature maps
from layer 2 are convolved with the kernel size of 4 to
generate layer 3. A mean-pooling of size 2 is used in
each feature map (layer 4). The feature maps gained
from layer 4 are then convolved with a kernel size of 4
to get layer 5. A mean-pooling of size 2 is employed in
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TABLE 3. The details of CNN structure of the set A and set B.

Layers Type Number of neurons (output maps) Kernel size Stride
0-1 Convolution 298 x 8 3 1
1-2 Mean-pooling 149 x 8 2 2
2-3 Convolution 146 x 16 4 1
3-4 Mean-pooling 73 x 16 2 2
4-5 Convolution 70 x 32 4 1
5-6 Mean-pooling 35 x 32 2 2
6-7 Fully-connected 3 - -
0-8 T T T T T T T T T

Mean Loss

epoch

(a) Training loss

Training Accuracy

02 1 1 1 1 1 1 1 1 1
0 2 4 6 8 10 12 14 16 18 20

epoch

(b) Training accuracy

FIGURE 3. Loss and accuracy for training epoch of net A.. a Training loss. b Training accuracy.

each feature map (layer 6). At last, the neurons of
every map in layer 6 are fully connected to 3 neurons in
layer 7. The ReLU activation function is applied in
layer 1, layer 3, and layer 5, respectively. The last layer
is a softmax layer that has a number of output maps
equaling to the number of classes to classify the ECG
signals into N, V and R. In addition, the parameter of
learning rate is set to 0.002. The hyperparameters and
architecture are set based on empirical study of the
performance. The CNN classification model is pre-
sented in Fig. 3. Back propagation (BP) algorithm
with batch size of 20 samples is adopted for the update
of weights and biases in the operation process.!'!! The
weights and biases are updated as follows.

/ [ Oc
), — 1__ ] — ——— 4
Wh < V>Wh 1 g O’ ( )

by = by ~ o (5)

where, / is the learning rate, v is the total training
samples, g is the batch size and ¢ is the cost function.

Performance Evaluation

Performance of the proposed approach is evaluated
in terms of accuracy, sensitivity and specificity as de-
fined below.

Accuracy = TP+ 1N (6)
Y“TP+FN+ TN+ FP’
e TP
SensmVlty = M—FN7 (7)
.. TN
Sp601flclty = m y (8)
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where, TP is True Positive, FN represents False
Negative, FP means False Positive, and TN stands for
True Negative. Accuracy measures the overall perfor-
mance of our approach and the other two metrics
distinguish certain beat types from other beat types
(e.g., distinguish V from non-V).*?

The record-based ten-fold cross validation is applied
in the experiment by dividing the data set into ten
parts. Nine of them are taken as training data and the
remaining part is adopted as test data. The record
division of training and test sets for the record-based
ten-fold cross validation scheme is presented in the
Table 1, in order to ensure that the training set and test
set in each fold contain all ECG data types.

RESULTS AND DISCUSSION

The proposed CNN model has been trained and
tested by MATLAB 2014b software on a PC work-
station with 3.70 GHz CPU and 16 GB RAM. It takes
about 1057 s to complete one epoch for set A and
1050 s to complete one epoch for set B. A total of
twenty epochs of train and test iterations are run for
set A and set B, respectively.

Figure 4 display the loss and accuracy of the
training epochs for net A and net B, respectively. The
training accuracy obtained for set A and set B are
0.9453 and 0.9482, respectively. This indicates that the
training accuracy for set A and set B are almost the
same. However, the SNR and MSE value obtained for
the filtering approach in set B are 34.0172 and 0.1129,

Mean Loss

epoch

(a) Training loss

FIGURE 4.
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respectively, which demonstrates that a significant
noise presents in the raw signal. Thus, from the
training accuracy we can conclude that the designed
CNN model is insensitive to the noise of the original
input ECG signal.

The classification performance (accuracy, sensitivity
and specificity) for set A and set B are presented in
Table 4. Notably our proposed model obtains the
accuracy of 0.9874, the sensitivity of 0.9811 and the
specificity of 0.9905 for set A, the accuracy of 0.9876,
the sensitivity of 0.9813 and the specificity of 0.9907 for
set B, respectively. However the experimental results on
both set A and set B reflect that our proposed
approach can perform well even without noise re-
moval, accordingly denoising is no longer necessary in
our scenario. The designed CNN model can extract
appropriate features and classify the ECG beats effi-
ciently and automatically, which saves a lot of time
looking for effective features. Additionally, ten-fold
cross validation based on individual records is applied
to further boost the robustness of our algorithm.

As explained in ‘“Methodology” section, the
imbalanced dataset used in our experiments consists of
72896 normal beats, 7080 V beats and 7247 R beats,
respectively. This sample imbalance problem usually
results in low sensitivity for the classification algo-
rithm. However, for the purpose of alignment with
clinical needs, we do not artificially balance the data in
order to improve the sensitivity of the results.

Training Accuracy

O 1 1 1 1 1 1 1 1 1
0 2 4 6 8 10 12 14 16 18 20

epoch

(b) Training accuracy

Loss and accuracy for training epoch of net B. a Training loss. b Training accuracy.
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TABLE 4. The classification performance (sensitivity,
specificity, and accuracy) for set A and set B.

Beat type Accuracy (%)  Sensitivity (%)  Specificity (%)
Set A
R 98.80 99.45 98.52
\ 98.76 91.49 99.80
N 98.65 98.84 98.39
Aggregated  98.74 98.11 99.05
Set B
R 98.86 98.52 99.01
\ 98.39 90.81 99.48
N 99.02 99.55 98.33
Aggregated  98.76 98.13 99.07

555

Recent studies with good performance on the car-
diac arrhythmias classification of ECG beats are
summarized in Table 5. Comparing to these state-of-
art solutions, our proposed CNN model has the fol-
lowing advantages:

(1) It can simplify the analysis of wearable large
ECG data in arrhythmia detection application
and increase the classification accuracy.

(i) Record-based ten-fold cross validation is
adopted, which guarantees the independence
of the training and test sets, and further en-
hances the robustness of the proposed meth-
od.

TABLE 5. Recent studies with better performance on the cardiac arrhythmias classification of ECG beats.

Method

Class

Independent training set test

set Performance

Author Year
Kutlu et al. [15] 2012
Qin et al. [20] 2017
Huanget al. [12] 2014
Zhu et al. [31] 2014
Acharya et al. [1] 2017
Mathews et al. 2018
(18]

Kiranyaz et al. 2016
[14]

Isin et al. [13] 2017
This work 2019

Higher order statistics

Wavelet features +

SVM

RR-intervals
Morphological

11-layer CNN

RBM + DBN

CNN

Transferred deep CNN
7-layer CNN

5 of WPD coefficients + Yes

KNN
6 Yes

5+ SVM
3 features + SVM

4 Two sets of experiment

w

Sensitivity = 90%;
Specificity = 98%

No Accuracy = 99.70%;
Sensitivity = 99.09%;
Specificity = 99.82%;
Accuracy = 81.47%,;
Sensitivity = 44.40%;
Specificity = 88.88%
Yes Accuracy = 93.8%
Yes Accuracy = 92.85%;
Sensitivity = 92.82%;
Specificity = 93.74%
Yes Net A
Accuracy = 92.50%;
Specificity = 93.13%;
Sensitivity = 98.09%;
Net B
Accuracy = 94.90%;
Specificity = 81.44%;
Sensitivity = 99.13%
Yes VEB
Accuracy = 93.63%.
SVEB
Accuracy = 95.57%
Yes VEB
Accuracy = 99%;
Specificity = 98.9%;
Sensitivity = 93.9%.
SVEB
Accuracy = 97.6%;
Specificity = 99.2%,;
Sensitivity = 60.3%
Yes Accuracy = 92.00%
Yes Net A
Accuracy = = 98.74%,;

Specificity = 99.05%;
Sensitivity = 98.11%.
Net B

Accuracy = = 98.76%,;
Specificity = 99.07%;
Sensitivity = 98.13%
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(iii) It performs well on both the original ECG
signals and de-noised signals since the model
can learn appropriate filters by itself. In
addition, if the denoising step is removed,
overall workload is also reduced.

Nevertheless, our CNN model also consists of some
limitations. For instance, this research is completed
based on three types of ECG beats only, therefore the
type of signals needs to be increased to satisfy clinical
requirement.

CONCLUSION

In this article, a 1-D seven layer CNN model is
proposed for cardiac arrhythmias classification based
on wearable big ECG data in arrhythmia monitoring
application. The model is able to extract appropriate
features and distinguish three different types of ECG
beats (R, V and N) automatically offering opportuni-
ties of transforming the early arrhythmia detection
from clinical to daily life. It performs well on both the
original ECG signals and de-noised signals, therefore
computational workload can be reduced by removing
the denoising step. Ten-fold cross validation for re-
cord-based scheme (i.e. individual patients) is adopted
in our model, which further enhances the robustness.
Nowadays, the combination of wearable big data and
artificial intelligence has narrowed the gap of daily
healthcare. Our designed model and the corresponding
algorithm provide opportunities of transforming the
early cardiac arrhythmias detection from clinical to
daily life.

In the future, we plan to improve the current study
maily from two folds: (1) develop an ECG pattern
recognition system for the purpose of offering real time
services for smart home monitoring, (2) investigate
state-of-the-art unsupervised deep learning algorithms,
for instance, Generative Adversarial Networks to
identify unlabled big ECG data.

SUPPLEMENTARY INFORMATION

The online version of this article contains supple-
mentary material available https://doi.org/10.1007/s13
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