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Abstract In this paper, we derive the limit distribution of the least squares estimator for an AR(1) model with
a non-zero intercept and a possible infinite variance. It turns out that the estimator has a quite different limit for
the cases of |[p| < 1, |p| > l,and p = 1 + n% for some constant ¢ € R and @ € (0, 1], and whether or not
the variance of the model errors is infinite also has a great impact on both the convergence rate and the limit
distribution of the estimator.
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1 Introduction

As a simple but useful tool, the auto-regression (AR) models have been widely used in economics and many
other fields. Among them, the simplest one is the autoregressive process with order 1, i.e., an AR(1) model,
which is usually defined as

Vi=p+py-1+e, t=1---,n (D

where yg is a constant and ¢,’s are independent and identically distributed (hereafter, i.i.d.) random errors with
mean zero and finite variance. The process {y;} is (i) stationary if |p| < 1 independent of n, (ii) unit root if
o = 1, (iii) near unit root if p = 1 4 ¢/n for some nonzero constant c, iv) explosive if |p| > 1 independent of
n, and v) moderate deviation from a unit root if p = 1 4 ¢/ k,, for some nonzero constant ¢ and a sequence {k, }
satisfying k, — oo and k,/n — 0 asn — oo.

When n = 0 and the error variance in the model (1) is finite, it is well known in the literature that the least
squares estimator for p has a quite different limit distribution in cases of stationary, unit root and near unit root;
see [17]. The convergence rate of the correlation coefficient is /z, n for cases (i)—(iii), respectively, and may
even be (1 + ¢)" in the case of (v) for some ¢ > 0 as stated in [19]. More studies on this model can be found in
[81, [9], [16], [1,2], [20], [4], [13] and references therein.

When i # 0 with finite variance, [21] and [11] studied the limit theory for the AR(1) for cases of iv) and
v), respectively. It is shown that the inclusion of a nonzero intercept may change drastically the large sample
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properties of the least squares estimator compared to [19]. More recently, [15] studied how to construct a uniform
confidence region for (&, p) regardless of (i)—(v) based on the empirical likelihood method.

Observe that e; may have an infinite variance in practice [5, 18], and most of the aforementioned research
was focused on the case of e; having a finite variance. In this paper, we are interested in considering the model
(1) when ¢ # 0 and the variance of e, may possibly be infinite. We will derive the limit distribution of the least
squares estimator of (u, p) for the following cases:

e (P1)|p| < 1 independent of n;

e (P2)|p| > 1 independent of n;

e PHp=1

e PHp=1++ for some constant ¢ # 0;

e PSHp=1 + - for some constants ¢ < 0 and @ € (0, 1);
e P6)p=1+ .3 C for some constants ¢ > 0 and @ € (0, 1).

Since the current paper allows for the inclusion of both the intercept and a possible infinite variance, it can be
treated as an extension of the existing literature, i.e., [11,14,17,19,21], among others.

We organize the rest of this paper as follows. Section 2 provides the methodology and main limit results.
Detailed proofs are put in Section 3.

2 Methodology and main results

Under model (1), by minimizing the sum of squares:
n
> == pyi-1)?
=1

with respect to (11, p) |, we get the least squares estimator for (u, p) | as follows

n

n n
ZysZy,z_l D vs Z Ve Yi—1
N s=l =1 s=1 =1
n = P " )
"y y,_l—(z o)
T @)
ny. yryH—Z Vs—1 D Yt
N | s=1 =1
P = I . 2
'y y,,l—(z yH)
=1 t=1

Here AT denotes the transpose of the matrix or vector A. In the sequel, we will investigate the limit distribution
of (A—p,p—p)'.
To derive the limit distribution of this least squares estimator, we follow [19] by assuming that

e (C1) The innovations {e,;} are i.i.d. with E[e;] = O;
e (C2) The process is initialized at yo = Op(1).

Observing that the variance of e,’s may not exist, we use the slowly varying function /(x) = E [e I(le;] < x)]
instead as did in [14] to characterize the dispersion property of the random errors, which is supposed to satisty

e C3)I(nx)/l(n) - 1 asn — oo forany x > 0.
An example of slowly varying function is when /(x) has a limit, say lim [(x) = o2, which implies {¢;} having
X—> 00

a finite variance o2. Another example is /(x) = log(x), x > 1, which implies that the variance of e;’s does not
exist. One known property of /(x) is that [(x) = o(x*) as x — o0, for any ¢ > 0. More properties on /(x) can be
found in [10]. To deal with the possibly infinite variance, we introduce the following sequence {by}7° ,, where

bg =inf{x >1:1(x) > 0}
and

1(s) .
bj=inf {s:s > by + 1, — == ,forj=1,2,...,n
52 J
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Limit theory for an AR(1) model...

which imply directly nl(b,) < b,% forall n > 1; see also [12].

For convenience, in the sequel we still call |¢| < 1 the stationary case, p = 1 the unit root case, ¢ = 1+ +
for some ¢ # 0 the near unit root case, p = 1 + n% for some ¢ # 0 the moderate deviation case and [p| > 1
the explosive case, even when the variance of v, is infinite. We will divide the theoretical derivations into four
separate subsections.

2.1 Limit theory for the stationary case

We first consider the stationary case |p| < 1, which is independent of n. Observe that

'
- __* L B =i,
y=pn+pyi—1+e 1_p+<y0 1_p>/0 +jZI/0 €j-

We write y; = y; — %, and then have

Vi = pYe—1+ e
To prove the main result for this case, we need the following preliminary lemma.

Lemma 1 Suppose conditions (C1)—(C3) hold. Under PI1, as n — oo, we have

n
1 P M
- Z)’t—l e IT’
n =1 p
= if lim 1(by) = oo,
—-p m— 00

l " 2 P
0 Yir — 2 PR

and

1
Vnl(by) [; r i) Wi\ N 0 10 3)
1 U B Wo 0/°\0 1_]7 ’

Based on Lemma 1, we can show the following theorem.

Theorem 1 Under conditions (C1)—(C3), as n — 0o, we have under P1 that

( %(ﬁ—u)) A (x1>;

Vn(p —p) X2

where Xy = Wy — PU2W) and Xp = (1 — p)YWa if lim 1(b,) = 0%, and X1 = Wy and X, = (1 — p)W»
m—0o0

if lim I(by) = oc.
m—00

Remark 1 Theorem 1 indicates that the possible infinite variance may affect the convergence rate of the least
squares estimator of the intercept, but has no impact on that of p.

Remark 2 When lim [(b,,) exists and is equal to o2, wehave (X1,X2)T ~ N(0, 1), where £; = (65-)1<,-,j<2
m—0oQ = =

2
with o}, = 1+ @81";;, o =03 = —% and 03, = 1 — p?. That is, the limit distribution reduces to the

ordinary case; see [15] and references therein for details.
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2.2 Limit theory for the explosive case
For this case, let y, = Z;zl p'"e; + p'yo, then

t 4 t

P t t—i . __ 1_10 ~
T +o'yo+ Y p e =puT= +

e =K

i=1
Along the same line as Section 2.1, we derive a preliminary lemma first as follows.

Lemma 2 Suppose conditions (C1)—(C3) hold. Under P2, as n — oo, we have

n

1
Tt 2 6
' n _( Y 4 Wi
T Z P e — U],
o = 0

n—1
L_ % p~ler+ pyo
NI

and
n
U I DR . (U1U2>
n — 2 ’
(0% = Dp 2= D)} z i v
here Uy ~ lim —— i —m=De, Uy ~ + lim —2 mz_:l ~e;, and Wy are mutually independent
where U] m_momt:lp 1 U2 ™~ pYo m—>oo~/l(!77)t:1p t 1 Y P

random variables. W1 is specified in Lemma 1.
Using this lemma, we can obtain the following theorem.

Theorem 2 Under conditions (C1)—(C3), as n — oo, we have

PR
(i — W) d Wi
I(Zn),\ - ( 2 _ 1 Ui s
p"(p — p) P T ip/(p—1)

under P2.

Similar to the case of |¢| < 1, Theorem 2 indicates that the possible infinite variance only affects the
convergence rate of fi. The joint limit distribution reduces to that obtained in [21] if lim [(b,,) is finite.
m—0o0

2.3 Limit theory for the unit root and near unit root cases

In these two cases, p =: p, = 1+ 7,c¢ € R. (¢ = 0 corresponds to p = 1, i.e., the unit root case.) Let
Vi = i_; p' e, then
-1
Vi=p+py1t+e =p Zp’ + p'yo + Y-

j=0

We have the following lemma:

@ Springer



Limit theory for an AR(1) model...

Lns]
e i

Lemma 3 Let E, (1) = «/Z(T

s € [0, 1]. Then

E,(s) i) W(s), in D[0, 1] asn — o0,

= . . . . D
where {W(s),s > 0} is a standard Brownian process, |-| is the floor function, and — denotes the weak
. __,as
convergence. Moreover, define J.(s) = lim 1_—2 then as n — 00, we have under P3 and P4 that
a—c

n- i (Z ,of) — fO Je(s)ds,

2
n -2
n3y (IZ pj> — fol J2(s)ds,

n =2 e d 7

and in turn

1
N / e X U=9W2(B.(s)) ds,
0

n
0,
—_— = e U= DOW(B.(s)) ds,
= (Be(s)
n ~
Zytflet

1 72
k=l i> —C/ e—ZC(l—s)WZ(BC(S)) ds + W=(B.(1)) _l
nl(by) 0

2 2’
where B.(s) = e* (e~ 25~ 1) /(=2c).

This lemma can be easily proved using similar techniques as in [6] based on the fact that

et(z)—>0 n — oo.

n3/2 /l(b Z ij

Using this lemma, it is easy to check the following theorem.

Theorem 3 Under the conditions (C1)—(C3), as n — oo, we have

l(b (M W) _d)( Yi/d )
l(b (,O 0) Y2/ (nd)

under P3 and P4, where
2

1 1
d:/ Jf(s)ds—(/ Jc(s)ds) :
0 0

1 1 1
Y| = W(l)/ Jf(s)ds—/ Jc(s)ds/ Jo(s)dW (s),
0 0 0

1 1
Y, =/ Jo($)dW(s) — W) [ J.(s)ds.
0 0
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2.4 Limit theory for the moderate deviation cases

As stated in [19], the moderate deviation cases bridge the different convergence rates of cases P1-P4. That is,
case P5 bridges the stationary case and the near unit root case, while Case P5 bridges the explosive case and the
near unit root case. The derivation of these two cases needs to be handled differently because for the case ¢ > 0,
the martingale center limit theorem fails to hold. Following [19], we consider them separately.

The following lemma is useful in deriving the limit distribution of the least square estimator under cases
P5-P6.

Lemma 4 Suppose conditions (C1)—-(C3) hold.

e (i) Under P5, as n — oo, we have

n
L e
Jn t; V1(bn)
n
1 o' le Vii
Wt; l(bn) d V12
1 i P e v ~ N x2).
M[:l VI(by) Vig
1 i e til P’fl*jej
nlte = 1(by) = 1(bn)

where ¥y = diag(1, —2%, —%, —2%), which implies that V1;’s are independent;

e (ii) Under P6, as n — 00, we have

1Y e
i X i
t=1 V-
| n ple, 21
e Zvs | (V2 )
1 V
1 23
1 —1-n

and

1 no =l 1
— P ‘i @ 4 V2o Vo3
ptn =2 \i=1 NVIbn) | V1(by) ’

where (Va1, Vaz, Va3) T ~ N(0, £3) with £3 = diag(l, % 2%), which implies that Vy;’s are independent.
Theorem 4 Suppose conditions (C1)—(C3) hold.

an(ll_ﬂ) d Li ! .
(amiis ) = (%) =

_ max(n'"/21(b,), n**/%)
max (n®/1(b,), n'/21(by))’
Z=1Vol@ =12+ Vil @ < 1)2),
Cc
2

e (i) Under P5, we have as n — oo

where

1
_2C3I(oz >1/2) + _—zcl(oz <1/2),
if lim [(b,) = oo, and
n—0o0o

a4 = nmax(a,l/Z)—ot/Z
n — k]
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Z=Lvure =12+ vul@ < 1/2),
C

d = I (« 1/2)+L1(a§l/2),
—2c

203
if lim I(by) =02
m— 00
e (ii) Under P6, we have as n — o0
+/ %(ﬁ« - d Vo1
nel2, — gv .
\/I(T (p P) I 23

Remark 3 Theorem 4 indicates that the possible infinite variance affects both estimators of x and p. Similar to
[21], the limit distribution of the least squares estimators under P5 is degenerated, but slightly differently, we
obtain the exact limit distribution under this case.

Remark 4 Under some mild conditions, it is possible to extend the current result to the case that p = 1 + =

by using similar arguments for some general sequence {k,} such that k, = o(n) and k,/n — 0 asn — o0 as
studied in [19].

3 Detailed proofs of the main results

In this section, we provide all detailed proofs of the lemmas and theorems stated in Section 2.

Proof of Lemma 1 To handle the possible infinite variance, we use the truncated random variables. Let

et(l) — et1(|et| < bn) — E[@tl('et| < bn)]a

(4)
e =ei1(le;| > by) — Ele;I(le;| > by)l.

where 7 (-) denotes the indicative function. The key step is to show that the difference of replacing e; by e( )

the summations is negligible.
Let { jzt(l)} and { 51;2)} be two time series satisfying
k k k
5= o5 e, k=1.2.
Obviously, {e; )/«/l(b 1t > 1} are i.i.d., and under P1), it is easy to check that {y,_je; )/./l(b 1t > 1}
is a martingale dlfferences sequence with respectto ;1 = o({eg : s <t —1}) fort = 1,2,---,n, which

satisfy the Lindeberg’s condition. Hence, by the Cramér-Wold device and the central limit theorem for martin gale
difference sequences, we have

&)

(e9)
«/nl(bn Z €t 4 (W
—_—> .
() W2

4n
ﬁmw;”lq

Next, under condition C3), it follows from [7] that
Eller|I(le;| > b)] = o((ba)b, "), n — oo.

Then by nl(b,) < b,zl and the Markov inequality, we have, for any ¢ > 0,

Z Elel|
( nl (b, )8) _

(2)

| /\

«/nl(bn)

> ElleiI(ler| > bn)]

=1

<2
- /nl(by)e
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~/nl(bn)
= <b—> =o(l), asn — oo,
That is,
2 _
nl(b E e, =o0p(l), n— o0, (6)

Furthermore, note that y(k) =p'" 1y (k) + Z pi—1-i el.(k), k = 1, 2. By the Holder inequality, we have

e FUIRN
E <!E ! <1
m L(bn)
Using the Markov inequality, we have

1 @
(zy,

1 O
= Jaitone 2 Z E(5 2 DE(e”)
Vl

= «/ﬁl(bn)(E‘)

1
AT {E(|yé”|> +nE(e;" DYE(e”))
Jnl(b
— o(n~ V221 4 <M) = o(1),
bl‘l
i.e.,
1 n
fl(b ) (1) efz) =o0,(1), asn — oo. @)
Similarly, we can show
W)m—%m,nﬁszLZ (8)
«/_l(b ) =
This, together with (6)-(8), shows
n
1 (e9)
NS ,; é W Z
n = +o0,(1), asn — oo,
. Z%Um b
Sl & Y116t ﬂw)

while combined with (5) shows (3).
Note that y; = py;—1 + e;. Multiplying both sides with y; and y;_ respectively, and taking summation, we
have

n - n _ n _
V=0 ViVi—1+ ) Veer,
t=1 t=1 t=1
n _ n _2 n _
DoVVi1=p ) Vi + D Vi-1er.
t=1 t=1

Since

1 &G d
=T Yi—1er —> Wa,
ﬁl(b,»; o
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and
n n n
Z)_’tet =p Z)_’t—let + 2612,
t=1 =1 t=1
we have
N -
Zizi Ve L1, n— oo,
nl(by)

no 2
by noting that ant(zbl,f)t A (see (3.4) in [12]). Hence,

éif ; B
;Z“’") = 'Otinl(’ll;,,) +1+0,(1)
1§ Y [; ytzﬁl

) PGy +0p(D),

which implies that as n — oo

n _12
tgl i P 1
nl(by,) 1—p2
z:l)_/t)_/t—l
= p
WG T2
Note that
1 ¢ 1 ¢ n n
— 1= - Vi1 + —— = —— 4+ 0,(1),
nZ)’tl nZ)’tl 1—p 1—p p(D
=1 t=1
and

12":2_12":_2+2u12":_+1u2
nlbn) =7 T i) ST U=l 7T T ) (=

t=1

Using these, the rest proof of this lemma follows directly by the law of large numbers.

Proof of Theorem I For the least squares estimator, it is easy to check that
> y12_| does— Vs—1 ). eryi—l
=1 s=1 s=1 =1

n n 2
~ 2 -~
(l‘i‘ - H’) — ntgl Yin1 (tgl . l)

n n n
n Z )’r—let—z Yi—1 Z €s
t=1 t=1 s=1

n 2 n 2
"y y,,l—(z yH)
=1 =1

For convenience, hereafter write

n n n n
AL= yig ) es— Y Y1) vi-ie,
t=1 s=1 s=1 t=1
n n n
Ay =n Zytflet - Z)’H Zes,
t=1 =1 s=1
n n 2
N ST (z y) .
t=1 t=1
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Observe that
n n n n
Ar=) VY es— Y Y1y vt
t=1 s=1 s=1 t=1
n M n n n n
- -2 > _ S
_ (z TR zy,_l) e Y e
=1 =1 s=1 s=1 =1
Hence, by Lemma 1 we have, as n — oo,

by —LWI(lim 1(b )=02)
Wl 2 T T 2 T a1 = py 2 e :

Next, relying on

n n n
Ary=n Zyt—let - Zyt—l Zes
=1 t=1 s=1
n n n
= nZ)_’t—let - Z)_’t—l Ze‘v
=1 =1 s=1
n
=n (Z yz_le,) {1+ o0,(1)},

t=1
we obtain

1 d
—— Ay — Wh.
n32Uby) ?

Following a similar fashion, we have

N 1 2”: ) 1 1i: P,
= -— | - _ — .
2l T nl(by) Y17 1) n Yil 1—p2

Then this theorem follows immediately by using the continuous mapping theorem.

Proof of Lemma 2 For the first part, by following a similar fashion to Lemma 1, we can show that

n n
NI t; é v ;;1 e’
1 i —(n—t) _ 1 & —(n—1) ,(1)
o 2P e | =| 76 El P e | +op(l).
p S PR = )
mf;p e+ pyo thp e+ Yo

The rest proof is similar to [3] and [21]. We omit the details.
t .
For the second part, we only prove the case of lim I(b,,) = oo. Let ﬁt(k) =Y p’_’efk) +p'vo, k=1,2,
t=1,2,---,n. Similar to Lemma 1, we have

n
P EFY e 5 0,

t=1

n

_ _ ~(k) ~(j p

p b)Y EIFE 5 0,
t=1
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for (k, j) € {(1,2), (2, 1), (2,2)}, as n — 00, and in turn, we can obtain that

P~ D UB)Y Y. Firer P~ D1 (b)) ! 2 5D el
r=1 = +o0,(1).
—2(n— IR —2(n— ~(1) P
(p* = Dp~2=Dii(by,)} 121y3_1 (p? — Dp 2= D{i(b,)}~ 1Z(y, )
t=

The rest proof is similar to the first part. We omit the details.

Proof of Theorem 2 Using the same arguments as [21], it follows from Lemma 2 that

oD o = Ut 2,

P~ Dby} ! Z Viorer -5 UL(Us + =3

t=1

(0 = Dp~ "D}~ 1/22yz 1—>U2+“—l

t_l

(0 = D 20D b) " 32 s U+ 222,
t=1

Then as n — oo, we have

1 _ —2n -1 - 2
ATy = o o) ;””XWZ e+ 0p(1)

2
d 1 o
— W (Uz + —)
p2(p? —1) p—1

Ay = p LB} Y yiere 4 0p(D)

t=1

1
o p—1

1
np"1(by)

and

1

Tl = PTG Y vy 4 0p(1)

t=1

2
d 1 o )
A — + .
p*(p? —1) ( -1
Proof of Theorem 3 Similar to the proof of Theorem 1, by Lemma 3, we have, as n — o0,

n n n n
A = Zyzz_l Zet - Z)’t—l Z)’t—lez
t=1 t=1 t=1 t=1

Then the theorem has been proved.

n t—2 . 2 n n s—2 . n t=2 _
S e = ID2D 0 | DD pler | {1+ 0,
t=1 \j=0 s=1 s=1 j=0 t=1 j=0

which implies

1

1 1 1

d 2( 2 7
—_— A — w(@ J ds — Je(s)d Jo(s)dW ,
T 1 % ( (D A (s)ds fo () S/O () (S))
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and
n n n
Ay =n Z)’t—let - Z)’t—l Zet
t=1 t=1 =1
n t—2 ' n t—2
21113 37274 I § 95 9723 D o2t KEREAII)
t=1 j=0 t=1 j=0 =1
which leads
1 d ! - = !
——A)— </ Jo(s)dW(s) — W(l)/ Jo(s) ds) ,
n31(by,) 0 0
and

n n 2
Az = nZy,z,l - (Z)’tl)
t=1 t=1

n t—2 . 2 n t=2 ‘ 2
= ,fnz pr —u? ZZpJ + 0, (nh),
=1 \j=0 r=1 j=0

which results in

1 1 1 2
_4A3_>M2 (/ ch(S)dS—(/ Jc(s)ds) ), n — oo.
n 0 0

Then the theorem has been proved.

Proof of Lemma 4 (i) Similar to Lemma 1, under PS5, by the Markov inequality and the fact nl(b,) < b,zl, we
have for any ¢ > 0

nt(2)

/n%l(by)e

S o ElledI(ler] > by)]
nl(by)e

1—1 2
E
/n"‘l(b )8) < Zz 1P |et |

<2

_0<l(b)> n 1
T\ by ) 1= p n®l(by)e

<./n"‘l(bn)>
=0l —) =0, asn — oo.
by
This implies that
1 & ® & e®
— 0 and —> 0 asn — o©
ﬁ i—1 l(bn) v/n¢ Z \/l(bn)

Similarly, we can show that

—> 0, n —> oo.

i =

Next, if one of i or j equals 2, it follows from Lemma A.2 of [14] that

n —! - 1—k (z) (/) »
— 0, n— oo.
/ THa z22: /; V1(by) l(b
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We actually obtain

n n (1)
Ly« L €1
NG = 1(bn) Jn = 1(bn)
1 i o' le, 1 i pt—let(l)
vn“ =1 1(by) Vn® =1 Vl(bn)
1 n ,Onite'/ = 1 n pnfteil) + Op(l). (9)
In® t; 1(Bn) Vi t; 1(bn)
! i o [il p' e, 1 i e® lil pi=1=i el
nl+o P Vi(by) izl V1(bn) nl+a = Vi(by) = 1(bn)

Based on the Cramér-Wold device and central limit theorem for martingales differences sequence, Lindeberg’s
condition for the first part of the right side of (9) can be proved by using the same arguments as [19] and [14].
We omit the details.

(i1) The proof of the case under P6 is similar to that of (i) and [19], thus is omitted.

Proof of Theorem 4 (i) Under P5, observe that p" = o(n™%), yo = 0(n*/?), and
Yo =p+ pyi—1+e

t
M </“L a ) t § : t—i
_— [ b
—] + - n-+yo)p + P €

i=1

which implies

Yn = (% + Zpt_iei) {1+0,(1)}.
i=1

It is easy to verify that

n
Y oy = : (nu—yn+zez),
t=1

=1 1_’0

n

n t—1
w —1—i
> viter = {Zer (E +2_r )} (1+0,(1)},
t=1 t=1 i=1

n

1 n n n n
Z)’zz—l = 1_—1()2(”#2 — v+ Zezz +2up Zyr—l +2u Zez +2p Z%—l&)
=1 =1 =1 t=1

1 n n
= 1_—p2<nM2 — it > el +2up Z)’t—l){l +o,(D)}.

t=1 t=1

Hence,

n n n n
Ay = Zytz_l : Zet - Z)’t—l : Zyt—let
t=1 =1 t=1 =1
1 n n n n n
= {1 — (nuz Y e +2mp Y v H2m Y e +2pZyt—1et) e
t=1 =1 =1 =1 =1
1

1—p (nl/« —Yn+ Zez) . Zy,le;} {1+0,(1)}
=1 t=1

1 an_yz_i_ nog2 n n n
=1_p{( =) e ’+W>Zyz_1+uzef)-Ze;—(nu—yn)
t=1

t=1 t=1
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n

S e 3 (0 o)+ 0,0

=1 t=1 =1 j=0
n n t—1
an u - 1
= {52 by
[ (fzp Fm)
3(14a)/2 [ 1 et t—1-j _ &j
+n bw) W;ww_);p s | (o)
and
_ZJ’t—l'Zet+”Z)’t—let
11 (nu yn+Ze,>-Zet+n[1M ey
=1 PO
" _ — IR
S 2<z o)
_ 1+3a/2 1 €
o 2 (5 )
3/24a/2
+ 372 b, \/TZ\/I(THZPHJ\/I(;_) {140,(1)},
and

n n
2
Az = nzytz_l - (Z)’zfl)
=1 t=1
n 1 2nu2p 2up 4pp
=l e, (e +Zex)—yn T, e

Il—pll+pll—p 0 e
1
—l_p[nuz—zuyﬁzuZet]]{l+op(1>}
2up ZMyn}
2
_ — 1 1
- {1+p[Z i~ _py"]+1 {1 +o,(D)

n*(b,) (1 e 143 M u*
{——20 <;;@ +n {1+o,(D}

These, together with Lemma 4, lead directly to (i).
(ii) Similarly, we have under P6

yu = Eno" 402" IB) Vall + 0, (D),

as n — 0o, which implies that

2
= el T 00
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and

1 1

n n

_ _ _ ﬁ a+l o
Z)’t—l = C” Yn n Yo cn ” Zet
t=1 —

- 5n2ap"+ “n3 200 Sl Va1l + 0, (1)),

Using a similar technique, we obtain, as n — oo,

n

n r1—
" _ _ .
D ovicier =) Cn‘“r P+ yop! 1+Zpt o

t=1 t=1

-1

n n n
Z—%nazez+%na20t €t+y02,0 e,—l—Z Z,o[_l iei ] e

t=1 t=1 t=1 t=1 \i=1

= En3e2pn 1 Va{1 + 0, (D)},

and

n 2
iz 2
> iy = g e 4 e i) Vall + 0, (D)
=1

Then as n — oo, we have

2
Al — 3a+l/2p2n /l(bn V1{1+0p(1)}

2 53

Ay = %n3“/2+1p"¢1(bn>v3{1 +o,(1),
Mz 03 2

Ay = S5 p™ {1+ 0, (1))

Therefore, the result holds.

4 Concluding remarks

In this paper, we investigated the limit distribution of the least squares estimator of (u, p) for the first-order
autoregressive model with u # 0. The discussions were taken under the assumption that the error variance
may be infinite. The existing results fail to hold under this assumption. Our results show that the possible
infinite variance affects the convergence rate of the estimator of the intercept in all cases, but only in some
cases for the correlation coefficient; see Sections 3.3 and 3.4 for details. Based on the current results, one
could build some testing procedures, e.g., ¢-statistics. However, their limit distributions may be quite complex
because the least squares estimator has a different limit distribution in different cases, and even is degenerated in
moderate deviations from a unit root case. Hence, it is interesting to construct some uniform statistical inferential
procedures, e.g., confidence region for (, ,o)T, which are robust to all cases above. Nevertheless, this topic is
beyond the scope of the current paper and will be pursued in the future.
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