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Abstract We explore properties of Cauchy-Stieltjes Kernel (CSK) families that have the same counterpart
in natural exponential families (NEFs). We determine the variance function of the finite mixtures of a
CSK family with its length-biased family. We also prove that, for a more natural definition for the domain
of means, the new domain of means scale nicely under affine transformation.
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1 Introduction

According to Wesotowski [10], the kernel family generated by a kernel k(x, ) with generating measure v is
the set of probability measures

{(k(x, 0)/L(O)(dx) : 0 € O},

where L(0) = [k(x,0)v(dx) is the normalizing constant and v is the generating measure. The theory of
natural exponential families (NEF) is based on the exponential kernel k(x,0) = exp(6x). The theory of
Cauchy-Stieltjes Kernel (CSK) families is recently introduced and it arise from a procedure analogous to the
definition NEF by using the Cauchy-Stieltjes kernel 1/(1 — 0x) instead of the exponential kernel. Bryc [1]
initiated the study of CSK families for compactly supported probability measures v. He has shown that such
families can be parameterized by the mean and under this parametrization, the family (and measure v) is
uniquely determined by the variance function V(m) and the mean myg of v. In [2], Bryc and Hassairi extend
the results in [1] to allow measures v with unbounded support, providing the method to determine the
domain of means, introducing the “pseudo-variance” function that has no direct probabilistic interpretation
but has similar properties to the variance function. They have also introduced the notion of reciprocity
between tow CSK families by defining a relation between the R-transforms of the corresponding generating
probability measure. This leads to describe a class of cubic CSK families (with support bounded from one
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side) which is related to quadratic class by a relation of reciprocity. A general description of polynomial
variance function with arbitrary degree is given in [4]. In particular, a complete resolution of cubic com-
pactly supported CSK families is given. Other properties and characterizations in CSK families regarding
the mean of the reciprocal and orthogonal polynomials are also given in [7] and [6].

The aim of this paper is to continue the study of CSK families. We explore properties of CSK families
that have the same counterpart in NEFs. In the rest of this section, we recall a few features about CSK
families. In section 2, we present some facts about length biased distributions and we determine the variance
function of mixing a CSK family with its length biased family. In section 3, we prove that for a more natural
definition of the domain of means, the latter scale nicely under affine transformation as in the case of NEFs.

The notations used in what follows are the ones used in [2, 4, 6] and [7].

Definition of CSK families. Let v be a non-degenerate probability measure with support bounded from
above. Then

Mv(O)z/l_lng(dx) (1.1)

is well defined for all 0 € [0, 0..) with 1/0, = max{0, sup supp(v)} and
Ky (v) = {P .y (dx); 0 € (0,04)} = {Qn(dx),m € (mo(v), my(v))}
is the one-sided CSK family generated by v. That is,

1

P =y o= o

v(dx)

and Q,,(dx) is the corresponding parametrization by the mean, which is given by Q,,(dx) = f,(x, m)v(dx),
with

V, (m)
V, (m)+m(m—x) m 7é 07
flx,m) := 1 m=0, V,(0)=#0; (1.2)
V(0
oy, m=0, V,(0)=0

and which involves the pseudo-variance function V,(m) introduced later on.
Domain of means. Let k,(0) = [ xPg,)(dx) denote the mean of P(y). Then the map 0—k,(0) is strictly
increasing on (0, 0.), it is given by the formula

M, (0) — 1

k(0 =G (1.3)

The image of (0, 6;) by k, is called the (one sided) domain of means of the family &, (v), it is denoted
(mo(v),m(v)). From [2, Remark 3.3] we read out the following: for a non-degenerate probability measure v
with support bounded from above, define

B(v) = max{0, supsupp(v)} = 1/0 € [0, 0). (1.4)
Then the one-sided domain of means (my(v),m(v)) of is determined from the following formulas
my(v) = 013& ky(0) (1.5)
and with B = B(v),
1

(1.6)

Remark 1.1 One may define the one-sided CSK family for a generating measure with support bounded
from below. Then the one-sided CSK family K_(v) is defined for 0_ <0 <0, where 0_ is either 1/b(v) or
—oo with b = b(v) = min{0, inf supp(v)}. In this case, the domain of the means for C_(v) is the interval
(m_(v),mo(v)) with m_(v) = b — 1/G,(b). If v has compact support, the natural domain for the parameter 6
of the two-sided Cauchy-Stieltjes Kernel (CSK)family K(v) = K, (v) UK_(v) U {v} is O_<0<0,.

Variance and pseudo-variance functions. The variance function

@ Springer




1188 R. Fakhfakh

Vy(m) = / (x — ) Ou(d) (1.7)

is a fundamental concept of the theory of CSK families as presented in [1]. Unfortunately, if v does not have
the first moment (which is the case for 1/2-stable law), all measures in the CSK family generated by v have
infinite variance. Therefore, authors in [2] introduce the pseudo-variance function. It is easy to describe
explicitly if mo(v) = f xdv is finite. Then, see [2, Proposition3.2] we know that

V,(m) Vy(m)

= ) (1.8)
m m— my
In particular, V, = V, when mg(v) = 0. In general,
Vv, 1
om) _ —m, (1.9)
m ¥, (m)

where Y, : (mg(v),my(v)) — (0,0,) is the inverse of the function k().
The generating measure v is determined uniquely by the pseudo-variance function V, through the
following identities (for technical details, see [2]): if

V,
z=z(m)=m+ v(m) (1.10)
m
then the Cauchy transform
1
G,(z) = dx). 1.11
@ = [ v (1.11)
satisfies
m
Gy(z) = ——.
v(2) V() (1.12)

The effects of affine transformations. Here we collect formulas that describe the effects on the corresponding
CSK family of applying an affine transformation to the generating measure. For § # 0 and y € R, let f(v) be
the image of v under the affine map x — (x — y)/0. In other words, if X is a random variable with law v
then f(v) is the law of (X —9)/6, or f(v) = D;/5(vB0_,), where D,(u) denotes the dilation of measure u by
a number r # 0, i.e. D,(u)(U) = u(U/r).

The effects of the affine transformation on the corresponding CSK family are as follows :

e Point my is transformed to (mg — y)/6. In particular, if § <0, then f(v) has support bounded from below
and then it generates the left-sided K_(f(v)).
e For m close enough to (mg — 7)/0 the pseudo-variance function is

V,(0m + 7). (1.13)

m
0 o)

In particular, if the variance function exists, then
1
Vi (m) = 52 Vi(om + 7).
A special case worth noting is the reflection f(x) = —x. If v has support bounded from above and its right-
sided CSK family X, (v) has domain of means (mjg,m) and pseudo-variance function V,(m), then f(v)
generates the left-sided CSK family K_(f(v)) with domain of means (—m.., —my) and the pseudo-variance

function Vy(,)(m) =V ,(—m).

Remark 1.2 The upper end of the domain of means do not satisfies a simple formula under affine
transformation. This question is well studied in Section 3.
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2 Finite mixtures of CSK families
2.1 Motivation

The weighted distributions are widely used in many fields such as medicine, ecology and reliability, to name
a few, for the development of proper statistical models. Weighted distributions are milestone for efficient
modeling of statistical data and prediction when the standard distributions are not appropriate. Suppose X is
a non-negative continuous random variable with pdf (probability density function) fix). The pdf of the
weighted random variable X, is given by

fol) =———, x>0,

where w(x) is a non-negative weight function and m,, = E(w(X)) <oo. Note that similar definition can be
stated for the discrete random variables. For the weight function w(x) = x, the resultant model is called
length-biased distribution (or size biased distribution) and its pdf is given by

fulx) = H ) , x>0,

m

with m = E(X) < oo.

Patil and Rao [8] examined some general models leading to weighted distributions and showed how the
weight w(x) = x occurs in a natural way in many sampling problems. Size-biasing occurs in many unex-
pected context such as statistical estimation, renewal theory, infinite divisibility of distributions and number
theory. Mixtures of distributions are also of great preeminence in such area as most population of com-
ponents are indeed heterogenous.

On the other hand, most of probability distributions in classical probability theory are elements of NEFs.
Seshadri [9] considers finite mixtures of a NEF where one component is a length-biased version of the other
component. Since the variance function is the fundamental concept for NEFs, then some examples of
variance function of the form

V(m) = P(m) + Q(m)\/A(m), (2.1)

(where P, Q and A are polynomials in m with degree of P <3, while the degrees of Q and A are <2), are
explained of the result of mixing a NEF and its length-biased family. A general classification of the class of
variance function of the form (2.1) is given in [5].

The theory of CSK families is based on notions from free probability theory and it provides probabilities
distributions of importance in literature. In the rest of this section we are interested in the CSK-version of
finite mixtures where one component is a length-biased version of the other component. We provide new
form of variance function given by:

V(m) =

(2.2)

T(m) + \/A(m)

where Q and T are polynomials in 7 with degree 1, while P and A are polynomials of degree 2.

P(m) + Q(m) A(m)]

2.2 Variance function of finite mixtures

In this paragraph, we relate the variance function of the mixed CSK family to the original CSK family. The
following result is used in the proof of Theorem 2.3.

Proposition 2.1 Let I, (v) be the one sided CSK family generated by a compactly supported probability
measure v concentrated on the positive real line with mean my(v). Consider the probability measure

u(dx) = (y:’m‘,))v(dx) with 7y > 0. We have that

(i) M,(0) exists for 0 € (0,0,), and is given by
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M0y +p) -

M,(0) = y4+mo(v)

(i) For all 0 € (0,6,),

ki (0)(1 + 0 + Omo(v)) — mo(v)
0(y + k,(0)) '

(O )(dx) () (9\,)(dx) then

k#(Q) =

(iii) For 6 € (0,0..), denote P

(2.3)

ky(0)

P(g#) (dx) = ))—‘,-—]CV(@)P(H’V) (dx) + m})(g",) (dx)

The CSK family K (u) appears to be the mixture of Pg,)(dx) and P,  (dx).

Proof (i) The probability measure v is compactly suppoted and the function x +— v x is bounded on

the support of v, so that M,(0) exists for 0 such that M,(0) is well defined. 7+ mo(v)
y+x
d
/1f9” = [ Grmoni e

y—i—mo(v) </1_y€xv(dx)+/l_x€xv(dx)>

o Lo MO+ -]
—y+m0(v)</M\,(9)+9(MV(0) 1)>_—Hmo(v) :

(i1) Using formula (1.3) and (i), we have that
M,(0)—1 (7 +pM(0) — G+ 7 +mo(v))

SO = =@ T (M) — 1

From the fact that M, (0) = %, v;/(e(zl)r)(t?ir—t . o

v Y mo(Vv)) — mg(V

40 = 007+, (0))
(iii) For 0 € (0,0.), we have
1 _ Y+ x
Ponl®) =3 oy =" = @6+ - i - o "
B yv(dx) xv(dx)

+
(r+ 5l )M ) (1 = 00) (5 + 2505 ) M(0) (1 = 0)
“/P(g",)(dx) .X'P(é)_y) (dx) . W/P((;’v) (dx) kV(Q)P?H,v) (dx)

TOTk0)  G+k@) 7kO) 7T k(0)

O

Remark 2.2 If v is a non-degenerate probability measure with support bounded from one side (say from
below), it may happen that [xv(dx) is infinite as for example all probability measures that generates cubic
CSK family given in [2]. So, we restrict ourselves to compactly supported probability measure v, so that
uldx) = (; Jr’r:xv )v(dx) is also a compactly supported probability measure.

Next, we relate the variance function of the CSK family generated by u to the variance function of the
CSK family generated by v.

Theorem 2.3 Let K, (v) be the one sided CSK family generated by a compactly supported probability
measure v concentrated on the positive real line with mean my(v). Consider the probability measure
uldx) = ( ’”v Yv(dx) with y > 0. We have that

74mo (
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On some properties of Cauchy-Stieltjes Kernel families 1191

(i) For 0 € (0,0,), denote m = k,(0) and m = k,(0), so we have:
Vy(m)

m= + m. (2.4)
y+m
(ii)) The one sided domain of means of the CSK family C, (1) is given by
Vi(mo(v)) (r+ B)m+(V)>
, =—F= V), —————=. 2.5
(i e ) = (D4 g, LB 23)
(iii)  The variance function of the CSK family /C, (u) is
S V,(m) _
Proof
(i) From (2.3), it is easy to see that
o= mo(v) + m(y + mo(v)), (m) 27)
(v + m)ip,(m)
Using (1.9) and (1.8), equation (2.7) becomes
Oy m(v) Om = mo() (S ) - m(y -+ mo(v))
"= Y+ m - 7+ m
_Volm) + mlm = mo(v)) + m(y -+ mo(v)) _ Vilom)
yt+m y+m
(i) Using the definition of the domain of means, we obtain
. . Vy(m)
= lim k,(0) = 1
mo(pt) = lim K, (6) L Wi
v,
_Valmob)) .
7+ mo(v)
. V. (m) . V) gy
m = lim k,(0) = lim +m= Ilim m-2%——
+(w) = lim &, (0) L v ,im S
Y+ B
= V).
ETROKY
Vi(m)

(From [2, Proposition 3.3], recall that lim,,__,,, (,) =~ + m = B).

m

(iii)  For 0 € (0,0,), we have ,(m) = 0 = y,(m). This with equations (1.9) and (1.8) implies (2.6). [J

Note that the function m +— 7 = k,(\,(m)) is a bijection. To obtain the expression of V,(7), we express
m in terms of m from (2.4) and insert it in (2.6).

The following special cases are of interest as they exhibit mixtures of CSK families generated by laws of
importance in free probability.

Example 2.4 Consider the (one-sided) CSK family generated by the semicircle law
1
v(dx) = oy V4 — X1y odx

with mg(v) = 0. The variance function is V,(m) = V,(m) = 1 and the domain of means is (0, 1). Consider
the image ¢(v) of v by the map ¢ : x — x + 2. The CSK family generated by

D)) = 5 VAT~ DL ()

with m(¢(v)) = 2 has variance function V) (m) = 1. We have that B(¢(v)) = 4 and
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1 1
—B — i =4 lim ——— = 3.
m+((p(V)) ((/)(V)) z—‘llg(r(;(v)) G(p(v) (Z) Z£n>4 GV(Z _ 2) 3

For y > 0, the probability measure

@ = (25 )otia

generates the CSK family with domain of means, according to (2.5), given by

(mame) = (245,34 25)

From equation (2.4), solving m in terms of m we get
m* + (y —m)m + (1 —ym) =0 (2.8)

It is clear that 1 — y77 is negative for y > /2 — 1. In that case the product of roots in (2.8) is negative and m
must be the positive root of (2.8), that is

m— % VA(m)’ (2.9)

with A(#) = (m —7)> +4(ym—1). On the other hand, from (24), we have that
V() (m) = (i — m)(y + m). This, with equations (2.6) and (2.9) implies that the variance function of
K (w) is

Viu(m) =(7 + mo(p(v)))(m — mo(n)) (#&m)

» 245\ ity /A
6+2)( y+2)<m_y_4+¢m>'

It can be written in the form

P(m) + () A(m)}
T(m) +/A[m) |

+9)[(y +2)m — (29 +5)). A(m) = (m —y)* +4(ym — 1), Q(m) = (2y+5) — (y +2)m
(y+4).

Example 2.5 For 0<a® <1, the (absolutely continuous) centered Marchenko-Pastur distribution

with P(m) = (m
and T(m) =m —

4—()c—a)2

v(dx) = 2n(1 4 ax)

1(a72,a+2) (x)dx

generates the CSK family with variance function V,(m) =1 + am = V,(m) and domain of means (0, 1).

e Suppose that 0<a <1 and consider the image ¢(v) of v by the map ¢ : x+ ax + 1. The CSK family
generated by

V@172 -0 —(a—17)

o(v)(dx) = —

1((a71)27<a+1>2> (x)dx,

with mo(¢(v)) = 1, has variance function of the form V,,(,)(m) = a*m. With B(p(v)) = (a + 1)* and using
[1, formula 3.9] , the upper end of the domain of the mean is
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On some properties of Cauchy-Stieltjes Kernel families 1193

a
= a+12— im —mM8M—
@t )= tm G 1)/a)

mi(¢(v)) =B(p(v)) = lim ]
=(a+1)Y —ala+1)=a+1.

=—B(p(v)) Grp(v) (Z
a p—

@ )

For y>0, the probability measure u(dx) = (/ff)(/)(v)(dx) generates the CSK family with (one-sided)
domain of means

2 12
1+ a,a+1+%iii—.
y+1 y+a-+1

From equation (2.4), solving m in terms of m we get

m? + (a*y — m)m — ym = 0. (2.11)
The product of roots in (2.11) is negative, then m must be the positive root of (2.11), that is
m:n_a—y—a2+\/A(m) (2.12)
2 b

with A(m) = (m — 7 — a®)* + 4ym. The variance function of K. (u) is given by (2.10) with
P(m) =[(y+D)m—(y+1+a)|m+y+a*), Qm) =—@+Dm+(y+1+a®), Tm=m—(+
a®+2) and A(m) = (m — 7 — a®)* + 4ym.
e Suppose that —1 <a <0 and consider the image ¢(v) of v by the map ¢ : x + ax + 1. The CSK family
generated by

Vi@+17? -0 —(a—17)

2na’x

@(v)(dx) =

with mo(¢(v)) = 1, has variance function of the form V) (m) = a*m. With B(p(v)) = (a — 1), the upper

end of the domain of the mean is m (¢(v)) =1 —a. For y>0, the probability measure pu(dx) =
=

1<<a+1)2’<a71>2> (x)dx,

)o(v)(dx) generates the CSK family with (one-sided) domain of means

2 N2
14 g edmaTy)
y+1 7+1—a
The variance function of K, (i) is given by (2.10) with P(m) = [(y + D)m — (y + 1 + @®)](m + 7 + @°),
Q(m) = —(y+ )+ (7 + 1 +a®), T(m) =m — (y + a* +2) and A(m) = (M — y — a*)* + 4ym.

Example 2.6 For a?® > 1, the Marchenko-Pastur distribution is

4— (x—a)

) = o

Yo 2a12)(0)dx + (1 = 1/a%)5_y ().

It generates the CSK family with variance function V,(m) = 1 + am = V,(m).

e Ifa>1, B(v) =a+2 and the upper end of the domain of the mean is m,(v) = 1. In this case the
domain of means is (0, 1). Consider the image ¢(v) of v by the map ¢ : x — ax + 1. The CSK family
generated by

Vi@+ 12 =0 - (a-17)

2nax

o(v)(dx) = 1((a—1)2,(a+1)2)<x>dx+ (1 —1/a*)do(dx),

with mo(¢(v)) = 1, has variance function of the form V() (m) = a*m. With B(p(v)) = (a + 1)%, the upper
end of the domain of the mean is m,(¢@(v)) =a+ 1. For y>0, the probability measure u(dx) =

7+
(1

Yo(v)(dx) generates the CSK family with (one-sided) domain of means

@ Springer
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2 1 2
1+t +M .
y+1 y+a+1
The variance function of K, (i) is given by (2.10) with P(m) = [(y + )m — (y + 1 + a@®)](m + 7 + @°),
o) = —(y+ i+ (y+ 1+ ), T(m) = — (7 +a* +2) and A() = (7 — y — a®)* + 4y
e Ifa< —1,B(v) = —1/a and the upper end of the domain of the mean is m. (v) = —1/a. In this case the

domain of means is (0, —1/a). Consider the image ¢(v) of v by the map ¢ : x — ax + 1. The Cauchy-
Stieltjes Kernel (CSK)family generated by

a+1 x—(a—1)*
ooy = Ve =0 = = 1))

2alx ((a+1)*(a—1

2y (x)dx + (1 — 1/a*)60(dx),

with mo(¢(v)) = 1, has variance function of the form V,,)(m) = a*m. With B(¢(v)) = (a — 1)?, the upper
end of the domain of the mean is m (¢(v)) =1 —a. For y>0, the probability measure pu(dx) =
(M

o 1)@(v)(dx) generates the CSK family with (one-sided) domain of means

2 N2
1+ a ,l—a—a(l—a) .
y+1 y—a+1
The variance function of K, (u) is given by (2.10) with P(m) = [(y + 1) — (y + 1 +a®)|(m + y + a?),
Q@) = —(y+ 1) + (y + 1 +a*), T(m) = — (y + a* +2) and A(m) = (7 — y — a*)* + 4.

Example 2.7 For a # 0, the standard free gamma distribution

\/4 1+a?) — (x —2a)°
21(a2x2 + 2ax + 1) 1 2a72\/1+az,2a+2\/1+a2)(x)dx

generates the CSK family with mo(v) = 0 and variance function V,(m) = (1 4+ am)* = V,(m). Suppose that
a > 0 and consider the image ¢(v) of v by the map ¢ : x — ax + 1. The probability measure

Wrz +a —x) (x- (V@ TT - a))
(v)(dx) = ) 1(<\/mfa>2,<\/m+a>2)(x)dx’

generates the CSK family with mg(¢(v)) = 1 and variance function V,,)(m) = a*m?.

From equation (2.4), solving m in terms of m we get
(@ + 1)m? + (y — m)m — ym = 0. (2.13)
The product of roots in (2.13) is negative, then m must be the positive root of (2.13), that is
=+ VAW (2.14)
2(a2 + 1)

with A(7) = (1 — ) + 4p(a® + 1)

For y>0, the probability measure pu(dx) = ( 1)@(v)(dx) generates the CSK famlly with variance
function given by (2.10) with P(m)=[(y+1)m— (y+ 1 +a*)]((2a* + Dm +y),
Q) = (y+ V)i — (y + 1 + a?), T(m) = — y — 2(a®> + 1) and A(m) = (7 — 7)’ + 4y(a® + 1)7i.

3 Domain of means under affine transformation
3.1 A more natural definition for the domain of means
It is well known that the domain of means for exponential families scale nicely under affine transformation:

Denote by My the domain of means of a NEF F generated by a probability measure u. Let ¢ an affine
transformation. Denote by ¢(F) the NEF generated by ¢(u). It is well known that M,z = @(MF).
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On some properties of Cauchy-Stieltjes Kernel families 1195

One notes that the lower end of the one sided domain of means of the family K (v) scale nicely under
the action of affine transformation ¢, that is my(¢@(v)) = @(mg(v)), but we do not have a general formula of
the upper end for the natural domain of means for I (v). The following examples show that there is no
simple formula for m (v) under affine transformation.

Example 3.1 Consider the inverse semicircle distribution

Vol ) () (3.1)

v(dx) = 27x2 (i

It generates the CSK family with pseudo-variance function V,(m) = m?, and the domain of means is
D, (v) = (mo(v),m; (v)) = (—oo, —1). The image ¢(v) of v by the map x+— ¢(x) =x+1/2 is

V1 —4x

@(v)(dx) = W (~oo0d

)(x)dx. (32)

and it generates the CSK family with pseudo-variance function V., (m) = m(m — 1/ 2)%. We have that
1 04 —0)
Wq)(v) (m) = m and k(p(v)(o) = Y
for all 0 in ®(¢(v)) = (0,4). The domain of means is (mg(@(v)),my(@(v))) = (—00,0). In this case we
have . ((v)) = 0 # —1/2 = p(m. (v)).

Example 3.2 Consider the (two-sided) CSK family generated by the semicircle law
1
v(dx) :£v4—x21‘x‘<2(dx) (3.3)

with the variance function V,(m) = V,(m) = 1 and domain of means (—1, 1), that is
V4 — x?
K(v) = lycodx:me (—1,1) 5.
) {2n(1 +m(m —x)) ji<adrm € ( )
The image ¢(v) of v by the map x — @(x) =x — 3 is

() (ax) = VO DIED

With  B(@(v)) = max{0,supsupp(e(v))} =0, the (two-sided) range of parameter is
(0_,04) = (—1/5,400). The probability measure ¢(v) generates the (two-sided) Cauchy-Stieltjes Kernel
(CSK)family

K(@(v)) = {P.pw)(dx); 0 € (=1/5,+00)} = {Qu(dx),m € (m_(p(v)),m(o(v)))}

with pseudo-variance function V) (m) = .25. We have that

1 s _py(x)dx. (3.4)

m+3 "
m —30) — 0 0
ool =0 () = VDO,
We have
(o) = tim Ky (0) = tim 30 =VOFDEOFD  34V5 )

0—-+o0 0—-+o00 26 2

The purpose of the rest of this paragraph is to give a more natural definition for the domain of means of a
CSK family that behave nicely under affine transformation. In several references, we consider the range of
the parameter 6 such that 1/6 € (sup supp v,00) N [0,00). In fact authors in [2] have pushed forward the
theory of CSK families by extending the results in [1] to allow measures v with unbounded support. In such
situation, the family is parameterized by a ’one-sided’ range of 0 of a fixed sign, so that generating measures
have support bounded from above and the CSK families are parameterized by 0 > 0, which gives the
domain of means (mg, m ). We can include additional range of § which is possible only when the support of
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vis in (—00,0). In this case we can include additional range of 1/0 € (sup supp v,0), so the extended range
of 0 would have a simpler description

O(v) ={0; 1/0 € (supsupp v,0)},

that is, ®(v) is the set for which the transform M, exists and, with A = A(v) = sup supp(v), it can be written
as

[ (=00,1/A)U(0,00), if A<O;
®(v){ (0, 1/4), it A>0.

This extension for the range of the parameter 6 was considered in [3] where authors prove that in the natural
parametrization of a CSK family by the mean, one can sometimes extend the family beyond the natural
domain of means, preserving the variance function when the variance exists. The extension given in [3]
proceed in two separate steps and leads to a nice formula for the upper end of the extended domain of means
under power of free convolution. We specify some fact about the first extension of a CSK family given in
[3] that consider range of 6 € ®(v) and we will prove that this extension provide a more natural definition
for the domain of means that behave nicely under affine transformation. The first extension of the
CSK family K, (v) is defined as the set of probability measures

K.(v) = {P(g_y)(dx) - mv(m 0 ®(v)}.

Note that K, (v) = K, (v) when A(v)>0, because in this case ®(v) = (0,1/A) = (0,1/B) = (0,0,).
Therefore, the first extension is non-trivial only when A <0. In that case

O(v) = (—o0,1/A) U (0, +00).

It is known [2] that the mean function k,(.) is strictly increasing on (0,0.) = (0,+0c0) and
(mo(v),my(v)) = ky((0,+00)). It is also proved (see [3, Proposition 3.5]), that the function k,(.) is strictly
increasing on (—oo, 1/A).
We have that
M(0)—1 . G -1 1 1

lim k(0) = lim —2 = lim 00— —0— =B———=m.(v).

01— oo 1T OML(0) 0w Gy(D) G,(0) G,(B)

Define m;(v) = lim k,(6). The the function k,(.) define a bijection from (—oo,1/A) onto its image
(m4(v),m, (v)). We thfen define the function , on (mg(v), m, (v)) as the inverse of the restriction of k,(.)
on (0,400) and on (m4(v), my(v)) as the inverse of the restriction of k,(.) on (—oo, 1/A). This leads to the
parametrization by the mean m € (mq(v), my(v)) U (my(v), m, (v)) of the family KC, (v). The definition of
the pseudo-variance function can also be extended using the function . Following (1.9), we define V,(.)
for m € (mp(v),my(v)) U (my(v),m;(v)) as

wam=s(si )

1
lim —0= lim ——,
m—(m.(1)" ¥, (m) m—(m.(v))* W, ()

We have that

so that we define V,(.) at m,(v) by V,(my(v)) = —(m.(v))*. Note that
Q. (1)) = ’"*T(V) v(dx)

is well defined for A(v) <0. The explicit parametrization by the mean of the enlarged family can then be
given by
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— V, (m)
K =4 On(dx) = ' dx), , .
10 = { Qula) = i@, e (mol)m, ()
Note that the function m+— ¥, (m) = m is increasing on (my(v),m4(v)) so that the function
m+— V,(m)/m+ m is decreasing on (m+(vf, m, (v)) and

lim( )\/v(m)/m +m=A(v).

This implies that

m, (v) = inf{m > mo(v) : m + \/‘;im) - A(V)}.

It is worth mentioning here that if v is the inverse semicircle distribution, from example 3.1, given by (3.1).
The image ¢(v) of v by the map x+— @(x)=x+1/2 is given by (3.2). We have that
B(v) = (—o0,—4) U (0, +00). We have that

K1 (v) = {P(o(dx), 0 € O(v)} = {Qu(dx),m € (mo,m.(v))},
with m (v) = —1/2. We have that
m (¢(v)) = m(¢(v)) =0 = @(m(v)).

Also, if v is the semicircle distribution, from example 3.3, given by (3.3). The image ¢(v) of v by the map
x+— @x)=x—3 is given by (34). We have that m.(v)=my(v)=1 and
BO(p(v)) = (o0, —1) U (—1/5,+00). The CSK family generated by ¢(v) is

K (@(v)) = {Po.p()(dx); 0 € (=00, =1) U (=1/5,+00)} = {Qu(dx),m € (m_(¢(v)),m.(p()))},
with

—

m(p(+) = lim ky(0) = lim U0 = VOFDEOFD)

Jim Jim. T = -2 =o(m.(v)).

3.2 Domain of means under affine transformation
Given a probability measure v with support bounded from above and an affine transformation ¢, the

following result gives the link between the mean function of the CSK family generated by ¢(v) and the the
mean function of the CSK family generated by v.

Proposition 3.3 Let v be a non degenerate probability measure with support bounded from above and let
@(v) be the image of v by the map ¢ : x — ax + . If ©(v) and O(¢(v)) are respectively the sets for which
the transforms M, and M, exists and h : x+ 1 /x, then

h(O®(p(v))) = o(h(©(v))), (3:5)
and for 0 € O(p(v)),
(P(_I/Gv(o))v if 0= l/ﬁ 5

k(p(v)(e): 0o
o(k(1255) ) 1 0 1p

(3.6)

Proof

Mo (0) = [ T=gro0a) = [ g via).

If 1 — 0 =0, then
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If 1 —0p #0, then

1 1 1 Oo
mm@—waF_@@;mww_%mQ_%)

We have that

0eB(pv) =

That is

o 1

/6B ¢ 1(1/6)

1/6 € h(®(p(v))) <~ € 0O(v),

which is nothing but (3.5).
It is clear that h(®(v)) is the complementary of the convex support of v. If 1 —0f =0, that is
~1(1/0) = 0, then 0 € K(O(v)), and so G,(0) is well defined.
If 1 —0p =0, then

ko (0 =1/0—0a/G,(0) = @(—1/G,(0)).
If 1 —0p #0, then
o (0) = MO — 1 M, (li’%ﬁ) —(1-06p)
o00) =G ) (o)
. 1 .
Given that M,(t) = = we obtain

0 0
b= Z5g) =01 (153) )

The following result prove that the domain of means of the extended CSK family scale nicely under affine
transformation in a manner analogous to the domain of means for NEFs. We also consider how m (v) gets
transformed under affine transformation.

O

Theorem 3.4 Consider a probability measure v with support bounded from above and let ¢(v) be the
image of v by the map ¢ : x — ox + 5, where o € R\{0} and f € R.

(A) Suppose that o> 0. The domain of means of Ki(p(v)) is (mo(@(v)),my(@(v))) with
m. (¢(v)) = ¢(my(v)). Furthermore:

(@) If p =0, then m(¢(v)) = @(m(v)).
(b) If p # 0, we have that

(i) IfA>0and A+ >0, then my(@(v)) = @(my(v)).

(ii)) IfA>0 and ¢A 4+ <0, then m, (¢(v)) = ok,(—a/f) + p.
(iii) If A<O and oA + >0, then m(p(v)) = q)( +(v).
(iv) If A<0 and 0A + <0, then m_(¢(v)) = ak,(—a/B) + B

(B) Suppose that o <0. The probability measure ¢(v) has support bounded from below and we are

dealing with left sided CSK family. The domain of means of K_(¢(v)) is (m_(¢(v)), mo(¢(v))) with
m_(¢(v)) = @(m,(v)). Furthermore,

(@) If =0, then m_(p(v)) = p(my(v)).
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(b) If p # 0, we have that

(i) IfA>0and 0A + >0, then m_
(i) IfA>0and«A + <0, then m_
(iii)) If A<O and oA + >0, then m_
(iv) If A<O0and 0A + <0, then m_

/-\/\/—\/\
Se€58%
TN AN
SSE=
\-/\/\/5
TR
S

—~

3=

+

—~

=

~

Proof (A) Suppose that o > 0, then the probability measure ¢(v) has support bounded from above and the
one sided domain of means of the extended CSK family /i (¢(v)) is (mo(@(v)), my(@(v)) with

m(o(3) = fim ki 0) = Jim o (ks (+-Z) ) = olma(0)

0—0

and

molp(0) = ke (0) = tim (i (25) ) = im olh(0) = ofm.(0).

Furthermore,

(@) If o(x) = ax, then m(@(v)) = @(m.(v)).
(b) If ¢(x) = ox + f, with  # 0, we have that
(i) IfA>0and A+ >0, then m,(v) = m;(v) and m;(¢(v)) = mi(@(v)). In this case we
have
mi(@(v)) =my(o(v)) = em(v)) = p(m(v)).

(i) IfA>0and oA + <0, then 0. (¢(v)) = +oo and
(o) = lim_ kg 0) = tim o (ks (2552} ) = olh (/) = ok (-/) +

0—+o0 0—+o0

(iii) IfA<Oand oA + >0, then my(p(v)) =m.(@((v)) = e(my(v)).
(iv) IfA<O0 and oA + <0, then 0, (¢(v)) = +oo and

(o)) = tim ko (0) = tim_o (1 (2752 ) = olh(-5/8) = sk (/) +

0—+00 —+o0

(B) Suppose that o <0, then the probability measure ¢(v) has support bounded from below and the one sided
domain of means of the extended CSK family _(¢(v)) is (m_(¢(v),mo(¢@(v))) with

m(o0) = tim_kyo(0) = tim_ ok (1252) ) = tim_olk(0) = olm. ()

—1m O—xm7 AW

Furthermore,
@ If o(x) = ox, then m_(@(v)) = ¢(m.(v)).
(b) If ¢(x) = ox + f, with  # 0, we have that

(i) IfA>0and A+ >0, then 0_(¢(v)) = —oc and
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(o)) = lim ko (0) = tim_ o (k. (2505 ) = 0lh(-0/8) = sk (/) + .

0——o0

(i) IfA>0and 0A + <0, then m_(@(v)) =m_(¢(v)) = e(m_(v)) = @(my(v)).
(iii) If A<O and 0A + >0, then 0_(¢(v)) = —oo and the same calculations in (i) gives that
m_(p(v)) = ak,(=o/f) + f.
(iv) IfA<O0and oA + <0, then m_(¢(v)) =m_(p(v)) = e(m;(v)).
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