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Abstract

Abusive language detection has become an integral part of the research, as reflected in numerous publications and several
shared tasks conducted in recent years. It has been shown that the obtained models perform well on the datasets on which
they were trained, but have difficulty generalizing to other datasets. This work also focuses on model generalization, but
— in contrast to previous work — we use homogeneous datasets for our experiments, assuming that they have a higher
generalizability. We want to find out how similar datasets have to be for trained models to generalize and whether
generalizability depends on the method used to obtain a model. To this end, we selected four German datasets from
popular shared tasks, three of which are from consecutive GermEval shared tasks. Furthermore, we evaluate two deep
learning methods and three traditional machine learning methods to derive generalizability trends based on the results. Our
experiments show that generalization is only partially given, although the annotation schemes for these datasets are almost
identical. Our findings additionally show that generalizability depends solely on the (combinations of) training sets and is
consistent no matter what the underlying method is.
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1 Introduction 26]. The results presented in previous work show that model

generalization is not easy to achieve. Various characteris-

There is no doubt that social media usage is high and people
are posting on various websites. While most of the user-gen-
erated content is harmless, there is also hateful, abusive, or
offensive content. Abusive language detection aims at auto-
matically recognizing such content. Most work focuses on
improving models to achieve new levels of performance in
this task on specific datasets, but there are also many works
that focus on the generalizability of trained models [7, 14,
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tics of the data play a role, e.g., different categories between
the datasets and dataset size [14], dataset similarity and per-
centage of abusive content [26], and degree of specificity of
the categories [7]. Additionally, a model with high perfor-
mance on the intra-dataset classification setup has a higher
generalizability potential [7]. Most of this previous work
deals with heterogeneous datasets in English. In a manual
review, we analyzed samples of abusive language datasets
from multiple shared tasks and found that they are based
on different annotation guidelines and definitions of abu-
sive language. Thus, the fact that machine learning models
trained on such datasets do not easily generalize is not sur-
prising.

In this paper, we investigate whether generalization is
given when the evaluation is performed on homogeneous
datasets, i.e., coming from the same shared task series and
thus are based on the same or comparable annotation guide-
lines. We want to answer the question of how close datasets
have to be to generalize. Hereby, we focus on three Ger-
man datasets from the GermEval shared task series of the
years 2018, 2019, and 2021. Although continuity is not
encouraged by the organizers, there is an accidental one
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between the shared tasks of 2018 and 2019. We point out
the similarities and differences in Sect. 3. We first train
and test several models on each of these datasets to ob-
tain intra-dataset performance scores for our generalization
experiments. Then, we evaluate whether augmentation by
combining these datasets improves model performance and
whether these models generalize well. Therefore, we train
on different combinations of the datasets and compare the
performances with the intra-dataset scores. In addition, we
use the HASOC dataset from FIRE’19 [21], which is anno-
tated with similar target categories but comes from a differ-
ent shared task. We want to evaluate whether models gen-
eralize on this dataset. Furthermore, we want to answer the
question of whether different methods have an influence on
generalizability. Hence, we use two deep learning and three
traditional machine learning methods in our experiments.
This paper is organized as follows. We review related
work in Sect. 2, and in Sect. 3, we present the details of the
datasets used. In Sect. 4, we show our experimental setup
and results, while a qualitative analysis is given in Sect. 5.
Finally, we conclude and present future work in Sect. 6.

2 Related Work

Our focus is on the generalizability of abusive language
classification models across different datasets. Therefore,
we only present related work on this topic.

[14] use nine different datasets [9, 13, 16, 17, 28, 29,
31] in their generalization experiments'. It is important to
note that the authors binarize the labels of all datasets into
‘positive’ (abusive language) and ‘negative’ (non-abusive
language). As a result, the distinction between the original
categories might be lost, making a detailed analysis of their
properties and a fine-grained classification of abusive lan-
guage difficult. For each dataset, an SVM is trained with
unigram count-based features and then tested on the other
eight datasets. For the generalization experiments, the au-
thors use FEDA (“Frustratingly Easy Domain Adaption™)
as a transfer learning approach. From the results, the au-
thors conclude that it is important to use at least some data
from the target dataset as training data to achieve a good
performance. Furthermore, [14] hypothesize that the differ-
ences between the categories of the datasets as well as their
sizes play an important role in cross-dataset performance.

[26] show that some generalization is possible with state-
of-the-art models such as BERT but that it depends heav-
ily on the training data. The authors use four datasets [4,
8, 29, 33] for the evaluation. Like [14], the authors group
the categories of the datasets into ‘positive’ (abusive) and
‘negative’ (benign), although they do not capture the same

! [31] published three datasets.
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type of abusive language. According to the authors, a model
generalizes better when applied to similar data. In other ex-
periments, [26] have shown that datasets with a higher per-
centage of positive samples generalize better than datasets
with fewer positive samples when tested against a dissim-
ilar dataset (at least within the same platform), suggesting
that a more balanced dataset is better for generalization.

[22] use four datasets [1, 11, 29, 33] in their study that
cover different kinds of phenomena; e.g., [29] cover only
racism and sexism, while [33] include threat, insult, and
profanity. Their experiments with a linear SVM with bag-
of-words and an LSTM confirm that a model trained on
datasets with a broader coverage of phenomena can detect
other types of abusive language not seen during training.

[20] experiment with datasets for English [18],
Slovene [18], and Dutch [19]. For each language, the
authors use traditional features (e.g., words, character
n-grams, and their combinations) as well as stylometric
(e.g., part-of-speech tags, stop words) and emotion-based
(i.e., emotion words and sentiment) features. Their in-do-
main experiments show that these features have a positive
influence in different experiments for all three languages.
For cross-domain evaluation, the authors evaluate the Dutch
model on the Dutch part of [21] and the English model
on Ask.fm [27]. The evaluation shows a significant de-
crease in the F1 score for both languages. However, the
evaluation also shows that their stylometric and emotion-
based features still perform better than the commonly used
features.

[32] evaluate three transformer-based language mod-
els (BERT, RoBERTa, and ALBERTA) fine-tuned on five
datasets [1, 4, 8, 10, 29] and obtain state-of-the-art results.
Additionally, the authors are able to improve performance
by augmenting these datasets with large amounts of syn-
thetic data generated by a GPT-2 model. The authors show
that data augmentation produces improvements in the gen-
eralization of hate detection on unseen examples across
models and datasets. Additionally, they note that large
amounts of authentic task-related data are not given for
fine-tuning in the case of hate speech. Their main finding is
that large language models can be used for synthetic data
enrichment and that they can even yield better results than
related human-labeled datasets.

[7] experiment with nine datasets [1, 4, 6, 8, 10, 13, 17,
29, 33] and use BERT, ALBERT, fastText, and SVM as
classifiers. Prior to training, the authors identify and merge
pairs of similar categories across the datasets (e.g. class sex-
ism of dataset X and class misogyny of dataset Y become
class sexism-misogyny). The intra-dataset model evaluation
is a binary classification, where each of the four classifiers
is trained on each dataset. For the cross-dataset model eva-
luation, the authors train one model for each dataset and test
it against the remaining models. The authors observe that
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Table 1 Overview of datasets, including their size, percentage of abusive content, tasks to be performed, and categories of abusive language

Dataset #Train #Test % Abusive  Task Categories

GermEval2018 5,009 3,532 34 Offense Abuse, Insult, Profanity

GermEval2019 3,995 3,031 32 Offense Abuse, Insult, Profanity

GermEval2021 3,245 944 35 Toxic Profanity, Insult, Sarcasm, Discrimination, Accusation
HASOC 3,819 850 24 Hate & Offense Hate, Offense, Profanity

generalization varies across models, and some of the cate-
gories (e.g., ‘toxic’, ‘abusive’, or ‘offensive’) perform better
as training categories than others (e.g., ‘hate speech’). Ad-
ditional experiments were conducted with a Random For-
est classifier to assess the relevance of different models
and datasets and to determine which specific features affect
the generalizability. The authors note that a model must
already perform well in an intra-dataset scenario to gener-
alize well, i.e., the intra-dataset model performance is the
most important predictor of generalization. Besides the in-
tra- and cross-dataset experiments, [7] also conduct cross-
class experiments (e.g. classifier trained on abuse applied
to a sexism test set).

3 Dataset Selection

We use the datasets from GermEval2018 [30], Ger-
mEval2019 [25], GermEval2021 [24], and HASOC [21].
All datasets have binary categories representing an abu-
sive and a non-abusive class. The GermEval2018 and
GermEval2019 datasets are based on the same annotation
guidelines and include tweets. The GermEval2021 datatset
is based on very similar annotation guidelines but includes
Facebook comments. The HASOC dataset is from a differ-
ent organization, has overlap in the annotation guidelines
compared to the GermEval datasets, and contains both
Twitter and Facebook content.

In Table 1, we give an overview of the dataset sizes,
how much abusive content each dataset contains, which
task was to be performed, and which different categories
were included in each task.

3.1 GermEval2018

Task 1 is a coarse-grained binary classification into two
classes, ‘OFFENSE’ and ‘OTHER’. Task 2 is a fine-grained
classification into four classes including the class ‘OTHER’.
The class ‘OFFENSE’ identified by Task 1 is further sub-
divided into three fine-grained classes: ‘PROFANITY’,
‘INSULT’, and ‘ABUSE’. Tweets from about 100 different
users and their timelines have been collected. Furthermore,
the abusive content consists mainly of the far-right spec-
trum and the (at that time) dominant topic of migration.
Finally, the data has been split into training and test sets

by ensuring that a user’s complete set of tweets is either
exclusively in the training or test part.

3.2 GermEval2019

In this edition, Task 1 and 2 are identical to GermEval2018
and a new task regarding the explicitness of OFFENSE
has been deployed. Some of the training data for Ger-
mEval2019 comes from the GermEval2018 data collection
but is not part of the GermEval2018 dataset. Additional data
for GermEval2019 has been collected by heuristically iden-
tifying users who regularly post abusive content. Further-
more, abusive content containing antisemitism and content
from the far-left spectrum has been added to increase topic
variance. The split into training and test set is identical to
GermEval2018.

3.3 GermEval2021

Unlike previous editions, GermEval2021 consists only of
binary classification tasks: (i) Subtask 1: binary classifi-
cation of toxic and non-toxic posts, (ii) Subtask 2: bi-
nary classification of engaging and non-engaging posts, and
(iii) Subtask 3: binary classification of fact-claiming and
non-fact-claiming posts. It should be noted that the annota-
tion guidelines are different from the previous editions, but
the organizers claim that they are comparable. As shown in
Table 1, ‘“TOXIC’ includes shouting, profanity, insults, sar-
casm, discrimination, discrediting, and accusations of lying
or deception. Not all of these categories of abusive langu-
age were included in the previous editions. Also in contrast
to the previous editions, the collected data comes from the
Facebook page of a political talk show on a German TV
station. The training and test data have been taken from
comments on different shows to avoid a topic bias. Due
to the nature of the Facebook page, there are comments in
response to a post by the talk show staff or even comments
on comments by other users. In contrast to the other three
datasets used in this paper, the annotators had to consider
the entire context of a post, i.e., the previous and follow-
ing posts, before assigning a category while annotating the
data. Hence, the context of a comment played an important
role in the annotation process. However, the dataset does
not contain the context, only the post itself.

@ Springer
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3.4 German HASOC

Subtask A is a coarse-grained binary classification into
Hate & Offensive (‘HOF’) and regular content (‘NOT”).
If a post has been classified as ‘HOF’, it is processed fur-
ther in subtask B, where a fine-grained classification into
hate speech, offense, or profanity has to be made. Subtask C
deals with targeting or non-targeting individuals, groups, or
others when a post is classified as ‘HOF’. Importantly, the
dataset was taken from Twitter and partially from Facebook.
Heuristics were used to search for typical hate speech on
social media platforms to identify topics where many hate
posts are expected.

4 Experimental Setup

In the experimental part of our work, we test several popu-
lar machine learning models with the datasets described in
Sect. 3. We want to evaluate whether generalization effects
can be achieved where they are most likely to be expected,
or whether datasets created at different times and under
possibly slightly different circumstances ultimately prevent
generalization effects.

In the following subsections, we will explain the methods
we used and present the experimental results.

4.1 Methods

Considering that one of our goals is to investigate whether
the generalizability of abusive language classification mod-
els is dependent on the underlying method, we use two
deep learning methods (BERT and CNN) as well as three
traditional machine learning methods (Logistic Regression,
Naive Bayes, and Support Vector Machines) to obtain mod-
els.

For all datasets, we performed the following preprocess-
ing steps: Replacing ‘&’ by ‘und’ (en: and) and ‘>’ by
‘folglich’ (en: consequently), since users use this character
to indicate a conclusion; masking user mentions by ‘user’
and URLs by ‘http’ (if not already done by the organiz-
ers); replacing emojis with their literal equivalents using the
emoji library?; segmenting hashtags into their word compo-
nents using the current state-of-the-art hashformer library?
(a German GPT-2 model* was chosen as segmenter model,
but not a reranker model). All model-specific preprocess-
ing steps are described in the following subsections. All
model-specific settings and parameters for the CNN (e.g.,
filter size, number of epochs) and the traditional machine

2 https://pypi.org/project/emojis/.

3 https://github.com/ruanchaves/hashformers.

4 https://huggingface.co/dbmdz/german-gpt2.
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learning models (word representation by CountVectorizer),
were chosen due to preliminary experiments.

4.1.1 BERT

We use a pre-trained BERT [5] base cased model from
Huggingface’. The following hyperparameter recommenda-
tions from [23] have been applied: batch size: 16, learning
rate: 2 x 107, epochs: 4, maximum sequence length: 128,
and loss function: cross entropy. Apart from the required
preprocessing steps for BERT (adding [CLS] and [SEP] to-
kens, and tokenization with the BERT tokenizer), no other
steps have been implemented.

4.1.2 Convolutional Neural Network

For our implementation of the Convolutional Neural Net-
work (CNN), we use the Tensorflow/Keras API®. As addi-
tional preprocessing, we lowercase the data and remove all
punctuation and implement a character-level model with
112 features. After examining the character length in all
datasets, we set the maximum sequence length to 500 per
tweet or post. We train the model with the following set-
tings: filter size = [5, 6, 7], number of filters: 100, activa-
tion: ReLLU, and output: sigmoid. To prevent overfitting of
the model, we add a dropout layer of 0.5 within the con-
volution layer, another one of 0.4 after concatenation, and
a batch normalization on the dense layer, followed by a final
dropout layer of 0.4. The Adam optimizer [15] with default
parameters is applied and the CNN is trained with a batch
size of 128 for 80 epochs.

4.1.3 Traditional Machine Learning Models

We use Logistic Regression (LG) from the linear model
series, Complement Naive Bayes (CNB) from the Naive
Bayes model series, and Linear Support Vector Classifier
(LSVC) from the SVM model series of the scikit-learn
library” and obtain features from the default CountVector-
izer with case-insensitive word representation.

4.2 Experimental Results

The organizers of the shared tasks provide training and test
sets that we use in our experiments. For the deep learning
models, we additionally split a 20 percent sample from the
training set for development.

5 https://huggingface.co/transformers/model_doc/bert.html#tfbertfor
sequenceclassification.

6 https://www.tensorflow.org/api_docs/python/tf/keras.
7 https://scikit-learn.org/stable/.
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Table 2 Results of the intra-dataset (a) and the results of the cross-dataset experiments (b)

Training Data Test Data BERT

CNN LG CNB LSVC

(a) Results of the intra-dataset experiments. All values are macro-averaged F1 scores (for BERT, the standard deviation for three independent

experiments is given).

GermEval2018 GermEval2018 67.56 (6.74)
GermEval2019 GermEval2019 68.59 (0.55)
GermEval2021 GermEval2021 58.58 (6.6)
HASOC HASOC 46.69 (1.0)

65.64 60.88 66.72 63.14
64.56 61.75 61.28 61.90
53.12 56.72 59.81 57.50
47.07 50.59 49.16 52.60

(b) Results of the cross-dataset experiments. All values are macro-averaged F1 scores (for BERT, the standard deviation for three independent

experiments is given).

GermEval2018  GermEval2019 67.12 (6.11) 60.15 62.32 61.20 61.98
GermEval2021 56.93 (1.98) 55.19 55.91 51.86 56.57
HASOC 57.60 (4.82) 54.59 58.30 50.22 56.11
GermEval2018+  GermEval2018 72.62 (0.41) 68.47 64.41 68.28 65.58
2019 GermEval2019 70.77 (0.21) 66.17 65.80 65.01 65.24
GermEval2021 4671 (14.4) 53.35 54.46 53.58 54.71
HASOC 58.41 (1.83) 53.68 61.27 50.47 59.23
GermEval2018+  GermEval2018 7274 (1.13) 63.60 65.20 68.19 65.67
2019+2021 GermEval2019 71.50 (1.33) 61.54 66.02 63.50 65.51
GermEval2021 57.21 (2.54) 4127 54.72 57.58 56.12
HASOC 57.64 (1.07) 50.91 59.28 54.77 57.90
HASOC aug- HASOC 45.46 (2.05) 44.19 44.05 44.38 44.01
mented

All model results are measured as a macro-averaged F1
score. For the BERT models, the average and standard de-
viation of three independent F1 scores are taken because
the values can fluctuate quite a bit due to random weight
initialization of the classification layer and random batch
order.
4.2.1 Intra-Dataset Performance
Before we begin the cross-dataset experiments, we train
models for each dataset to obtain intra-dataset scores, i.e.,
what results can be expected from our models. They are not
designed to achieve state-of-the-art results.

Table 2a shows the performance results for these models.
However, it can be seen that traditional machine learning
(ML) and deep learning (e.g., BERT and CNN) models do
not show huge differences in terms of F1 scores between all
datasets. We assume that this is due to the limited amount
of training data. Surprisingly, the results for HASOC are
also much lower than the results for all other datasets. The
performances of the individual classes in the test set show
that the ‘HOF’ class received an F1 score of O for the deep
learning models and nearly O for the machine learning mod-
els. We suspect that this is due to the strong class imbalance
(11.74 percent abusive samples) in the training set. For this
reason, we augment the abusive class by uniformly sam-
pling abusive samples from the GermEval datasets to bal-
ance the classes for our experiments on the cross-dataset

performance. Since the GermEval2018 model as well as
the combination models obtained higher F1 scores than the
HASOC baseline, this seems like a reasonable choice. The
assumption is that solving the class imbalance problem in-
creases the performance on its test set.

4.2.2 Cross-Dataset Performance

To evaluate the generalizability of the datasets, we first train
our models on a single dataset, and then we incrementally
add the other GermEval datasets.

For the training on a single dataset, we use Ger-
mEval2018 because it provides the most training samples.
We expect a good cross-dataset score on the GermEval2019
test set since the annotation guidelines and categories are
identical for GermEval2018 and GermEval2019. More-
over, the data comes from the same social media platform
(Twitter) and the content selection criteria (political discus-
sions) are very similar. We also expect a reasonable cross-
dataset score on the GermEval2021 test set, as the data
was collected as part of the same shared task series and
the organizers claim that the annotations are comparable.
The HASOC dataset has similar categories compared to
the GermEval datasets but was not part of the GermEval
shared task series, so we expect the lowest cross-dataset
score for this test set.

For training on the combined datasets, we assume that
more data should lead to higher performance if the datasets

@ Springer
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Fig. 1 Generalizability (cross-dataset scores) of the models trained on the three different training set(s) (combinations) compared to the intra-
dataset results. The subtitles a—c indicate the datasets on which the models were trained. All F1 scores are averaged across the five models
described here. a GermEval2018, b GermEval2018 +2019, ¢ GermEval2018 +2019+ 2021

have high generalizability. Again, we test our models
trained on these combinations on each individual test set.

The performance results of our cross-dataset experiments
are shown in Table 2b. The GermEval2018 model shows
decent generalizability on the GermEval2019 test set with
a loss of 1.07 percent points in F1 score on average across
all models (see first row in Table 2b) compared to the
GermEval2019 intra-dataset results (see the second row in
Table 2a). The generalization effect on the GermEval2021
test set is smaller. Surprisingly, the performance on the
HASOC test set is higher than the scores obtained by the
HASOC model itself. Fig. 1a shows these differences where
the F1 scores of all five models are averaged.

Since the GermEval2018 and GermEval2019 datasets are
the most similar, we expected to see an increase in perfor-
mance when combining the data. As the results for Ger-
mEval2018+2019 in Fig. 1b show, this expectation was
confirmed with an increase of 3.08 percent points on the
GermEval2018 test set and 2.94 percent points on the Ger-
mEval2019 test set on average across all models. However,
there is no increase for the GermEval2021 test set compared
to the GermEval2021 model itself and the GermEval2018
model. Similarly, the generalization performance on the
HASOC test set is not much better in comparison to the
GermEval2018 model (compare Fig. 1a and b).

The combination of all GermEval training data (see Ger-
mEval2018+2019+2021 in Table 2b) does not further in-
crease the generalizability, but slightly decreases it com-
pared to the combination GermEval2018+2019 (compare
Fig. 1b and c).

@ Springer

Under the assumption that solving the class imbalance
problem of the HASOC dataset increases the performance
on its test set, we augmented it with abusive samples from
the other datasets (see Sect. 4.2.1). Although the metrics
show a large increase in performance for the formerly un-
derrepresented class, the overall performance was not bet-
ter than for the models trained with the original imbalanced
HASOC training set (see HASOC augmented in Table 2b).

5 Qualitative Analysis

In the following, we present a qualitative analysis of the
cross-dataset results of the GermEval series. For almost
all experiments presented in Sect. 4.2.2, the BERT models
obtained the highest F1 scores. So we limit our analysis to
the results obtained by these models.

5.1 Error Analysis

In Fig. 2, we present the confusion matrices for the predic-
tions on each of the three GermEval test sets as obtained by
the BERT models trained with different (combinations of)
training data. On the GermEval2018 test set (see Fig. 2a),
all three models predict the true negatives well but not the
true positives. Additionally, all models predict a lot of false
negatives which is only slightly remedied with augmented
training data. Similar observations can be made for the Ger-
mEval2019 test set (see Fig. 2b). Interestingly, no model
(combination) is able to predict more true positives than
false negatives as opposed to the results of the model com-
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Fig.2 Confusion matrices for
the predictions of the models

a GermEval2018

obtained by (combinations of) - FP
training set(s) on the three 217
test sets. The abusive class is
represented by 1°, while the
non-abusive class is represented
by 0’. The subtitles a—c indicate - 6F1N3 g3F;’
the test set to which the models
were applied. a GermEval2018
test set, b GermEval2019 test 0 1
set, ¢ GermEval2021 test set
b GermEval2019
FP
° 213
_FN TP
523 447
0 1
c GermEval2021
_ TN FP
147 203
FN TP
107 487
0

binations on the GermEval2018 test set. A completely dif-
ferent picture is painted by the results of the GermEval2021
test set (see Fig. 2c). While the GermEval2021 model pre-
dicts many true positives, the combination models can pre-
dict hardly any. Contrary, the combination models tend to
predict many false negatives but are at least able to correctly
predict more true negatives than the GermEval2021 model.

Additionally, we computed the Matthews correlation co-
efficient (MCC) [3]. MCC is a statistical measure that pro-
duces a high score only if the prediction obtained good
results in all of the four confusion matrix categories, pro-
portionally both to the size of positive samples and the
size of negative samples in the dataset. MCC ranges in
the interval [-1,+1], with —1 reached in case of perfect

21
GermEval2018+2019 GermEval2018+2019+2021 2000
- TN FP - TN FP
2003 245 2014 234 1500
-1000
_ FN e _ FN e
538 617 528 627 -500
0 1 0 1
GermEval2018+2019 GermEval2018+2019+2021
& TN FP = TN FP 1500
1878 183 1849 212
-1000
= FN TP _ FN TP
508 462 492 478 -500
0 1 0 1
GermEval2018+2019 GermEval2018+2019+2021
500
- TN FP - TN FP
281 69 266 84 400
- 300
FN TP FN TP ~200
- 550 44 - 542 52
-100
0 1 0 1

misclassification and +1 reached in case of perfect classi-
fication. An MCC = 0 is the expected value for the coin-
tossing classifier. The results in Table 3 confirm the find-
ings from the confusion matrices. The intra-dataset models
of GermEval2018 and GermEval2019 as well as both com-
bination models obtain a reasonable MCC score between
0.40 and 0.48 on all three test sets. But the GermEval2021
intra-dataset model reaches only an MCC of 0.26 and both
combination models obtain negative MCC scores.

5.2 Manual Inspection

We manually analyze the test samples of the GermEval se-
ries that are mispredicted by the combination models but

Table3 MCC for each model

. Model/Test Set GermEval2018 GermEval2019 GermEval2021
(combination) on the three test

sets GermEval2018 0.42 - -

GermEval2019 - 0.40 -

GermEval2021 - - 0.26

GermEval2018 +2019 0.47 0.44 -0.18

GermEval2018 +2019+2021 0.48 0.43 -0.21
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Table 4 Number of remaining false positive (FP) and false negative (FN) test samples mispredicted by the combination models but correctly

predicted by the intra-dataset models

Model/Test Set GermEval2018 GermEval2019 GermEval2021

FP FpP FN FpP FN
GermEvall8+19 144 84 98 44 460
GermEvall18+19+21 130 105 94 58 464

correctly predicted by the corresponding intra-dataset mod-
els. We restrict our analysis to the models that produced the
most interesting results, which are GermEval2018+2019
and GermEval2018+2019+2021. There are overlapping
wrong predictions between the intra-dataset models and
the combination models but we are more interested in the
wrong predictions that were only made by the combination
models. Table 4 shows these mispredictions for each Ger-
mEval test set. Also, both the GermEval2018+2019 and
the GermEvall8+19+21 models have overlapping wrong
predictions. We made sure to inspect different samples per
model. Overall, we inspected 600 samples, i.e., we analyzed
50 false positives and 50 false negatives samples per test
set for each model.

5.2.1 GermEval2018/GermEval2019 Test Set

The manual inspection of the GermEval2018 and Ger-
mEval2019 test sets resulted in the same findings, which is
why they are presented in the same subsection.

We have identified three possible reasons why both
combination models generate a high number of false
positives. First, there are samples that contain abusive
terms but the samples are not abusive per se. Exam-
ples Chl.el and Chl.e2 contain terms that are often used
in the ‘OFFENSE’ class but are not meant in a derogatory
way here. Second, the test set contains samples that have
— in our opinion — controversial annotations. Adhering
to the annotation guidelines, we would have annotated
them as ‘OFFENSE’ but they are not. In examples Chl.e3
and Chl.e4, the samples are exhibiting an abusive character
but are annotated as ‘OTHER’. Third, there are samples that
do not contain abusive terms and sound innocuous, which
our BERT combination models classify as ‘OFFENSE’
(see examples Chl.e5 and Chl.e6). We could not identify
a reason for this behavior.

1. Die gesellschaftlichen Bemiihungen um die Integra-
tion von Migranten wurzeln in den im Grundgesetz
normierten Grundwerten.

2. Fakt Uber 80% der Menschen, die aus dem Siidsudan
fliehen, sind Frauen und Kinder.

3. @USER Aber mit Spinnern kann man umgehen, solange
sie noch eine Minderheit sind. Was aber, wenn die Spin-
ner an die Macht gelangen?

@ Springer

4. Zeigen wir diesen Sklaven, wo sie stehen! Unter unseren
Fiilen!

5. @USER @USER .sie haben mir aus der Seele gespro-
chen!!!

6. @USER @USER Ick kann Dir nicht folgen.

For the false negatives, we found that these samples do
contain abusive terms but these terms were hardly or not
at all present in the training data. In example Chl.ela, the
term ‘Bolschewistenhure’ is used but was never seen during
training. The term ‘hassen’ (see example Chl.e2a) occurred
only six times in the training data. We assume that this is
the reason that our models mispredict such samples.

1. Die Bolschewistenhure wird endlich da enden, wo viele
geendet haben!

2. Ich weil, ich habe das schon mal geschrieben, aber Ich
hasse die Griinen. Mit tiefster Inbrunst.

5.2.2 GermEval2021 Test Set

As for the previous test sets, we reach the same conclu-
sion regarding the false positives. However, our findings on
the false negatives for this test set differ. While inspecting
these samples and following the annotation guidelines, we
find the labels provided by the annotators rather controver-
sial. We present four samples from the test set in exam-
ples Chl.elb—Chl.e4a that are annotated as ‘TOXIC’ by
the shared task organizers. From our point of view, those
samples are not abusive. Since the annotation guidelines
state explicitly that the context has to be taken into account
while annotating, we assume that those samples are abusive
when evaluated in context. But the context is not provided
for training, hence, our model lacks the proper knowledge
to correctly predict such samples. Furthermore, we assume
this missing context is the reason why so many false nega-
tives have been predicted on this test set.

1. Hackt nicht nimmer auf den Fussball rum. Bei allem
Sportarten sind wieder Zuschauer erlaubt. Hygienekon-
zept vorausgesetzt.

2. Ich bin alt(66), mir hat Corona viel mehr verbleibende
Zeit gestohlen. Es macht keinen Unterschied wem diese
Zeit gestohlen wird, sie ist verlohren.
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3. @USER ein Jahr im Leben eines jungen Menschen ist
genauso viel wert wie ein Jahr im Leben eines dlteren
Menschen.

4. @USER das ist leider auch wahr

6 Conclusion and Future Work

We focus on the generalizability of models trained on ho-
mogeneous German datasets and investigate whether gen-
eralizability is dependent on the method used to obtain
a model. This work is mainly analytical and does not at-
tempt to achieve state-of-the-art model performances.

For generalizability, we conclude that generalization
from the GermEval2018 model on the GermEval2019 test
set works significantly better than on the GermEval2021
test set.

The combination model GermEval2018+2019 can be
successfully used for training more effective models, as
the evaluation on both the GermEval2018 and the Ger-
mEval2019 test sets has shown. The differences in political
opinions (left-wing vs. right-wing) do not seem to interfere
with the model performances. Again, the evaluation of the
GermEval2021 test set shows not much improvement.

The evaluation of the combination model GermEval2018
+2019+2021 shows that the addition of the GermEval2021
data set does not further increase but decreases the gener-
alizability.

We assume that three factors are responsible for the
lower results on the GermEval2021 test set. First, the source
of data collection differs: For GermEval2018 +2019, it was
Twitter and for GermEval2021, it was Facebook. Second,
the abusive categories in GermEval2021 contain more types
of abusive subcategories than the other datasets. Third, the
context was explicitly considered in the annotation of Ger-
mEval2021, but not in GermEval2018 and GermEval2019.

Our manual sample inspection revealed three main rea-
sons as the cause of the models’ high false positive rate:
(i) non-abusive samples contain terms often associated
with abusive content in different contexts, (ii) samples that
should be labeled as abusive according to the annotation
guidelines are labeled as not abusive, and (iii) some samples
containing no abusive terms are mispredicted as abusive by
our models. For the false negatives on the GermEval2018
and GermEval2019 test sets, we found that these samples
contain abusive terms that are rarely or not at all present
in the training data. Contrarily, the false negatives on the
GermEval2021 test set are mostly due to the samples not
being abusive from our point of view. As mentioned before,
the context of the samples had to be considered during the
annotation process and we assume that the missing context
provides the abusive character. We suppose that this is also
the reason why the addition of GermEval2021 data to any

combination model hinders generalizability. The seemingly
innocuous samples apparently confuse the model if no
context is provided.

The results for the HASOC test set are surprising. The
model trained on HASOC itself performs worse than all
other models, even though the other models were trained on
data from the GermEval series. To rule out class imbalance
as the cause of this effect, we created a balanced training
set for HASOC. But even then, the evaluation showed no
increase in performance.

Regarding the question of whether different methods
have an influence on generalizability, we can conclude
that although BERT shows the best performance across
all datasets, the relative generalizability depends solely on
the (combinations of) training sets and is consistent for all
models obtained by different methods.

This work — as well as previous work — focused on binary
classification tasks. In future work, we plan to investigate
the fine-grained classification of different types of abusive
language. Furthermore, we know that in other research con-
texts, data augmentation leads to better generalization [32].
Therefore, we plan to also explore approaches to data aug-
mentation, for example, by randomly replacing words in the
training dataset with words from GermaNet [12] synsets, or
by using a transformer model such as BERT to randomly
replace masked words. The use of back translation to create
additional training data could also be investigated [2].
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