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Abstract As companies are sprinting towards offering en-
terprise services in the cloud, they are facing the decision
of either developing a service from scratch specifically for
a cloud infrastructure or taking their existing products and
“cloudifying” them for a quicker route to market. In this ar-
ticle we are elaborating on how we addressed “cloudifica-
tion” challenges during the development of a Content Man-
agement as a Service pilot.

1 Introduction

Market research [8] has shown that corporate information
technology officers, especially from financial institutions,
are focusing on the following three key areas: storage costs,
document efficiency/end user experience, and compliance
responsiveness. To address these requirements new services
and delivery models are being invented such as cloud ser-
vices.

Cloud services use dynamic infrastructure to offer a new
consumption and delivery model inspired by consumer in-
ternet services which enables business imperatives and sup-
ports innovation. It is important to understand that “cloud” is
not primarily focused on technology—its value proposition
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is that it revolutionizes how business services are delivered
and consumed: as a utility and not as an investment in tech-
nology.

Cloud computing can help the IT infrastructure we know
today to become more dynamic and bring together busi-
ness and information technology to create new possibili-
ties. Such a possibility is Content Management as a Service
which can be provisioned within minutes in the cloud in-
stead of a month long implementation project. Recent im-
provements in leveraging virtualization [24], standardiza-
tion and automation [21] enabled the development of such
a service.

One of the key capabilities, required for offering a cloud
service at an attractive price point, is multi tenancy. Multi
Tenancy in the context of Content Management as a Ser-
vice is the ability to host multiple private Content Manage-
ment Cloud service instances on a shared platform [23, 29,
30]. Only very few established applications have the built-
in ability to separate tenants within a single instance of the
application. Cloudifying these existing applications requires
to overcome the challenge of servicing multiple tenants on
a shared platform and still being able to isolate their names-
paces, user spaces and security.

We are going to elaborate on key elements of a Content
Management as a Service solution as well as how we ad-
dressed challenges during the development of the Content
Management as a Service pilot.

2 Financial Archive Cloud Services

The solution to the current CIO/CTO challenges [8] is a
secured, managed service for client specific content stored
in a virtual private cloud hosted in IBM’s data centers.
The Archive Cloud Fig. 1 provides a secure, reliable and
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Fig. 1 IBM financial archive
cloud

Fig. 2 Cloud service delivery models

fast archiving solution, with the ability to effectively index,
search, retrieve and track client specific content in a digi-
tized form. It delivers reduced overall archiving/retrieval to-
tal cost of ownership to the Financial Enterprise, ensures
adherence to privacy and archiving regulation, enables in-
formation to become a core asset and is supported by com-
prehensive reporting on security and access of data.

The Archive Cloud in Fig. 1 depicts the separation of
domains between the service provider, IBM, and the cus-
tomer. Content is transferred to the cloud from the customer
domain using data upload services provided by the cloud.
Users with various roles can access the content in the cloud
and retrieve it if required.

3 Delivery Models for Financial Enterprise Customers

While many commercial cloud offerings for computing and
storage resources provide their services on the public in-
ternet it is still rare that enterprise customers accept that
their enterprise records are kept on a system accessible from
the public internet. The most security cautious customers
will demand a cloud service where all data is kept on their
premises while the equipment will be owned and operated
by a cloud service provider (option 2 in Fig. 2). However,
those customers who want the cost benefits of a shared cloud
platform and the security of a private service will choose op-
tion 4 of the cloud service delivery models shown in Fig. 2.
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The private cloud service on a shared platform ensures that
only the customer can gain access to his personal service yet
the computing and storage resources are shared to partici-
pate in the cost savings brought by the economies of scale
of a shared platform.

Option 1 in Fig. 2 is a cloud delivery model where the
customer owns and operates the data center, equipment and
application. Option 3 in Fig. 2 would be a delivery model
where the service provider dedicates all service components
to a single customer. Option 5 in Fig. 2 describes a public
shared service where users directly access the cloud service
over the public internet.

4 Cloudifying IBM Content Management Applications

Figure 3 shows at a high level the software components of
an Enterprise Content Management (ECM) solution, which
essentially consists of the following components:

• A relational database for managing the meta data of con-
tent

• A fulltext index for searching content not managed by the
database

• An object manager receiving and serving archived objects
• An administration and end user graphical user interface
• A special client for legal discovery

Decades ago IBM’s ECM software stack was not de-
signed with cloud services in mind, so in order to use it
for the archive cloud service discussed here, some design
requirements needed to be validated:

1. How to host multiple customers (tenants) in the cloud
while keeping operational expenses low?

2. How to scale the private cloud service as well as the
shared cloud platform?

3. How to secure customer data in the cloud and enable cus-
tomers to meet legal and regulatory compliance require-
ments?

4. How to achieve very high Quality of Service and Service
Level Agreements while keeping costs down?

In the following we are discussing each of these four re-
quirements in detail.

4.1 Multi Tenancy

Multi Tenancy in the context of the Archive Cloud is the
ability to host multiple private Archive Cloud service in-
stances on a shared platform [23, 29, 30]. An application
which was designed to be offered as a cloud service has
multi tenancy built into its core design and its data model, so
that customers can cost effectively share the same applica-
tion instance while their data remains secure and protected.
Traditional applications for enterprise customers were de-
signed to serve one tenant or customer, assuming a certain
level of trust and a shared namespace between all users of
an application. If a private namespace is required a new in-
stance of the application would need to be instantiated which
often results in a new database or even operating system in-
stance. One can imagine that the scalability of operating and
managing a cloud service is severely limited if every time a
new customer signs up for an Archive Cloud service multi-
ple operating system instances with their own complex ap-
plication stack need to be provisioned and managed.

Figure 4 depicts a design which limits the operational
complexity and costs while not requiring a complete rewrite
of existing applications. The blue boxes depict operating
system instances which we want to limit to an absolute min-
imum to reduce license and operations costs. These virtual
machines or logical partitions live in a dynamic infrastruc-

Fig. 3 IBM enterprise content
management products used in
the Archive Cloud
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Fig. 4 Archive Cloud multi tenancy design

ture on a shared platform which provides zero downtime and
on demand scalability.

Since the application itself was not developed for the
cloud we still need private instances of some components:
the J2EE applications and databases. The J2EE applications
live on an IBM WebSphere Application Server cluster farm
and the databases live on an IBM DB2 cluster sharing the
same database manager instance. Shared components be-
sides the operating systems are the HTTP Server farm and
the Cloud LDAP server.

4.2 Scalability of the Archive Cloud (for a Single
Customer and All Customers Combined)

The dynamic infrastructure platform allows a single operat-
ing system instance (Virtual Machine or Logical Partition)
to scale up to 256 physical processor cores and 4 TB of
memory. This is sufficient even for a large database server
hosting many individual databases. Another scaling method

supported by the dynamic infrastructure is scale out; more
Virtual Machines or Logical Partitions can be added to a
cluster to increase computing resources.

In the Archive Cloud scenario the service can benefit
from both, scale up and scale out. A more powerful individ-
ual Virtual Machine or Logical Partition can host more Java
Virtual Machines running J2EE applications or databases.
More Virtual Machines or Logical Partitions can be added to
the HTTP Server Farm, IBM WebSphere Application Server
or the IBM DB2 PureScale cluster to scale out the services
across more instances to increase throughput and availabil-
ity.

The important key word is dynamic. The dynamic shared
infrastructure can only play out its strengths if the service
is designed in a way to scale in every possible direction,
e.g. bringing in more resources if needed or powering off
resources which are temporarily not fully utilized.

The Archive Cloud design addresses all these require-
ments: cost effectively scaling to the largest single customer,
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as well as cost effectively scaling to many medium sized
customers and being able to utilize all advantages of a fully
dynamic infrastructure.

4.3 Security in the Archive Cloud

No Enterprise service [3] offered in a cloud can be success-
ful without ensuring security of the customer’s data. Trusted
Service and Trusted Data are the key elements.

The first security aspect is that the offered service is
a trusted/private service. The customer connects the cus-
tomer’s network to the cloud service through a virtual pri-
vate network (VPN) [2]. The service itself identifies the cus-
tomer VPN connection and only allows access to compo-
nents belonging to this particular customer. E.g. host names,
ports and URLs are being translated and re-routed by the
firewall to obfuscate the real addresses of the individual pri-
vate service components.

Once the customer reaches the service the customer ei-
ther provides a security token such as a SAML assertion
(which includes authorization credentials), or the customer
directory server has been replicated to the cloud for those
users accessing the service. If the user account information
has been replicated to the cloud directory server, the cus-
tomer directory server would authenticate the user and send
a single sign on security token to the cloud. In the cloud the
user would then be authorized or denied access to the service
using the cloud replica of the directory server.

Data in the cloud is also required to be trusted. Typically
it is sufficient to encrypt all customer data at rest [2]. This
means that customer data stored on persistent storage must
be encrypted but data in memory or transferred from e.g.
network card to memory can be in the clear. This is achieved
by encrypting all data in the Archive Cloud service with an
encryption key. This key is either managed by the customer
or by IBM as the trusted key manager. Either way, adminis-
trators or other users would never be able to read the data in
the clear. Data is also electronically signed by the customer
and/or IBM to ensure over its lifetime that it has never been
tampered with or modified. Using the digital signature and
the public key of the entity which has signed the object, the
originality of the object can always be proven.

4.4 Quality of Service and Costs

The Archive Cloud design eliminates any single point of
failure while enabling scale up/scale out characteristics and
keeping the costs per service instance at a minimum. The
Archive Cloud components support clustering and rolling
updates of all solution components. Combined with the con-
tinuous availability of the dynamic infrastructure, this pro-
vides unprecedented service availability. The relative costs
per private service instance are much lower than a customer

hosted system because the dynamic infrastructure achieves
a much higher average utilization. It is possible to achieve
a higher grade of utilization on larger systems, and these
scale effects reduce the relative costs for each customer. An-
other cost advantage is the operational excellence achieved
by specializing operations teams to monitor and maintain a
subset of the solution and by an investment in autonomic
tooling [21] which benefits all consumers of the dynamic
infrastructure.

5 Adopting the Archive Cloud

5.1 Subscribing to an Archive Cloud Service

So how would a customer (enterprise or SMB) subscribe to
an Archive Cloud service as described here? The first step
[5] is to identify the business requirements of the customer
on content management, archiving, and records manage-
ment. Then, those requirements are mapped to a set of Ser-
vice Level Objectives (SLOs) [19] which represent measur-
able availability, response time, throughput and other char-
acteristics that the service needs to achieve [9]. In a subse-
quent step the data model for the archive cloud needs to be
identified, i.e. the metadata needed for different categories of
documents and other data to be stored in the archive as well
as retention requirements and associated policies. A hierar-
chical file plan [15] may be constructed which maps individ-
ual record categories to specific retention policies describing
for how long documents filed into the respective categories
should be retained and how to handle them once their reten-
tion period has expired.

5.2 Instantiating an Archive Cloud Service

Once the customer’s requirements have been discussed be-
tween the customer and the archive cloud service provider,
the service provider instantiates this customer’s service in-
stance [25], by making use of the shared infrastructure de-
scribed above. This instantiation ideally occurs automati-
cally [20], by mapping as many virtual machines, storage
and network resources to the instance as required to achieve
the specified SLOs. One promise of a cloud infrastructure is
to elastically adapt to current work load put on each service
instance, meaning to assign just enough resources as are cur-
rently required for the instance’s SLOs to be met [5]. As the
load on an instance increases, more resources are assigned
dynamically, and are unassigned again or reassigned to other
service instances as it decreases.

Once the required resources have been assigned and
their initial configuration has been performed, the customer
is sent a URL to an administrative portal running in the
provider’s data center which allows for further configuration
of the service and for actually putting it to use.
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5.3 Configuration and Customization of the Archive Cloud
Service

Content management systems which provide additional ca-
pabilities such as records management and e-discovery con-
sist of multiple software components. Typically, many of
these software components have their own different user in-
terfaces (UIs) for administration and use. This leads to an
extended learning curve for administrators and users while
they are trying to get acquainted with and master all the de-
tails of the different product UIs. The Archive Cloud ser-
vice we are discussing here improves on this by offering a
single administrative portal for use by the customer’s ad-
ministrator, which allows configuration, customization, and
auditing of all higher-level (i.e. non-infrastructure-related)
service components [28]. The client administrator uses this
portal to make modifications to the service instance’s data
model described above, such as adding or removing meta-
data attributes or updating retention policies as regulations
change. Through this capability the archive cloud service
allows for customers to focus on their specific use cases
and associated business requirements and customizing the
archive cloud service to meet their specific needs.

Another aspect of configuration is the assignment of user
roles to individual client users and/or groups. The archive
cloud service supports role-based authorization for restrict-
ing operations a user is able to perform. The different client
user roles provided so far are the following:

• Archive administrator: Is able to configure and customize
the cloud service.

• Archive operator: A read-only role, allows for monitoring
the cloud service.

• Archive user: No administrative permissions, but able to
use the end user interface for storing and retrieving docu-
ments (access control lists apply).

• Legal user: Is able to perform e-discovery operations such
as performing legal searches via the respective user inter-
face.

5.4 Importing Data into the Archive Cloud

Most companies already have a content management sys-
tem and most likely also a records management system in
place on their premises today. When these companies want
to take advantage of the cost savings, operational and ad-
ministrative efficiencies offered by an Archive Cloud ser-
vice, they require a way to import large amounts of data into
the archive cloud efficiently. For this purpose, our archive
cloud service provides a bulk import facility. The customer
uploads document batch files to a staging area private to this
customer inside the archive cloud, from where it is uploaded
by a batch load facility running inside the archive cloud to
the service’s content repository. Figure 5 gives a graphical
representation of this concept.

The document batch files mentioned above consist of
a compressed file archive which includes an XML file.
This XML file specifies, for each contained file, the asso-
ciated document class and records category, and respective
metadata values. The format of this XML file is compliant
with the Electronic Discovery Reference Model (EDRM)
schema [6]. Tooling will be provided for customers to
quickly and easily create these XML files and associated
document batch files.

The batch loader running inside the cloud instance im-
ports documents from the staging area into the cloud’s
repository, filing them into the specified record categories
and thus putting them under the control of the retention pol-
icy associated with each category. The batch loader may be
configured via the administrative portal mentioned above.
Multiple batch loader tasks may be configured, each one op-
erating on a different path or names of batch files and on
different schedules, as required. Also through the portal, the
execution of batch loader jobs can be monitored and batch
load run reports be retrieved.

In addition to the batch load facility, which allows for
convenient bulk import of customer data into the archive

Fig. 5 The Archive Cloud’s
bulk import facility
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cloud, an end user interface is provided which allows stor-
ing and retrieving individual documents into/from the cloud.
Through this interface documents may also optionally be de-
clared and filed as records.

5.5 Monitoring and Troubleshooting the Archive Cloud

Since costing of the Archive Cloud service is based on
the amount of data stored in the archive and on the SLOs
committed to by the Archive Cloud service provider, the
customer has an acute interest in monitoring their current
consumption of Archive Cloud storage space and achieve-
ment [18] of the committed SLOs. For this purpose the
administrative portal provides a dashboard, allowing the
client’s archive administrator and operator to monitor the
associated key performance indicators (KPIs), such as stor-
age space used, average response time, average throughput,
etc. Historical reporting for these metrics will be provided
as well, allowing the customer to identify trends in their use
of the service.

While the Archive Cloud service relieves the client from
having to trouble-shoot infrastructure-related issues, there
still needs to be some amount of trouble-shooting capabil-
ities provided for customers. For instance, a document batch
file’s XML file specifying document classes may reference a
document class which does not exist, causing the batch load
job to fail. Here, the batch load report will specify exactly
which document class could not be found.

Through these facilities the archive cloud enables compa-
nies making use of this service to always have an up-to-date
view on their subscription costs and SLO attainment of their
service instance, as well as to be able to quickly resolve any
errors in their use of the service.

6 The Archive Cloud Storage Factory

Reducing the storage costs of Archive Cloud services is a
key objective which needs to be addressed by the underly-
ing dynamic infrastructure. As ECM solutions are typically
I/O bound [22], this cost reduction has to be realized with-
out negatively impacting performance. To enable the utility
model of service delivery, it is also critical that the cloud
storage is easy to deploy and maintain, and that it is robust
and supports the various high availability mechanisms of the
higher level components.

6.1 Block Storage Virtualization

The classical approach to achieve cost reductions in the IT
infrastructure is to increase the utilization of the hardware
through consolidation and virtualization.

Today, server consolidation and virtualization is business
as usual, and methods for thin provisioning of virtual ma-
chines or logical partitions are well established using vari-
ous hypervisor technologies. On the storage side, the IT in-
dustry has gone through a number of steps to increase the
utilization of block-level storage, as depicted in Fig. 6:

• With local disks directly attached to different servers,
there is no consolidation effect and relatively poor uti-
lization of the disk storage hardware is the result. Storage
management is inflexible: free space has to be provisioned
on each server, and changes like moving a disk from one
server to another are typically not possible without inter-
rupting the service.

• Storage consolidation is achieved by replacing the di-
rectly attached physical local disks with logical disks
(LUNs) in a Storage Area Network (SAN) attached ex-
ternal storage subsystem. A SAN offers switched point
to point network connections much like Ethernet does

Fig. 6 Block storage
consolidation and virtualization
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but uses a lossless protocol (Fibre Channel Protocol) and
has been optimized for storage workloads. The two most
common end points on a SAN are a storage subsystem of-
fering a LUN or logical disk and a server consuming the
LUN or logical disk.

• Storage utilization is usually increased, although it is still
limited by the fact that individual LUNs are dedicated to
the different servers. Storage management is more flexi-
ble, but changes may still cause disruptions to the service.

• Products like the IBM System Storage SAN Volume Con-
troller (SVC) [10, 12, 17] implement storage virtualiza-
tion at the storage network layer. LUNs that are provided
by the storage subsystems are not made directly accessi-
ble to the servers. Instead, virtual disks are exported from
the SVC to the servers, and the mapping of virtual disks
to LUNs on the underlying storage hardware can be trans-
parently managed by the SVC without disrupting the ser-
vice. This virtualization layer also allows thin provision-
ing of block-level storage, and generally results in much
higher storage utilization.

However, for our purposes the block-level storage virtu-
alization also has a number of limitations:

• While it is possible to map a virtual disk to multiple
servers/partitions, SVC itself does not contain mecha-
nisms to coordinate concurrent access to the virtual disks.

• No file system layer is provided. While most databases
may directly use block storage devices, a file system is
needed to store the archived objects and the full text in-
dex.

• The virtualization mechanism by which storage thin pro-
visioning is implemented may cause performance degra-
dation. While this may be acceptable for the archived ob-
jects, it will hurt the overall system performance when
block-level thin provisioning is used for database stor-
age or for the full text index (which are both heavily I/O
bound).

So while block storage virtualization is useful, especially
for manageability and to unify access to block storage re-
siding on a number of heterogeneous storage subsystems,
storage virtualization at the file system level is better suited
for the Archive Cloud as discussed in the following section.

6.2 Storage Virtualization and the GPFS File System Layer

The alternative to storage virtualization at the block storage
level is to present the storage to the application layer through
a file system. In this case all the block storage is consolidated
within one or more file systems. This raises the following
questions: Which file system protocol should be used for op-
timum scalability, performance and manageability; and how
will the multi-tenant requirements of the Archive Cloud ser-
vices be addressed within the file system when it is not based
on separate (virtual) block storage devices?

Traditional ECM solutions use tier 1 storage for databases
and full text indexes (typically SAN attached Fibre Channel
disks), and tier 3 storage for the archived objects (typically a
NAS filer attached through a TCP/IP network). Storage tiers
in this context characterize classes of storage: tier 1 being
the fastest most expensive class of storage. Tier 3 is still on-
line storage (as opposed to tape) but with low performance
at low costs.

For large Archive Cloud solutions that are providing ser-
vices to several large enterprise customers, a single mono-
lithic NAS filer may not be sufficient to support the re-
quired number of files or I/O data rates. Deploying multi-
ple NAS filers would add significant complexity, and typ-
ically also introduces multiple name spaces. In such cases
the IBM Scale Out Network Attached Storage (SONAS)
[13, 16, 26] could provide a scalable NAS solution with
a single namespace and sufficient capacity and aggregate
bandwidth. This solution uses the IBM General Parallel
File System (GPFS™) [14, 27] internally, and exploits the
GPFS wide striping capabilities to scale out across multiple
midrange storage subsystems and achieve a large aggregate
I/O performance.

However, neither the classical NAS filers nor SONAS are
a good fit for the ECM tier 1 storage requirements from a
performance perspective: As clients are connecting through
a TCP/IP network using the NFS or CIFS protocols, the
single-client performance is limited by this TCP/IP connec-
tion which is typically inferior to a direct Fibre Channel con-
nection to block storage devices. For this reason, we are im-
plementing the storage infrastructure for the Archive Cloud
by using GPFS natively rather than in the back-end of a scale
out NAS solution.

The General Parallel File system is a cluster file system
with superior scalability and performance; it supports ex-
tremely large files as well as large numbers of files, scales
to thousands of nodes, and provides consistency in fully
parallel operation within a single shared namespace. High
availability is ensured through multi-pathing to the physical
storage, journaling and snapshots, and the option of addi-
tionally replicating file system data and/or metadata at the
GPFS level. Figure 7 shows the GPFS SAN attached stor-
age model, in which all GPFS nodes/partitions have a direct
SAN connection to all LUNs which are used within GPFS.

Figure 7 also shows how the GPFS Information Lifecycle
Management (ILM) features can be used to organize differ-
ent types of LUNs into different GPFS storage pools. For
example, the GPFS file system metadata (directory entries,
inodes and indirect blocks) will always reside in the sys-
tem pool which is typically implemented with Fibre Channel
disks or SSD drives. Data pools can be used to hold different
types of disks, or to distinguish between LUNs with differ-
ent RAID levels. GPFS file placement and migration rules
control which storage pool is used for which files within a
file system.
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Fig. 7 GPFS SAN attached
access model and storage pools

In a cloud environment, not only the servers and the stor-
age need to be virtualized: The physical Fibre Channel con-
nections between the servers and storage need to be virtu-
alized as well. In [11] we describe how to use the industry
standard N_Port ID Virtualization (NPIV) to virtualize the
FC adapters in the physical servers, and how to implement
multiple isolated GPFS clusters over a shared set of physical
Fibre Channel connections.

6.3 GPFS File System and Fileset Layout

Using GPFS, all the physical storage can be provided to the
various service instances within a single global namespace,
with concurrent access from all OS instances. This dramat-
ically simplifies provisioning, and as the data is available
on all nodes this also provides shared storage for the high
availability functions of the higher software layers, without
the need for an HA takeover of block storage devices in the
case of node failures.

In addition to the performance advantage that is achieved
by using virtualized Fibre Channel connections to the OS in-
stances, using the native GPFS layer also enables us to fine-
tune the file systems for different usage scenarios. Typically

in ECM solutions there are four different types of storage
areas with different access patterns:

• Database tables with random read/write I/O, at a tunable
database table extent size

• Database logs, which exhibit sequential write I/O
• Full text indexes, with highly random read I/O when using

the index and both random and large sequential read and
write I/O when creating or extending the index

• Archive objects, which are typically written once and are
only very seldom read. These objects in principle could be
staged to tape storage. However, to satisfy response time
requirements for e-discovery it is advisable to keep them
on disk storage.

The Archive Cloud deploys the underlying block stor-
age into five different GPFS file systems (the four areas de-
scribed above plus a small file system for internal utilities),
as shown in the five vertical blocks of Fig. 8. The file sys-
tems are tuned at the GPFS level and at the storage subsys-
tem and LUN level to best fit the above access patterns.

To provide support for multiple tenants within each of
these file systems, the GPFS fileset mechanism is used. File-
sets are a subset of the directory tree which can be managed
very much like a completely separate file system. In particu-
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Fig. 8 GPFS file system and fileset layout for multi-tenant support

lar they can be mounted into the root fileset or at other places
in the directory tree; their capacity can be controlled by file-
set quotas, and it is possible to take per-fileset GPFS snap-
shots. The fileset dimension is shown in Fig. 8 in the three
horizontal stripes. In the file system, they are manifested as
per-customer directories. As all filesets within a file system
share the free space of the file system, this avoids fragmen-
tation of free space which would arise when using separate
file systems instead of filesets within a file system.

So by using the GPFS SAN attached model with NPIV
storage virtualization, we can provide excellent performance
to each OS instance in the cloud. The GPFS robustness, scal-
ability and advanced manageability and ILM features en-
able us to implement a file system and fileset architecture
that easily scales to huge server and storage configurations
and hundreds of tenants. Included in the life cycle manage-
ment features (of the block storage devices, not to be con-
fused with the document life cycle management which is
performed at the higher software layers) is the capability of
GPFS to remove disks from GPFS file systems while the
data is online, as well as adding new storage to existing file
systems. This is an essential manageability feature to en-
sure continuous operation within a single namespace for the
many years that objects live in the Archive Cloud [4].

GPFS can also be used to implement disaster recovery. It
supports replication at the GPFS layer, and multiple GPFS
clusters can cross-mount GPFS file systems using the native
GPFS protocol. So far this has been primarily used for cou-
pling within the datacenter, but some organizations also use
GPFS multi-cluster in a Wide Area Network (WAN) setup.
Recent work on wide-area caching [1, 7] also makes this
technology much more feasible on the WAN and can deal
with disconnects in the network without disruption to ser-
vice on either side of the connection.

7 Conclusion

With our Archive Cloud pilot we have demonstrated that
current “state of the art” technology makes it possible to take
an existing Content Management application and cost effec-
tively offer it as a cloud service.

Internal research has shown that for a small Archive
Cloud (<0.5 Petabytes) the operational people cost are the
main cost factor followed by storage and software license
costs. The more storage the Archive Cloud system manages
the bigger the cost factor of storage becomes relative to other
cost factors. Resolving the storage cost issue was our pri-
mary concern.

We have demonstrated that with our approach of the stor-
age factory we can not only bring down storage costs by
only requiring one class of slower but cheaper disks but also
decrease operational costs by using only one file system and
storage technology. GPFS enables us to address many solu-
tion requirements with a single file system instead of many
different storage technologies. Because we are able to com-
bine GPFS with other components of dynamic infrastructure
such as virtualization and automation we are able to imple-
ment multi dimensional scalability as well as dynamically
provision and de-provision resources. This elastic resource
management is the main factor in reducing the storage and
computing costs.

Multi tenancy was the second biggest cost factor. The
challenge was to find a design which cost effectively allowed
for multiple private services to live on a shared infrastruc-
ture. We knew that without solving the multi tenancy prob-
lem the Archive Cloud would not be possible—it would not
have been possible to re-write an application which was the
product of hundreds or even thousands of developer years.
We also knew that if we would have required e.g. eight log-
ical partitions running complex software for every customer
we wouldn’t be able to contain operational complexity with
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hundreds of customers. The model we have developed is
a workable compromise for medium and large customers
and ensures the lowest operational costs possible with to-
day’s technology. It remains to be seen if improvements in
automation make this approach cost efficient even for very
small customers.

The automation brought by the dynamic infrastructure al-
lows us to elastically provision our Archive Cloud service
and meet any customers SLOs. All of this results in much
reduced operational costs and together with scale effects cre-
ates a business model where the service gets cheaper per unit
the larger it grows.

For us the next step is to focus on further integration and
consolidation of solution resources to drive down costs as
well as offer completely new services on top of the Archive
Cloud.
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