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Abstract
Labeling is the process of enclosing information to some object. In machine learning it is required as ground truth to lever-
age the potential of supervised techniques. A key challenge in labeling is that users are not necessarily eager to behave as 
simple oracles, that is, repeatedly answering questions whether a label is right or wrong. In this respect, scholars acknowledge 
designing interactivity in labeling systems as a promising area for further improvements. In recent years, a considerable 
number of articles focusing on interactive labeling systems have been published. However, there is a lack of consolidated 
principles how to design these systems. In this article, we identify and discuss five design principles for interactive labeling 
systems based on a literature review and offer a frame for detecting common ground in the implementation of corresponding 
solutions. With these guidelines, we strive to contribute design knowledge for the increasingly important class of interactive 
labeling systems.
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1  Introduction

Machine learning (ML) has become one of the most rapidly 
growing areas in computer science [1] generating massive 
attention in both academic and business communities [2]. 
Recent market studies illustrate that the growing dissemina-
tion of ML-based systems strongly impact both the societal 
and business context [3]. In the ML community, specifically 
supervised ML (SML) techniques are well-established and 
widely applied in diverse contexts, such as speech recogni-
tion, natural language processing (NLP) or computer vision 
[4, 5]. Typically, they require large quantities of labeled 
training data as a ground truth to learn successfully [6]. 
Hereby, labeling refers to the process of enclosing informa-
tion to some object [6].

Creating labeled data is often a costly, error-prone and 
labor-intensive activity that might even frustrate users [6, 7]. 
In particular, studies illustrate that users are not necessarily 

eager to behave as simple oracles, that is, repeatedly answer-
ing questions whether a label is right or wrong [8]. For 
instance, Cakmak et al. [9] show that a steady stream of 
questions to users when teaching a task to a robot is assessed 
as instable and annoying. To alleviate these problems, 
research suggests to account for human factors, in particu-
lar, by designing interactivity in labeling systems [8]. Such 
interactive approaches for collecting labeled data are mani-
fold ranging from simple approvals or rejections [e.g., 9] 
over label corrections or new label assignments [e.g., 10] to 
deeper explanations users may want to offer to learners [e.g., 
8]. So far, a considerable number of articles focusing on 
interactive labeling systems has been published in the field 
of ML, despite its relatively young nature. Although some 
scholars reviewed and summarized common challenges for 
improving approaches for interactive ML (IML) [e.g., 8, 10], 
there is a lack of agreed upon design principles for interac-
tive labeling systems.

However, appropriate designs of interactive labeling 
solutions are crucial to the success of such systems. In an 
ideal implementation, users would feel more important and 
engaged as they could build their own learned concepts by 
generating or collecting training data in congruence with 
their need [10]. In general, we believe that interactive labe-
ling systems are in particular valuable for contexts where the 
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given labels are complex and require a high level of domain 
expertise. Hereby, we see a trade-off looming. As an exam-
ple one can imagine the medical field in which doctors have 
to classify pathological images [11]. On the one hand, these 
users are more involved in the whole labeling process and 
perceived as relevant through interactive labeling systems, 
as they can provide more input than just simple approvals or 
rejections (i.e., disease present or not). A higher perceived 
user importance and engagement could therefore promote 
not only more accurate labeling results, which would ulti-
mately increase the performance of the resulting ML mod-
els, but also user trust and acceptance of the system. On 
the other hand, the higher user engagement has a cost. The 
demand for deeper explanations next to the label means that 
the user has to spend more time on the labeling process. 
Although such information could be used to optimize selec-
tion mechanisms when it comes to asking users for labels 
and reducing the total number of labels required in the long 
term, it seems essential to compare the effort of the labeling 
process with the benefits when designing interactive labeling 
systems.

On these grounds, this article illustrates a review and 
characterization of labeling principles from an interaction 
perspective based on a literature review to consolidate obser-
vations from user studies and establish common ground. The 
described principles may serve as guidance to designers in 
charge of developing effective interactive labeling solu-
tions. Following the introduction, we describe the founda-
tions of IML in Sect. 2, before related domains are illustrated 
in Sect. 3. In Sect. 4, we discuss the underlying research 
method of the literature review. Section 5 introduces design 
principles for building effective interactive labeling systems. 
Lastly, we conclude the article in Sect. 6.

2 � Foundations of Interactive Machine 
Learning

IML represents “an interaction paradigm in which a user 
or user group iteratively builds and refines a mathematical 
model to describe a concept through iterative cycles of input 
and review” [10, p. 4].

Refinements of the model are typically quick as they are 
immediately executed after the user — who typically is a 
domain expert for the problem at hand — has provided their 
input [8]. In addition, such model refinements concentrate on 
specific aspects and are rather incremental as the model does 
not change radically from the preceding iteration enabling 
the user to directly review the impact of their inputs while 
adjusting succeeding actions to achieve their goals. Hereby, 
practitioners with high expertise in ML—in the following, 
we call these experts “ML practitioners”—are in charge of 
developing the interface for the users making them capable 
of building and refining the model [10]. On these grounds, 
even users with little ML, however a high degree of domain 
expertise, can experiment in a “trial-and-error” manner to 
guide the behavior of the ML model [8]. Imagine the fol-
lowing scenario from biomedicine: Yimam et al. [12] have 
built an IML system to annotate entities in complex bio-
medical texts. Hereby, medical users with domain expertise 
are able to use the IML system in order to recognize new 
entities and their relationships. Manual corrections from the 
medical users are leveraged to immediately and incremen-
tally improve the underlying ML model or train new models 
for unseen texts. In addition, the medical users can directly 
observe how their adjustments change the behavior of the 
ML model.

This is in contrast to traditional ML workflows as they 
typically involve lengthy and difficult iterations operated by 
a ML practitioner. Initially, data is offered by users, before 
ML practitioners cooperate with them to derive features 

Fig. 1   Process of developing traditional machine learning systems versus interactive machine learning systems; based on Amershi et al. [8]; the 
“Expert” is represented by the machine learning practitioner, whereas the “User” refers to the domain expert
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from the data. In the next iterations, ML practitioners apply 
various algorithms, adapt parameters and features to increase 
the performance of the ML model. On these grounds, the 
model updates are diverse and commonly different from 
the preceding iteration [8]. In such iterations, users do not 
directly guide the behavior of the model nor see the impact 
of their input on the model [13].

A detailed discussion on the differences between tra-
ditional ML and IML processes, as well as case studies 
that emphasize the value of IML can be found in Amershi 
et al. [8]. In summary, the IML workflow is user-driven to 
accomplish the desired behavior. However, the system still 
has impact on the workflow and can make decisions autono-
mously, for instance, intelligently defining a data subset for 
labeling. In addition, ML practitioners can also influence 
model adjustments by preprocessing the user input before it 
is internalized by the ML model. The underlying rationale is 
to give the user control over the high-level system behavior 
that may not necessarily be executed in each interaction [10]. 
Fig. 1 visualizes the process of developing traditional ML 
systems versus IML systems.

3 � Related Domains

Interactive labeling is a subdomain of IML that is part of the 
Human-in-the-Loop (HITL) methodology. This methodol-
ogy aims to reduce the limits of fully automated systems 
through user interaction [14] and relate to four underlying 
learning approaches that are introduced in the following.

3.1 � Supervised Machine Learning (SML)

SML is one of the most common learning approaches that is 
supplied with training data consisting of several sets of fea-
ture vectors, each with a desired label [15]. On this basis, a 
model is learned that predicts the correct label on previously 
unseen feature vectors. For instance, imagine the problem 
of predicting car insurance claims. The input feature vectors 
could include information in form of age, gender and home 
address of the driver as well as the car type. Experienced ML 
practitioners would work with users (in this case insurance 
professionals) to derive these sets of feature vectors. The 
labels could be provided by past records of similar insurance 
claims. In addition, the users could also correct or assign 
new labels [10], however their possibility to directly guide 
the behavior of the prediction model would be rather limited. 
Ultimately, a prediction model for potential claims could 
be developed, which in turn would help adjust the monthly 
insurance premiums.

Within the IML domain, the degree of user interactiv-
ity varies along context, system and task. Particularly, users 
would exert greater control over the ML-based system than 

just correcting or assigning new labels [10]. For instance, 
they could provide deeper explanations incorporating the 
proposal of alternative features, changing the weight defined 
to features or altering the information extracted from the 
text in order to fit their defined goals and needs [8]. In the 
case of our car insurance example, insurance professionals 
could be asked to assign importance values to the individual 
input fields when recording new claims. These user inputs 
would have a direct impact on future training iterations and 
would (potentially) further improve the performance of the 
prediction model.

3.2 � Active Learning (AL)

AL refers to a subdomain of SML where the model identifies 
interesting key data points and queries the user or another 
source of information for its label [16]. Thus, only a sub-
set of data must be labeled. This is particularly beneficial 
for scenarios where the label collection is expensive, time-
consuming or complex.

For instance, in astronomy, AL could be used to identify 
the buildup of celestial bodies. The underlying model would 
be trained based on a database of existing observations. 
Whenever an interesting example appears, for instance, a 
data point that could explain many similar observations, 
the AL system asks for a label. In such cases, a user with 
domain expertise could be commissioned to provide the 
needed labels.

IML can build on the AL concept, however learner-driven 
point selection strategies are complemented with user-driven 
input [10]. In particular, domain experts could identify the 
instances within the data set for which the system should 
query labels. But even they may not be knowledgable 
enough to assess all possible data points in the set, suggest-
ing a hybrid approach of user- and system-selected subsets. 
In particular, an IML system used for the astronomical task 
could allow domain experts to mark certain features (such as 
the size or color of the stars) or individually point out inter-
esting examples. With such course of action, users would be 
more involved in the training process and a higher degree of 
their domain-specific knowledge would be transferred into 
the ML model.

3.3 � Reinforcement Learning (RL)

In turn, RL does not have access to labeled training data but 
instead gets feedback about its choices and actions from a 
(time-delayed) reward or punishment. Such input may be 
trigged by a human judge, a machine or even another ML 
algorithm [15].

Imagine a robotic agent trained to fly a quadrocoptic drone 
in a stunt competition. The agent gets a positive reward score 
in proportion to the difficulty of a successfully completed stunt 
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maneuver. Punishment is applied in the event of rule viola-
tions, for example as soon as the drone crashes.

When applying RL in the IML domain, a human judge is 
in charge to reward or punish the action in an interactive and 
natural fashion. For instance, in the context of the stunt drone, 
rewards may be provided by hand clapping after the agent 
performed an action to the human judge’s satisfaction instead 
of explicitly entering a numerical score to conform to the tech-
nical constraints of the system.

3.4 � Preference Learning (PL)

Lastly, PL learns from observations that either explicitly or 
implicitly illustrate the preferences of a user or class of users 
[17]. For instance, recommendation systems create the users’ 
preference model iteratively by evaluating their actions [10]. 
However, oftentimes users are unconscious that the underlying 
algorithm is learning implicitly from their actions. Conversely, 
other recommender systems make users explicitly aware that 
they can affect their preference model [18]. For instance, 
movie streaming services might use an explicit user rating to 
improve their recommendations or even production strategies 
by correlating the ratings to actors, directors, genre or even 
visual features of the video. Furthermore, implicit statistics 
can be inferred by recording the patterns when users abandon 
a series or the order in which movies are consumed (e.g., an 
action movie is followed by a romantic comedy).

When augmenting PL with IML, most of the changes 
occur in the explicit inputs. Implicit inputs are hidden from 
the user and only work if they remain so. But the explicit 
ratings by users can be improved by providing more detailed 
rating responses as well as by illustrating their impact. The 
rating options should not increase in quantity (i.e., the range 
of scores) but rather in quality. In the case of movie rec-
ommendations, the user could individually rate different 
aspects such as musical scores, cast or pacing rather than 
simply providing a binary rating for the entire movie. More-
over, increasing the awareness of the users what impacts 
their action could have positive effects on their underlying 
engagement.

In summary, IML applies these approaches to advance the 
interaction between the user and the system by emphasizing 
the co-adaptive learning process and role of the user (cf. 
Fig. 2). Interactive labeling falls within this field and refers 
to the interactive elicitation of labeled training data, which 
is a prerequisite for many applications involving ML.

4 � Research Method

To offer a characterization of design principles for inter-
active labeling systems, we consolidated observations 
from user studies in this domain. Hereby, we conducted a 

literature review by following the methodological guidelines 
by Webster and Watson [19].

We queried three well-established databases, namely 
ACM, Web of Science (WoS) and IEEE, to identify rele-
vant user studies on interactive labeling systems. Our search 
string consists of two parts. Besides the general concept of 
IML, we observed that researchers specifically rely on two 
different terms for the process of training data interactively, 
namely interactive annotation and interactive labeling. On 
these grounds, the first part of the search term was created 
(Part I):
“interactive machine learning” OR
“interactive annot*” OR
“interactive label*” 
The second part of the search string relies on established 

terms from related domains that have been already intro-
duced in Sect. 3 (i.e., AL, PL, RL, HITL). However, as these 
terms do not necessarily have to be associated with interac-
tive labeling, we connected them with terms, such as “label”, 
“annotation”, “data”, “user” and “interact” to ensure that 
only articles were in the corpus which are relevant for the 
aim of our literature review. In particular, only articles that 
emphasized the user role, its interaction, the labeling (anno-
tation) process and the context of (training) data were taken 
into consideration for further analysis (Part II):
(“active learning” OR
“preference learning” OR
“reinforcement learning” OR
“human-in-the-loop”) AND
“user*” AND “interact*” AND
(“annot*” OR “label*”) AND
(“training data” OR “data*”) 
Finally, an OR operator combined both parts (Part I OR 

Part II) for the final search string. Our query returned 1599 
peer-reviewed publications for ACM, 110 for WoS and 

Fig. 2   Related domains based on Trivedi [15]
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2662 for IEEE (4371 in total). Hereby, 1312 duplicates were 
removed. Next, we filtered by scanning the title, abstract and 
keywords of each article and applying the following exclu-
sion criteria: Articles without a focus on designing interac-
tive labeling systems were excluded. We would only have 
considered articles in English. On this basis, 302 articles 
were left. Following the same criteria for a full text review, 
25 relevant articles remained. Finally, we employed a for-
ward and backward search and included eight more articles 
to our corpus leading to a sample of 33 relevant articles. 
Furthermore, due to our general research focus on ML, we 
included two flagship conferences in the area of ML, namely 
the “Conference on Neural Information Processing Systems” 
(NIPS1) and “International Conference on Machine Learn-
ing” (ICML2). Lastly, we also covered two ICML workshops 
(i.e., Human In the Loop Learning—HILL and Human Inter-
pretability in Machine Learning—WHI) as both are of spe-
cific relevance for IML. We applied the same exclusion crite-
ria as above and were able to identify another eleven articles 
for a grand total of 44 relevant articles for our review.

The identified articles are spread across different con-
texts. Ten articles concentrate on machine vision. Six arti-
cles address NLP and four satellite imagery, whereas two 
articles each deal with handwriting and social networks. 
Three articles investigate the medical field. The remaining 
17 articles study diverse contexts. Examples refer to event 
detection for audio surveillance [14], movie recommender 
systems [21] and teaching robots task orders and concepts 
[22]. Regarding the data types, most articles (17) deal with 
images, followed by tabular data (10; mostly numerical or 
Boolean typed), text (7), combinations of multiple data types 
(6), as well as 3D images (2) and audio (2). Fig. 3 summa-
rizes these results.

For the derivation of the design principles, we relied on a 
qualitative research strategy as described by Zikmund et al. 
[23]. A qualitative research strategy seems specifically sup-
portive for generating new concepts, such as design prin-
ciples, and when the aim is to create an understanding of 

some phenomenon in much depth and in great detail [23]. 
The role of theory was inductive and we applied three steps 
to identify our design principles. First, we documented the 
aim, method, context, data type and findings for each arti-
cle. Second, based on this documentation, we have relied on 
open coding to create a set of concepts that relate to excerpts 
supported in the 44 articles. During the analysis, it became 
apparent that the described interactive labeling approaches 
are grounded on five underlying core themes: (1) user intent, 
(2) user engagement, (3) perceived relevance of the user, (4) 
interruptability and (5) transparency. Third, we typecasted 
all articles along the themes and derived five design princi-
ples for interactive labeling systems.

5 � Design Principles for Interactive Labeling 
Systems

In the following, we describe the design principles, which 
are summarized in Table 1, along prominent publication 
results and exemplary interactive labeling approaches to 
offer a useful frame for detecting common ground for imple-
menting interactive labeling solutions.

5.1 � Embrace the Intent of Users

Scholars have shown that there is an ambiguous relation-
ship between user input, which can be captured but is 
prone to error, and the user intent, which is typically hid-
den [10]. For example, if users can only provide input in 
form of yes or no answers, they might be too restricted by 
the functionality of the labeling system to express their 
intent. Thus, minimizing this ambiguity is of specific 
relevance to the training process of a model. However, 
algorithms face the problem of distinguishing between 

Fig. 3   Context (left) and data 
type (right) of articles identified 
in the literature review

Table 1   Design principles for interactive labeling systems

Design principle References

Embrace the intent of users [10, 20, 22, 24–37]
Support the engagement of users [8, 9, 38–42]
Increase the perceived relevance of users [10, 11, 14, 21, 43–46]
Assess the degree of interruptability [6–10, 46–52]
Adjust the transparency to users [8, 12, 14, 20, 53–56]

1  We queried the NIPS back to the year of 2003 as this coincides 
with our oldest previously identified publication [cf. 20]
2  The regular proceedings of ICML were already covered by our 
database search up until 2009. From 2010 onwards we relied on icml.
cc and proceedings.mlr.press to retrieve the corresponding articles.
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error-prone user input and examples that are considered 
important by users [10, 24].

Fogarty et al. [24] tries to circumvent this problem by 
showing only the best and worst results directing the user 
towards either “good” or “bad” training examples. Another 
technique is inspired by domains where comparisons are 
easier to collect than precise assessments [25]. In this 
regard, Xu et al. [25] propose a general algorithmic learn-
ing framework based on both: labels for comparisons and 
assessments. Imagine a clinical setting where a “precise 
assessment of each individual patient’s health status can 
be difficult, expensive and/or risky (e.g. it may require 
application of invasive sensors or diagnostic surgeries), 
but comparing relative statuses of two patients at a time 
may be relatively easy and accurate” [25, p. 1]. Simi-
larly, Shivaswamy and Joachims [26] enable users to offer 
implicitly preferences from which the system infers a rank-
ing, instead of requiring explicitly ranked lists as training 
data. In turn, Borovikov et al. [27] rely on interactive user 
input to train virtual agents in the context of video gam-
ing and report improved performance results compared 
to modeling the virtual agent behavior. In the navigation 
tool of Plummer et al. [28], users evaluate image attributes 
so that the search process of the system can be aligned 
with the user intent. For instance, when searching for a 
“sandal”, users may be presented with images of a flip 
flop shoe and more traditional sandals, accompanied by 
an explicit question regarding which of those images rep-
resents more likely what they are looking for. Amershi 
et al. [29], on the other hand, rely on both explicit and 
implicit user input for creating a system for custom social 
networks. For instance, in case of implicit user input, the 
contacts will be labeled as negative examples if past con-
tacts are omitted by the user.

Another stream of literature focuses on interactive clus-
tering to embrace the intent of users. In particular, Self et al. 
[30] introduce a selection tool when pulling a data point 
to let users think about the clustering of other data points 
in order to support the congruence of user intent with user 
input. Similarly, Dasgupta et al. [31] show that better results 
can be achieved if word groups are clustered interactively by 
users via anchor words. In turn, Cheng et al. [32] showcase 
that user-driven clustering is sensitive to skewness as each 
user typically observes only a subset of the complete dataset. 
The authors propose an algorithm for using feature embed-
dings to normalize multiple user inputs.

Furthermore, research discusses the use of RL techniques 
to address the intent of the user. For instance, MacGlashan 
et al. [33] develop a RL algorithm that is capable of han-
dling scenarios with a human judge. In particular, this algo-
rithm can cope with changing reward scores depending on 
past actions. Typically, users tend to give great rewards as 
soon as a mistake is not repeated for the first time, whereas 

traditional RL frameworks expect the reward to scale only by 
the action taken and not by the overall behavior [33].

According to Porter et al. [34], users are able to cope 
with deficient tools to creatively accomplish their goals 
even without clearly revealing their intent. Still their per-
formance is negatively affected, creating a need of systems 
to take advantage of these abilities. For instance, an image 
retrieval system built by Guo et al. [35] applies NLP to refine 
the search results. Furthermore, Thomaz and Breazeal [22] 
showcase that by allowing users a higher degree of freedom 
in time—that is, giving input to both future and previous 
actions of an agent—the learning performance of the agent 
can be drastically increased. Similarly, Fails and Olsen [20] 
allow the user a higher degree of freedom in space, by using 
imprecise, hand drawn markings on an image to separate 
foreground from background. These markings do not have 
to be placed pixel perfect on the border between the image 
segments, but the system interprets the location and form 
of the user input. Hebbalaguppe et al. [36] illustrate that 
users prefer to apply such a technique with the additional 
input possibilities of rectangular bounding boxes to make 
a broad, first selection (cf. Fig. 4). However, for precise 
segmentation, Acuna et al. [37] rely on polygons instead 
of pixel-based approaches. Polygons are able to represent 
any shape that humans can perceive as object contours and 
more similar to what the user sees and intends. Their sparse 
representation allows for quick and easy user input while 
significantly reducing the amount of clicks.

In summary, to embrace the intent of the user, the 
designer should beware of excessively restricted capabilities 
and offer higher degrees of freedom in terms of user input 
when creating interactive labeling solutions.

5.2 � Support the Engagement of Users

Although context-dependent, users oftentimes share a nega-
tive attitude towards being (mis)used as simple oracles, that 
is, being forced to answer repeated yes or no questions or 
executing ordinary labeling tasks [9]. In turn, users have 
the tendency to offer deeper insights [38]. Recent research 
confirms this perspective by showcasing that in some cases 
users may rather exert greater control over systems than 
just providing a label [8]. In particular, Bryan and Mysore 
[39] develop a system that visualizes an audio spectogram 
enabling users to highlight problematic noise artifacts via a 
broad paintbrush. Furthermore, Stumpf et al. [40] report that 
users naturally offer a wide range of input types incorporat-
ing the suggestion of weight or importance changes, fea-
ture alternatives or information altering. For instance, some 
interactive labeling approaches enable users to label features 
(e.g., choosing characteristic words from a document) and 
not only instances (e.g., matching documents to classes of 
groups) in order to support user engagement.
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Fig. 5 shows several screenshots from a system built by 
Boyko and Funkhouser [41] for labeling 3D point clouds 
acquired by LiDAR scans. LiDAR represents a surveying 
method similar to radar. It relies on distance measurements 
via laser light to create digital 3D representations of the 
surroundings. Each measurement is a single point in 3D 

space, which can be clustered into groups (clouds) to indi-
cate solid objects. In autonomous driving, point clouds 
from LiDAR scans are used to identify objects and their 
classes. Static objects, such as street lights, have to be dif-
ferentiated from moving pedestrians or cars. The authors 
provide users a group of point clouds with a corresponding 

Fig. 4   Image segmentation 
methods evaluated by Hebba-
laguppe et al. [36]

Fig. 5   Sequence of LiDAR 3D point clouds from the system built by Boyko and Funkhouser [41]; the highlighted objects are labeled by the 
user, with the number of objects in the class written underneath each screenshot
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label prediction which they can approve if appropriate [41]. 
But instead of only offering simple approvals or rejections, 
users may choose an entirely different label or ask the sys-
tem to expand or contract the group if instances are missing 
or added incorrectly. Each possible action has a keyboard 
shortcut. Examples refer to a space bar for label approval or 
pressing a numerical key to select a different label sugges-
tion from a numbered list.

Such mechanisms enable users to quickly label multiple 
objects from the same class, which reduces the time needed 
for labeling, while supporting their engagement. Still, users 
rely on bounded rationality and will contrast the effort of the 
labeling process with the corresponding benefits [42]. For 
instance, research showcases that the approval or rejection 
of a given label can be executed five to six times faster than 
selecting a label from a list [38].

In summary, supporting the user engagement may foster 
their willingness to spend more time in the labeling process 
while improving the performance of the model.

5.3 � Increase the Perceived Relevance of Users

The perception by users that they offer value with their 
inputs, and that these inputs have an impact on the system, 
refers to another important design principle [10].

For instance, Sun and DeJong [43] enclose domain 
knowledge to a Support Vector Machine (SVM) in order to 
advance learning. The underlying complexity resides in the 

question of how domain knowledge can be converted into a 
format effectively accessed by the learner. Another approach 
by Early et al. [44] promotes the display of partial predic-
tions facilitating users to actively advance the quality of the 
prediction. Commonly, users are supplied with information 
on the labeling coverage they have already reached [14]. 
Visualization plays a key part in this, as it provides the user 
with easy to grasp information and feedback of the current 
system status. For instance, research relies on opaqueness 
[45] and heat maps [11, 46] to show model uncertainties 
and class densities. Rashid et al. [21] display a short mes-
sage emphasizing the importance of user input on the top of 
their movie recommender system MovieLens (cf. Fig. 6). 
In addition, a rating system of smileys illustrates the impact 
of the latest user rating on specific movies for different user 
groups. On this ground, the authors show that users are 7.4% 
more likely to rate movies when provided with feedback on 
how important their ratings are to other people who prefer 
to watch the same movie genre as they do [21].

In summary, designers need to illustrate the concrete 
impact a user’s input has on the system or other users. Such 
mechanisms may showcase users that they represent a rel-
evant part of the interactive labeling process.

5.4 � Assess the Degree of Interruptability

User engagement and positively influencing relevance per-
ception, however, should not come at the expense of user 

Fig. 6   MovieLens, a movie recommender system by Rashid et al. [21]
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annoyance or frustration [9]. A way to address this problem 
resides in the careful assessment of the degree of interrupt-
ability in terms of (1) the interruption frequency and (2) the 
influence of individual interruptions [10].

In particular, one strategy to decrease the interruption fre-
quency might be to offer only questions of high importance 
to users. For instance, Jain et al. [47] achieve accurate labels 
with less frequent interruptions by conglomerating together 
three different cues (i.e., human labels, learnt semantic simi-
larity and geometric consistencies). In addition, based on the 
learner’s confidence, Wallace et al. [48] assign classification 
labels to diverse user groups in order to take advantage of 
their knowledge. Hereby, the probabilistic measure of a spe-
cific instance may represent an effective indicator whether 
to illustrate the instance to an experienced or inexperienced 
user [10]. Moreover, Zhu and Yang [49] propose an algo-
rithmic solution to assess and improve the label quality of 
inexperienced users by referring to “gold standard labels” 
provided by domain experts. Similarly, Yan et al. [50] sug-
gest to select the best fitting crowd worker according to their 
expertise for the next labeling sample.

To reduce the influence of individual interruptions one 
may look to the selection of the subset of data that is initially 
labeled by the user. The AL paradigm had the system select 
this subset, with the user falling back to the role of a simple 
oracle [8]. Recent research suggests a different approach, 
where the user selects data points that should be labeled [7, 
51, 52]. Herein the users’ expertise on the current domain 
may be leveraged by allowing them to select prominent or 
difficult examples, the system alone may have overlooked. 
In addition, hybrid user-system approaches [6, 46] in which 
both the user and the system provide data points for the 
labeling interaction seem to represent a promising research 
direction. Such efforts allow for both domain knowledge and 
the system querying for support in low-confidence instances.

Cakmak et al. [9] conduct a study, where humans are 
asked to teach a robot abstract concepts. Using cutout 
shapes, the participants provide positive and negative exam-
ples for their chosen concept. For example, a “snowman” 
consists of two circles stacked on top of each other, whereas 
an “alien” can consist of any configuration of shapes, as 
long as they are green (cf. Fig. 7). Specifically, the authors 
compare three different modes of teaching:

–	 Basic strategy (BS): The robot asks a question after each 
training example to influence the next lesson

–	 Mixed interaction (MI): The robot only asks questions if 
the example was not informative

–	 Any questions (AQ): The robot only asks questions after 
being prompted to do so by the teacher with a key phrase

The BS strategy is found to be the most efficient, but also the 
least engaging one. Furthermore, participants feel annoyed 

and frustrated by the high amount of questions being asked 
[9]. AQ is described as the most natural interaction mode. 
It represents the preferred solution by the participants, even 
though it is the least efficient one. The MI mode refers to 
a balanced strategy. Participants feel in control during the 
interaction, while the learner can still ask questions (if nec-
essary) [9].

In summary, adjustments of the interruptability degree 
within interactive labeling approaches can reduce the impo-
sition on user interactivity in such cases.

5.5 � Adjust the Transparency to Users

Finally, the degree of transparency within the interactive 
labeling approach can have a great influence on the quality 
of the input provided by users [8].

From time to time, users may get a label wrong and 
offer incorrect information. Against this backdrop, an AL 
approach by Rosenthal and Dey [53] suggests to offer spe-
cific information when a label is required, such as contex-
tual features, feature explanations, prediction results or 
the underlying prediction uncertainty of the label [8, 54]. 
Such mechanisms do not only improve transparency but 
are also tightly interconnected with the user’s perception 
of relevance.

Furthermore, the transparency of the labeling process 
can be increased by relying on information visualization 
techniques and visual analytics, for instance, for facilitating 
classification system engineering [55]. Researchers highlight 
areas of interest in an audio-track waveform display [14], 
in segmented images [20, 56] or texts [12] to support users 
in their understanding which parts of the data seem more 
relevant for the predicted labels.

Fig. 7   Experimental setup for the study by Cakmak et al. [9]; a par-
ticipant is teaching the robot a concept using the assortment of avail-
able shapes



140	 KI - Künstliche Intelligenz (2020) 34:131–142

1 3

Yimam et  al. [12] introduce a system for automatic 
entity recognition in biomedical texts. In the context of bio-
medicine, annotations are dependent on expert knowledge, 
however fully manual annotations are typically regarded as 
labor-intesive and time-consuming. By introducing their 
system, the authors aim to produce high-quality labels in 
a short period of time with an easily extensible ML model. 
After medical users with domain expertise have annotated a 
small number of texts by hand, the system is able to provide 
annotations by itself for future texts. It highlights and clas-
sifies identified entities and additionally shows the relation-
ship to other entities in the surrounding text. The user can 
confirm these annotations or further improve the model by 
providing correct annotations by themselves [12]. Such an 
example can be seen in Fig. 8.

In summary, research results showcase that if the system 
offers a satisfactory amount of contextual features and pre-
diction results with a low degree of uncertainty, the highest 
labeling accuracy can be achieved. Still, not all transpar-
ency types improve the system’s performance. Thus, users 
need to be involved in the assessment of what information 
seems most useful to adjust the transparency of correspond-
ing interactive labeling approaches.

6 � Summary

The exciting research area of interactive labeling offers new 
potentials for supporting users in labeling tasks facilitating 
a more effective and pleasant process. However, generating 
labeled data is still a challenging activity that might annoy 
or even frustrate users.

By concentrating more on the interactive aspects of labe-
ling systems, this article provides a review and discussion 
of design principles as common ground for implementing 
corresponding solutions. Methodologically, we followed 
the structured guidelines by Webster and Watson [19] for 
our literature review and made all choices during our search 
process explicit. In particular, the article presented offers 
support for five design principles: The first encourages 

designers to embrace the user intent by providing higher 
degrees of freedom with regard to user input when creating 
interactive labeling systems, while the second emphasizes 
the engagement of users in the labeling process. On these 
grounds, users seem more willing to spend more time on 
the labeling tasks, which in turn improves the performance 
of the ML model. Third, the perception by users that they 
offer valuable inputs to the system or other users needs to 
be increased. However, designers need also to look at the 
expenses of interactivity to create better labeling systems. To 
this end, we introduce a forth design principle that addresses 
the degree of interruptability with regard to the interrup-
tion frequency and the influence of individual interruptions. 
Lastly, users need to support the assessment process which 
information seems most useful in order to adjust the trans-
parency of corresponding interactive labeling approaches.

Future work should study and assess novel interaction 
techniques with real users to comprehend whether they pro-
mote more effective labeling solutions. We believe that the 
proposed design principles represent a cornerstone of further 
efforts to refine and expand the design of interactive labeling 
systems.
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