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Abstracts
A reasonable solution, to deal with oil field water problem, is to minimize the amount of water associated with oil production 
using effective completion lengths. This work presents an effective method to optimize wells’ completion lengths in an oil 
reservoir with a strong aquifer. The suggested technique is formulated as a constrained optimization problem that defines a 
NPV objective function and a set of existing field/facility constraints. An effective algorithm translates the completion lengths 
to connections number in the dynamic simulation model. In this approach, a genetic algorithm (GA), an adaptive version 
of simulated annealing (ASA) and a particle swarm optimization (PSO) hybridized with polytope technique are applied to 
maximize NPV. A comparison is given for their performances in a strong water-drive reservoir where the combinatorial 
effects of wells’ completion lengths (decision variables) should be addressed. Optimizing the lengths of completions leads 
to an increased production period, total oil production, retarding water breakthrough, reducing total water production, and 
finally increasing ultimate recovery. The results showed that total oil production by GA, ASA and PSO algorithm is increased 
by 11.0%, 2.40% and 2.22%, respectively, related to the initial case. Total water productions are decreased by GA, 9.82%, by 
ASA 2.11%, and by PSO 1.82% relative to the initial schedule. The best performance belongs to the GA algorithm. Moreover, 
the average watercut of all wells is decreased through the optimization process. Besides, based on the numerical simulation, 
closing the worst connections with high watercut decreases total water production, and improves oil recovery, maximum well 
productivity, and NPV (oil–water ratio is increased 18.2%). Most connections are placed in the layers where water coning 
can occur later (considering near-well-bore permeability) and slightly far from full water zone.
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List of symbols

Abbreviations
ASA	� Adaptive simulated annealing
COP 	� Cost of oil production
CWI 	� Cost of water injection
CWP 	� Cost of water production
GA	� Genetic algorithm
NPV	� Net present value
PSO	� Particle swarm optimization
Ai 	� Area of block face communicating with the 

aquifer

Bo and Bw 	� Formation volume factor
b 	� Discount rate
Ct 	� Compressibility
D	� Dimension of the space problem
di 	� Depth of grid
g 	� Gravitational force
K 	� Total number of time steps
J 	� Objective function
ni 	� ASA Free parameters
Nprod 	� Number of wells
m

i
 	� ASA Free parameters

PVi 	� Pore Volume of the grid block
p 	� Pressure
pc 	� Capillary pressure
pa0 	� Initial pressure of water in the aquifer
Qai 	� Inflow rate from the aquifer to the connecting 

grid block i
q 	� Flow rate
ro 	� Oil price costs
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rwinj 	� Water injection costs
rwp 	� Water production costs
Sw 	� Water saturation
T 	� Temperature
Tc 	� Aquifer time constant
Vt

i
 	� Particle velocity

Vw0 	� Initial volume of water in the aquifer
Xt

i
 	� Particle position

Wai 	� Cumulative influx from the aquifer to grid 
block i

�i 	� The area fraction for each grid block 
connection

Φoj/Φwj 	� Oil/water PRESSURE Potential
�o/�w 	� Oil/water Viscosity
� 	� Density
τt 	� Reference time
�ij 	� Transmissibility
w 	� Inertia Weight Constant

Subscripts
a	� Aquifer
i	� Initial/ Influx/Central Block
j 	� Neighbor Block
o	� Oil
prod 	� Produced Oil
t	� Total
wp 	� Produced water
winj 	� Injected water
w	� Water
k 	� Time step counter

Introduction

Significant amount of water is produced in upstream indus-
tries, and it will have increasing trends. Associated water 
(formation brine) during oil and gas production is the larg-
est source of water. This is brought up from the oil and gas 
formation during the production of petroleum and natural 
gas (Kaur et al. 2009). This large amount of water should 
be treated, desalinated, or injected. Therefore, it requires 
different surface and subsurface facilities, that imposes lots 
of costs and environmental problem to the development pro-
jects (Ebrahimi and Vilcáez 2018). Based on a study, when 
the watercut reaches to 75%, the cost of water treatment is 
drastically increased (Arslan 2005). Treatment of water with 
considering environmental legislation is highly important 
in the oil industry (Jiménez et al. 2018). To face with water 
problem, the best solution would be minimizing the amount 
of water produced with oil which is in direct relation to com-
pletion length (Pintor et al. 2016). Among different sources 
of associated water from the petroleum reservoirs, the water 
(water) produced from conning or aquifer movement in the 

reservoirs are key players. In other words, although oil wells 
are drilled and completed/perforated in the zones above 
the water-oil contact, water production from such sources 
is problematic. One of the efficient strategies is to have an 
optimized design for completion and perforation lengths in 
cased-holes and perforated wells. The perforated comple-
tions have several advantages relative to open-hole wells. 
This is since cased-hole completions bring several advan-
tages to an oil field. First, if some layers have issues such as 
high watercut or sand production, it will be easy to shut-off 
the worst offending connections. Second, perforated comple-
tions provide a handful for selective productions from mul-
tiple productive formations. Third, perforated wells can be 
used for a longer time without causing any problem for the 
whole production system. The productivity of a perforated 
well depends on both perforation and formation features, 
e.g., length, shot density, damage, radius, permeability, and 
anisotropy. The precise knowledge about the relationship 
between pressure drop and oil production rate leads to opti-
mum perforation design and optimized hydrocarbon produc-
tion. The perforation density and length can have effect on 
the inflow performance and alleviating watercut of wells in 
the water-driven reservoir. Early water breakthrough and a 
rapid increase in watercut cause serious problems where the 
heterogeneous reservoir has high permeability completion 
intervals. Short production period reduces oil production, 
premature water breakthrough, high watercut and lower ulti-
mate recovery are results of an unscientific perforation plan.

Completion design modeling and optimization

There are several published studies on well completion 
lengths modeling and optimization (Cakici et al. 2013; Liang 
et al. 2019). Landman and Goldthorpe (1991) proposed a 
mathematical model that couples the Darcy law with a 1D 
momentum equation, for each perforation, to optimize the 
number of perforations for a horizontal well of a simpli-
fied infinite reservoir neglecting the skin factor causing by 
formation damage. Boyun and Lee (1993) proposed an ana-
lytical approach to optimize wellbore penetration into a pay 
zone to maximize critical oil rate. The unstable water cone 
occurs when the gradient pressure of water contact is lower 
than the vertical gradient pressure which can highly affect 
the total oil recovery factor. They concluded that the best 
wellbore penetration into an oil zone is one-third the total 
pay-zone thickness; Yildiz (2000) studied the productivity 
of selectivity perforated vertical wells by considering non-
uniform perforation size, the random phasing angle, length 
and formation damage around perforations. They presented 
a new mathematical model controlling the impact of gas 
or water coning in vertical wells. Their study revealed that 
capillary fluid level is affected by a simultaneous two-
phase flow in the formation. Zhou et al. (2002) suggested a 
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variable-density perforation approach to control production 
profile for horizontal wells. Yeten et al. (2003) optimized 
well placement, wells’ completion design and well controls 
using a genetic algorithm. Yeten et al. (2004) applied a gra-
dient-based optimization method combined with a reservoir 
simulator to optimize the performance of intelligent wells 
in several geological model realizations. According to their 
work, the optimal number of perforations has an important 
effect on horizontal wells. Zhou (2007) introduced a novel 
method to optimize the number of perforations along the 
wellbore. Different perforation optimization procedures have 
been presented to optimize the number of perforations in 
horizontal wells by using different optimization algorithms, 
while the main focuses of their studies were homogenous 
models (Hua et al. 2010; Wang et al. 2011). By deriving 
a reservoir model coupled with a wellbore flow model on 
the basis of inflow controlling theory, Wang et al. (2010) 
presented a model to optimize the perforation scheme for 
finding the global optimum of an objective function for 
recovery. Their study has proposed to use a low perforation 
density where permeability is high and a high perforation 
density where permeability is low. Wang et al. (2011) cou-
pled reservoir and wellbore model to calculate a perforation 
optimization model using genetic algorithm, but their study 
focuses on the near-well heterogeneity. However, their model 
cannot be applied in heterogeneous reservoirs with distrib-
uted heterogeneous permeability in the whole drainage area. 
Haijing et al. (2012) improved the modeling by considering 
near-wellbore permeability heterogeneity. They proposed 
an optimal perforation scheme to determine inflow profiles 
of horizontal wells in anisotropic parallelepiped reservoirs 
through an enhanced assessment approach of permeability 
heterogeneity for horizontal wells. Their results showed that 
to achieve optimal productivity, the number of perforations 
should be higher in the region with low permeability and 
be lower in the region with high permeability. Non-uniform 
inflow can occur in a high permeability reservoir in a hori-
zontal well because of the variation in pressure drawdown 
along the well. A similar model, presented by Pang et al. 
(2013), considered near-wellbore inflow and wellbore con-
duit flow on the basis of a reservoir numerical simulation 
and wellbore dynamics. They used such tools to optimize 
perforation density for perforation design and optimiza-
tion of long horizontal wells. Xu et al. (2013) published 
a numerical model to take the impacts of the number of 
perforations on the productivity of gas well into account, 
where the objective function is the vertical well production 
length, and the decision-making parameter were the perfo-
ration distribution. Their results illustrated that inflow rate 
profiles are successfully increased by the optimal perforation 
position and perforation density distribution.

There are also published works about mathematical 
modeling of other aspects of well completion for example 

hydraulic fracturing (Clarkson et al. 2016), (Clarkson and 
Qanbari 2016), (Zhang and Emami-Meybodi 2020a, b), 
(Zhang and Emami-Meybodi 2020a, b). (Zhang and Emami-
Meybodi 2020a, b) and (Zhang and Emami-Meybodi 2022). 
In these types of studies, the specifications and configura-
tional properties of hydraulic fractures have been in focus 
instead of perforations’ specifications.

Khoshneshin and Sadeghnejad (2018) used two heuris-
tic optimization methods (artificial bee colony and PSO) 
to determine the optimum well placement and find the best 
completion design in an Iranian oil field. Their study has 
divided into two periods of the field life, i.e., the first one 
is infill drilling stage and the second one is the well loca-
tion optimization. To find the best completion layer, they 
coupled geological uncertainties and practical constraints 
with the finding optimum infill drilling placement problem. 
Based on their result, artificial bee colony algorithm has 
a better performance than PSO. Carpenter (2020) coupled 
both geological and geo-mechanical models with production 
and pumping history to optimize well completion design 
in unconventional reservoirs to achieve higher oil recovery 
factor. Zeynolabedini and Assareh (2021) presented effective 
design of well completion length in a downhole water loop 
and assessed different completion characteristics parameters.

Contributions of this study

When a reservoir has an active aquifer and the rate of water 
production in other wells of the reservoir is high, optimization 
of perforation length is posing a challenge due to the impor-
tance of combinatorial effects. In such a case, the length of 
perforations should be optimized during the lifecycle of the 
reservoir. In this way, not only the watercut can be controlled, 
but also the maximized oil can be recovered. One of the 
important parts of perforation optimization is planning for the 
length of perforation and previous studies have not focused 
properly on the length of perforation where the reservoir has 
strong water derived using reservoir-wide models. In other 
words, this study tries to show that just by optimization of 
perforation length, total oil production and oil–water ratio is 
increased without causing additional cost such as water treat-
ment or remediation of perforations. In fact, this analysis gives 
a vision for reservoir engineers to focus on the optimization of 
perforation length if the production mechanism of a reservoir 
is water-drive. Note that shutting the worst offending connec-
tion necessitates well shut in and workover operation. There 
is not enough study in the literature to evaluate this kind of 
optimization problem. Herein, this work tries to optimize the 
length of perforation in an oil reservoir without considering 
other parameters of perforations such as phase angle, bore-
hole diameter and length of perforated spacing. This is since 
the length of perforation is a critical subject for high water-
cut. The phasing and density of perforation are defined with, 
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connection factor, an abstract parameter for transmissibility of 
simulation block to well flow. The objective function is the net 
present value (NPV) with a discount rate applied to take the 
long-term and short-term gains into account. The ASA, GA 
and PSO hybridized with polytope are used as global search 
techniques, to help the optimization escape from the local 
minima. In fact, authors try to show that optimized length of 
perforation in a reservoir with strong aquifer can decrease costs 
of water treatment and well-shutting besides of avoiding envi-
ronmental issues. In the next section, the method is explained 
in detail. Later, the case study results are presented to show a 
comparison between these algorithms and how much they can 
improve the total production and lower watercut.

Production optimization method

In this work, the total oil and water productions are considered 
in NPV for optimization. The decision variables are the lengths 
of perforations (connections) of each well in an oil reservoir in 
which there is a strong aquifer. In fact, the optimized lengths of 
perforations are obtained at an initial state through optimizing 
of both total oil and water production in NPV for production 
life cycle using a reservoir model. Besides, some practical con-
straints are considered in the model such as minimum rate of 
each well, a minimum limit for the length of perforation and 
inactive cells due to the geometry of the reservoir. The NPV, 
J, addresses both the long-term and short-term gains through 
using a discount rate and a certain reference time denominator 
can impact the total oil production during a certain time. The 
NPV is based on the cumulative oil and water production over 
a fixed time horizon introduced by van Essen et al. (2009) and 
can be defined as:

K indicates the total number of time steps k and Δtk the time 
interval of time step k in days. The term b is the discount 
rate for a specific reference time �t . The water injection cost 
is defined as:

The produced water production cost is defined as:

The produced oil production benefit is calculated from:

(1)J =

K
∑

k=1

[

CWIK + CWPK − COPK

(1 + b)
tk

�t

∗ Δt
k

]

(2)CWIK =

Ninj
∑

i=1

rwinj × qwinj.k

(3)CWPK =

Nprod
∑

j=1

rwp × qwp.k

 where ro , rwp and rwinj are the oil price, the water produc-
tion, and the water injection costs are in $/m3 , respectively. 
The terms qwinj.k , qwp.k and qo.k represent the total flow rate 
of injected water, produced water, and produced oil at time 
step k in m3 . Nprod and Ninj are the number of production and 
injection wells, respectively. The optimization problem with 
the objective function can be formulated as follows:

which is subjected to:

and:

where u and x are the control vector (input vector) and the 
state vector (grid block pressures and saturations), respec-
tively. g is a vector-valued function presenting the system 
equations, x0 is a vector of the initial conditions of the res-
ervoir. A colon in a subscript indicates a range, e.g., u1∶K = 
( u1,u2,…,uk ). The vector of inequality constraints g relates to 
the well’s limitations. The mass conversation equation and 
Darcy’s law are combined to create the governing equations 
being the water-oil material balance. The effects of capil-
lary pressure and molecular diffusion are neglected, and the 
problem is isothermal.

ASA, GA and PSO are applied to optimize the defined 
problem in this study. We also make a comparison among 
them to regarding their performances on this optimiza-
tion problem. The adaptive version of simulated annealing 
which uses an advanced annealing schedule and improved 
generation function of random numbers is implemented. 
The flowchart of the implemented ASA is shown in the 
work of Azamipour et al. (2017) in more details.

Simulated annealing, introduced by Kirkpatrick (1984), 
is based on the physical process of metallurgical anneal-
ing which is molecules of hot metal are organized in a 
way being near to global energy minimum when the 
temperature falls. The metropolis algorithm helps SA to 
escape local optimum traps through a Boltzmann prob-
ability function. In fact, if the new objective function 
is decreased, the set of optimization parameters will be 
accepted automatically; otherwise, if a random number is 
less than the probability created by the Boltzmann func-
tion, it is accepted for the next iteration.

(4)COPK =

Nprod
∑

j=1

ro × qo.k

(5)max
u1∶K

J
(

uk
)

(6)gk+1
(

uk ⋅ xk ⋅ xk+1
)

= 0.k = 0…K − 1 ⋅ x0 = x0

(7)ck+1
(

uk+1.xk+1
)

≤ 0
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The temperature T is a global time-varying parameter and 
the objective functions J(uk1) and J(uk2) are parameters of 
Boltzmann probability function by which the SA algorithm 
can escape from a local minimum which is worse than the 
global one since the probability function P should be posi-
tive even when J(uk2) is larger than J(uk1) . If the difference 
between two consecutive objective functions (delta ΔJ ) or 
delta is positive but the metropolis function accepts the solu-
tion, the temperature based on a formulation proposed by 
Ingber (1996) would be adjusted. In these relations, T0i is 
the initial temperature and, ni and m

i
 can be considered free 

parameters that help tuning ASA for specific problems and 
D is the dimension of the space problem. Otherwise, a new 
solution is generated. Finally, when the final temperature is 
reached, the algorithm would be terminated.

Genetic algorithms are one of the evolutionary 
approaches originated from natural evolution, for example, 
mutation, selection and crossover and can optimize com-
plicated objective functions (Haupt and Haupt 2004). The 
population consists of several arbitrarily generated strings. 
In fact, these strings are a set of randomly produced practi-
cal solutions. The strings are individual solutions and are 
evaluated by a fitness function, then their fitness values are 
sorted. The nearness of each solution is evaluated to the 
optimal solution in the fitness or evaluation function and 
allocates each chromosome a “rank” applied to calculate 
the crossover probability of each chromosome. In a crosso-
ver process, two randomly chromosomes with the highest 
rank, called parents, are selected, and integrated to create 
offspring or children to exchange genetic information. The 
crossover rate is the ratio of the number of children in each 
generation to the population size. It adjusts the expected 
number of chromosomes used in the crossover operation. 
Different types of crossover have been introduced such as 
single point, double point, multi-point and scattered (Koza 
1992). The mutation process not only helps GA escape from 
local optima but also brings back any lost genetic values 
when the population converges too fast (Ghaedi et al. 2014). 
The mutation rate is the percentage of the number of genes 
whose values are flipped in each generation to the population 
size. In addition, elitism is the process in which some per-
centages of highest ranked individuals without any modifica-
tion are transformed to the next generation to replace some 
lowest-ranked individuals. Finally, the next generation will 

(8)P(accept) =

{

ΔJ < 0 accept

ΔJ > 0 → P = Exp
(

−ΔJ

T

)

(9)Ti(k) = T0i

(

exp
(

−cik
1

D

)

,
)

0 < c < 1

(10)ci = mi exp(−ni∕D)

be created, and the cycle is repeated to reach the stopping 
criteria likes the difference between two subsequent objec-
tive functions or the maximum number of generations. The 
flowchart of the implemented GA is presented in the work 
of Azamipour et al. (2018).

The particle swarm optimization algorithm, introduced 
by Eberhart and Kennedy (1995), is inspired by the concept 
of movement of animal groups, such as birds and fishes, 
and it is capable of solving complicated mathematics prob-
lems and optimizing nonlinear continuous functions (de 
Moura Meneses et al. 2009). The aim of flying a group of 
birds is to find a place where the accessibility of food is 
maximized, and predators’ threat is minimized. As matter 
of fact, the flock should search and assess several places by 
applying some surviving criteria to maximize the survival 
situations of its population. Kennedy and Eberhart (1995) 
introduced a classical version of particle swarm optimization 
to find the optimal solution by studying the social behavior 
of birds’ flocks which help them to increase their chance 
of survival by identifying a safe place to land. Researchers 
have proposed different versions of PSO algorithm such as 
the constriction factor weight (Eberhart and Shi 2000), the 
dynamic inertia and maximum velocity reduction and the 
linear-decreasing inertia weight (Shi and Eberhart 1999). 
The main goal of optimization is to maximize or minimize 
function f (X) which is represented by the position vector 
X = [x1,x2, x3,… , xn] in PSO algorithm. The position vector 
X denotes a variable model and it is dimensions’ vector as 
the number of variables in a problem. Moreover, assessing 
the objective function f (X) is performed by evaluating how 
good or bad a position is based on landing points and sur-
vival criteria. The position vector Xt

i
=
(

xi1, xi2, xi3,… , xin
)T 

and the velocity vector Vt
i
=
(

vi1, vi2, vi3,… , vin
)T in an itera-

tion, t, is updated according to the following equations:

and

where P is the total particles of the swarm, i = 1, 2…P is a 
component of the vector, j = 1, 2,… , n is the dimension of 
equations. There are three different terms in Eq. 11 repre-
senting a particle’s movement in an iteration. The first term 
is a product between parameter w and particle’s previous 
velocity which is why it shows a particles’ previous motion 
into the current one. The parameter w is the inertia weight 
constant and a positive constant value for the classical PSO 
version. This parameter is applied as a balancing between 
global search, called exploration, and local search knows as 
exploitation. For instance, if w = 1 , the particle’s motion is 
governed by its previous motion in a similar direction. If 

(11)Vt+1
ij

= wVt
ij
+ c1r

t
1

(

pbestij − Xt
ij

)

+ c2r
t
2

(

gbestj − Xt
ij

)

(12)Xt+1
ij

= Xt
ij
+ Vt+1

ij
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0 ≤ w < 1 , more regions in the searching domain are 
explored by the swarm which increases the chance of finding 
a global optimum, however, the optimization procedure will 
be more time consuming (Eberhart and Kennedy 1995). The 
second term of Eq. 11, being the individual cognition term, 
is determined by the difference between it is the particle’s 
own best position, pbestij , and its current position Xt

ij
 . When 

the current position of the particle is far from pbestij posi-
tion, which means the amount of 

(

pbestij − Xt
ij

)

 get larger, 
the particle will be attracted to its best own position. The 
parameter c1 , known as an individual-cognition parameter, 
is a positive constant, also it denoted the importance of par-
ticle’s own previous experiences. Equation 11 uses r1 , a ran-
dom value with [0,1] range, to avoid premature conver-
gences, increasing the most probable optima. The social 
learning term is the third term by which all particles of the 
swarm can share the information of best point attained none-
theless of which particle had found it, e.g., gbestj . The dif-
ference 

(

gbestj − Xt
ij

)

 represents the amount of attraction of 
particles to the best point until found at some t iteration. The 
parameter c2 , known as the social learning parameter, shows 
the importance of the global learning of the swarm. r2 also 
is a random value like r1 . Equation 12 updates the particle’s 
position.

Finally, the polytope approach speeds up the optimization 
methods by finding the best solution among the previous 
iterations and selecting the best one for the next guess. The 
polytope algorithm, being a hill-climbing algorithm, does 
not require derivative information. This algorithm, presented 
by Nelder and Mead (1965), tries to find the direction that 
increases the value of the objective function.

To simulate the water movement process, a coupled sys-
tem of nonlinear equations system for oil and water material 
balance for each simulation cell should be solved.

where pressure ( P ) and water saturation ( Sw ) are used as 
the primary variables to solve these two equations for all 
the simulation blocks ( x ). In this relation, �ij is the block 
pair transmissibility between central block, i , and neighbor 
block, j . Kro and Krw are oil and water relative permeability 
and �o and �w are oil and water viscosity, respectively. PVi is 
the pore volume of the grid block. Bo and Bw are the oil and 

(13)
∑

j

�ij

(

Kro
(

Sw
)

�o(P)Bo(P)

)t+Δt

ij

ΔΦt+Δt
ij

−
PVi

Δt

[

(

So

Bo(P)

)t+Δt

i

−

(

So

Bo

)t

i

]

= 0

(14)
∑

j

�ij

(

Krw
(

Sw
)

�w(P)Bw(P)

)t+Δt

ij

ΔΦt+Δt
ij

−
PVi

Δt

[

(

Sw

Bw(P)

)t+Δt

i

−

(

Sw

Bw

)t

i

]

= 0

water formation volume factor correspondingly. The pres-
sure potential difference for the oil phase (driving force) is 
defined as:

The same is valid for water:

The main aim of this approach is to find the optimum 
length of perforation. To do that the top of perforation for 
all the wells are considered constant, and the lowest one is 
optimized by considering some practical limitations. At first, 
the largest possible length of perforation for all the wells 
are applied. Then, the model is simulated coupled with the 
optimization algorithm. The reservoir flow is determined by 
commercial reservoir numerical software by which reservoir 
static information and dynamics can be captured, utilized, 
and predicted. The new solution goes to the polytope algo-
rithm to compare it with the older solution to select the best 
one. Finally, when the algorithm reaches the stopping crite-
ria, the process will be finished.

In this research, ASA, GA and PSO algorithms are used 
as the optimization method in separate cases to compare 
the performance of each of them on this problem. In the 
section of initializing, all the perforations and optimization 
parameters are inputs, and the simulator is run, and the 
results of the simulation are read, which contains yearly 
oil and water production, therefore the objective function 
is calculated. In the next section, being the main section 
of optimization, new perforations are generated based on 
the best solution of the NPV by the random generator. The 
simulator is run again, and the objective function is deter-

mined. The two recent objective functions are compared, 
and ASA algorithm decides which objective function 
should be used. If the new objective function is lower than 
the previous one, then the new objective function will be 
accepted. Otherwise, the metropolis algorithm decides to 
keep the objective function or not. Then, polytope search 
finds the best solution among all the solutions and select 

(15)ΔΦo =
(

Φoj − Φoi

)

= Poj − Poi −
1

2

(

�oj + �oi

)

gΔdij

(16)
ΔΦw =

(

Φwj − Φwi

)

= Pwj − Pwi −
1

2

(

�wj + �wi

)

gΔdij
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the best NPV by which the best perforations will be used 
in the stage of generating new perforations. Finally, if 
the temperature is down enough, the optimization will be 
stopped, and the result will be shown. The flowchart of 
optimization-simulation coupling using GA is started by 
initializing optimization and simulation parameters and 
first guess for the perforation. The NPV is calculated after 
the simulator is run and the oil and water produced are cal-
culated annually. The perforations of each well are turned 
into the chromosome and new perforations are generated 
and are used as initial data for the simulator. After the 
simulation, the NPV is calculated and stored and ranked as 
a fitness function. The polytope algorithm helps the optimi-
zations to initialize based on the best solution that has been 
found. If the generation reaches the criteria to terminate 

the search, the result will be presented. Figure 1 shows the 
flowchart of optimization-simulation coupling using PSO 
algorithm. In the first step of optimization, initial perfo-
rations, PSO parameters randomly, particle position and 
velocity are initialized. The simulator is used to calculate 
the NPV based on determining the amount of oil and water 
produced annually. The perforations are considered as posi-
tions of particles and new perforations are produced by the 
random generator of PSO. Again, the objective function 
is calculated after simulating with new perforations. The 
fitness function for each particle is evaluated and local and 
global solutions are computed.

The velocities and swarm positions are updated, and the 
particles move with new PSO velocity. The new searching 
direction is calculated. Polytope search assists the algorithm 

Fig. 1   Flowchart of optimiza-
tion-simulation coupling using 
PSO algorithm

Read the Result of Oil and Water Production of 
Each Well and Determine NPV
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Initialization of PSO Parameters Randomly
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to benefit a better guess for generating new perforations. 
If the objective function is satisfied or the optimization is 
reached termination criteria, the optimization is stopped and 
the result are displayed; otherwise, the optimization process 
is repeated.

Reservoir simulation model

The optimization procedure was evaluated using a 3D oil 
reservoir model with two-phase flow of water and oil. The 
model consists of 10,800 (30 × 90 × 40) simulation grid 
cells and nine production wells with average properties pre-
sented in Table 1.

The supplementary material file for this article con-
tains the reservoir model information and 3D distribution. 
The 3D grid is presented in Figure 1 in supplementary 
material. The initial and bubble point pressures are 1645 
and 1397 psi, respectively. The porosity and permeability 
maps are presented in Figure 2 in supplementary material. 
The anisotropy ratio in x, y and z direction equals unity. 
The model has four Fetkovich aquifers at the edge of the 
reservoir that the main properties of the aquifers are pre-
sented in Table 2.

Fetkovich is a successful and apparently accurate aqui-
fer model which uses an equation describing flowrate from 
aquifer and an aquifer material balance. The first param-
eter of Fetkovich aquifer model is a pseudo-steady state 
productivity index. The other crucial parameter describes 

a relationship based on the material balance between the 
cumulative influx and aquifer pressure. Since smaller aqui-
fers may reach a pseudo-steady state condition rapidly, 
the Fetkovich model is best appropriate for them. In this 
approach, the influx of water is modeled equivalent to the 
flow of oil from a reservoir into a well. The aquifer inflow 
is modeled by the equation:

where Qai is the inflow rate from the aquifer to the connect-
ing grid block i . Wai is the cumulative influx from the aquifer 
to grid block i . J is the specified productivity index of the 
aquifer. �i is the area fraction for connection to grid block 
i . The pa, pc and pi are the pressure in the aquifer at time t, 
the capillary pressure, and the water pressure in a connect-
ing grid block i , respectively. The � is water density in the 
aquifer. di is the depth of grid block i and da is the datum 
depth of the aquifer. The area fraction for each grid block 
connection is given by:

In this relation, Ai is the area of block face communicat-
ing with the aquifer and mi is an aquifer influx coefficient 
multiplier. The pressure response in the aquifer is calculated 
by the material balance equation:

In this relation, Wa is cumulative total influx from the 
aquifer, Ct is the total (rock and water) compressibility of the 
aquifer. Vw0 is the initial volume of water in the aquifer and 
pa0 is the initial pressure of water in the aquifer.

The aquifer time constant, having the dimension of time, 
and the productivity index has great roles on the aquifer 
performance. The aquifer time constant is given by:

If the connecting grid blocks have uniform reservoir pres-
sure, by integrating Eqs. 17 and 19, the average influx rate 
over the time interval Δt can be defined as:

Which is the form applied by the simulator to calculate 
the influx rates. The aquifer’s cumulative total influx is 
increased, and its pressure is updated using Eq. 19 at the end 
of each time step. Production is controlled by the production 

(17)Qai =
d

dt

(

Wai

)

= J�i
[

pa + pc − pi + �g
(

di − da
)]

(18)�i =
miAi

∑

miAi

(19)Wa = CtVw0

(

pa0 − pa
)

(20)Tc =
CtVw0

J

(21)Qai = J�i
�
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�
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�
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⎞
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⎟
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Table 1   Averages and ranges of grid properties in the case study 
model.

Properties Min Max Mean

Perm-X/Perm-Y (mD) 0 203.33 9.51
Perm-Z (mD) 0 20.39 0.95
Porosity (%) 0 4.6 1.4
Water saturation 0.2 1.00 0.81

Table 2   The properties of four attached Fetkovich aquifers (northern, 
NA, eastern, EA, southern, SA and western, WA, aquifers) parame-
ters, aquifer datum depth [ft], ap1, initial aquifer pressure [psia], ap2, 
Initial volume of water in aquifer [stb × 106], ap3, total compression 
of aquifer [1/psi × 10-6], ap4 and aquifer productivity index [stb/(psi.
day)], ap5

Aquifer AP1 AP2 AP3 AP4 A5

NA 2,000 3,500 3980.93 31.37 883.23
EA 2,000 3,500 2685.23 31.37 649.77
SA 2,000 3,500 2912.86 31.37 855.08
WA 2,000 3,500 1015.68 31.37 421.34
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target rate. The length of the numerical simulation time is 
27,375 days. All the remaining fluid and geological proper-
ties being used in the model are given in Table 3.

Figure 3 and Figure 4 in the supplementary material rep-
resent the movement of oil saturation in different cross sec-
tions of the reservoir model with its wells and their perfora-
tions before starting simulation and after that. These figures 
show the upward movement of water saturation in a cross 
section of the reservoir model before and after simulation 
which represents the effects of production and the power of 
aquifer to push up water. Hence, it is important to choose 
optimal perforations intervals to avoid high watercut produc-
tion and postpone abandoning wells as far as possible.

Results and discussion

The optimized scenarios are chosen between 450 scenarios 
created in the ASA, GA and PSO algorithms. The NPV is 
written in C# programming language with parameters ro = 
38.0 $/bbl and rw =5.0 $/bbl. The discount factor is 0.25. 
The minimum oil production was defined as 10.00 $/bbl as 
a practical constraint in the optimization problem; if the oil 
production rate is under this limit, the well should be shut 
in. There are 40 layers in the model in which some cells in 
different layers are inactive. The wells begin to produce oil 
with a maximum length of perforation. The lowest perfora-
tions of wells (connection positions) are selected as decision 
variables, and the top perforation of all wells remained fixed 
at the first layer. The minimum length of perforation for all 
wells are considered as in 10th layer as another practical 
constraint which means that the minimum number of con-
nections is 10. The maximum temperature, initial tempera-
ture and quench factor are 200, 0.1, and 1.0, respectively, in 
ASA algorithm. In the GA algorithm, the probabilities of 
crossover and mutation are 0.70 and 0.09, respectively, and 
the percentage of elitism is 5%. The type of crossover and 
selection are double point and fitness proportionate, cor-
respondingly. The population size which is the number of 
simulations runs in each generation was set to 30. In the 
PSO algorithm, the number of particles, max epochs, inertia 

weight, local weight and global weight are 30, 20, 0.729, 
1.49445 and 1.49445, correspondingly.

Figure 2 describes all the steps of the proposed opti-
mization procedure. It is started with inputting the res-
ervoir model and initial parameters of the optimization 
algorithm. The algorithm reads initial perforations of each 
well which are input into the reservoir model and stores 
them into a list. For the first iteration of optimization, the 
simulator is called, and the objective function is computed 
by calculating the amount of oil and water produced annu-
ally during the time of the simulation. Otherwise, the 
random generator of the optimization algorithm creates 
new perforations for each well based on the best solution 
that is achieved. If new perforations meet the constraints, 
they will be accepted and will be input (translated to the 
number of connections) into the simulator, otherwise, the 
random generator generates new perforation. The simula-
tor is used to compute a new objective function with new 
perforations of wells. Then, the optimization algorithm, 
i.e., ASA, GA or PSO is applied to optimize the solution. 
Polytope algorithm searches among all the solutions and 
finds the best NPV. The algorithm selects the perforations 
of the best NPV as an initial guess to use in the random 
generator to create new perforations. If the algorithm 
reaches termination criteria, the optimal solution will be 
shown, and the optimization process will be stopped. The 
results of the optimization process are shown in Tables 4 
and 5. In Table 4, the initial and best perforations of all 
wells for each algorithm, the total water and oil production 
and watercut for each well are presented. As it is shown in 
Table 5, GA algorithm has better performance than ASA 
and PSO algorithms and initial case based on the values 
of the objective function which are 336,832, 332,559, 332, 
498 and 327,266 $, respectively. Total oil production by 
GA, ASA and PSO algorithm is increased by 11.0%, 2.40% 
and 2.22%, respectively, related to the initial case. Total 
water productions are by GA, 9.82%, by ASA 2.11%, and 
by PSO 1.82% decreased related to the initial case. As 
another result, the average watercut of all wells also are 
decreased through the optimization process; however, the 
best performance belongs to the GA algorithm.

Figure 3 (top) represents total oil production versus time 
for ASA, GA and PSO algorithm and initial case. As it can 
be seen in the plot, GA (densely dashed) has a higher perfor-
mance. The total oil productions optimized by both ASA and 
PSO algorithm have similar profiles which are higher than 
the base case (base completion design). In Fig. 3 (bottom), 
a comparison of total water cut between ASA, GA, PSO 
algorithm and the initial case is displayed. The total watercut 
of genetic algorithm (densely dashed) is lower than the one 
in other two cases; however, there are some breaks in the 
profile that is occurred when a well with a high watercut is 

Table 3   Fluid properties of the reservoir model

Property Value Units

�o (@14.7 psi) 53.37 lb∕ft3

�w (@14.7 psi) 65.54 lb∕ft3

co (@pint) 9.13E−06 1/psi
cw (@1000 psi) 3.5e-05 1/psi
�o (@1000 psi) 0.808 cP
�w (@1000 psi) 0.600 cP
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shut in. Therefore, the amount of watercut is dropped sud-
denly. PSO and ASA have the same profiles which are in the 
interval of GA and the base case. The reason that the drops 
in the profiles do not occur simultaneously is that well/wells 
which are closed are not similar.

The performance of optimization algorithms (i.e., ASA, 
GA and PSO) and the initial (base) case for two wells of P1 
and P5 are presented in Fig. 4 For well P1, not only oil pro-
duction rate of genetic algorithm is higher than other cases, 
but also watercut of optimization with genetic algorithm is 

Fig. 2   Flowchart of the optimization process considering translation of perforation length to number of connections
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highly lower than others. The initial case has the worst per-
formance among other cases. Due to geological properties, 
well P5 is prone to produce high water, therefore, the rea-
sonable scenario is the lower amount of oil production rate. 
Watercut of GA is considerably lower than other methods 
during production since the oil production rate of optimiza-
tion using GA is low. This plot clearly shows that using the 
optimization approach helps watercut of wells which are sus-
ceptible to produce a high amount of water is controlled by 
optimizing their perforation lengths (connection intervals).

Figure 5 to 7 in the supplementary material displays 3D 
distributions of the reservoir model which represents per-
forations for wells in the genetic algorithm approach. Most 
perforations are placed in the layers where water coning can 
occur later and slightly far from full water saturated zone. 
Hence, watercut will be lower during production and the 
reservoir is able to produce more oil.

Figure 5 shows the objective function in each iteration 
in GA optimization as an example. Since each alteration in 
the length of the perforation well has a significant effect on 
the objective function, the polytope algorithm cannot create 
an ascending trend on the objective function and that is the 
reason that the objective function fluctuated highly during 
the optimization process. Across section of the reservoir 
showing the rise of the water in the reservoir is presented in 
Figure 8 in the supplementary materials.

To evaluate the performance of optimized solutions, 
two cases are performed (Case 1 and Case 2) in which ini-
tial guesses for the perforations are determined based on the 
performance of each well. These two cases are just arbitrary 
unoptimized possible solutions from middle GA generations. 
They have been selected since they have high oil and low water 
production (even though they are unoptimized). The results are 
shown in Tables 6 and 7. Although in these two cases, the total 
oil, and water production and average watercut are better com-
pared relative to the optimized solution in GA algorithm, due 
to discount factor and economical consideration, the objective 
functions of these cases are lower than the objective function 
of GA algorithm. Hence, it verifies that, however, there are 
cases with lower total water production and/or higher oil pro-
duction, the optimized solution has a higher objective function 
in which is considered both long and short gains.

Another scenario, called GA*, was designed to find the 
optimized solution of GA algorithm in which a constraint 

Table 4   Comparison of the results Oil production, water production, 
watercut, lower and upper perforation of each well between the initial 
case, ASA, GA and PSO algorithms

Method Well Name Oil pro-
duction 
(MMstb)

Water 
production 
(MMstb)

Watercut Deepest 
connec-
tion

Initial P1 2.12 5.33 0.72 20
P2 1.30 2.96 0.69 20
P3 0.09 0.20 0.69 23
P4 1.33 5.02 0.79 26
P5 7.89 35.37 0.82 40
P6 0.96 14.06 0.94 40
P7 1.59 27.01 0.94 23
P8 1.75 4.52 0.72 24
P9 0.92 5.87 0.86 23

ASA P1 1.93 4.97 0.72 20
P2 1.16 2.71 0.70 20
P3 0.24 0.43 0.64 20
P4 1.22 3.66 0.75 21
P5 7.47 23.41 0.76 37
P6 1.10 35.18 0.97 40
P7 1.46 27.11 0.95 18
P8 1.53 3.81 0.71 22
P9 0.85 5.04 0.86 22

GA P1 2.38 5.48 0.70 20
P2 1.43 2.72 0.66 18
P3 0.28 0.63 0.69 23
P4 1.25 6.46 0.84 25
P5 6.98 9.92 0.59 21
P6 1.62 40.96 0.96 40
P7 1.61 26.78 0.94 14
P8 1.54 3.41 0.69 17
P9 1.13 5.88 0.84 23

PSO P1 1.93 4.96 0.72 20
P2 1.12 2.43 0.68 18
P3 0.24 0.52 0.68 23
P4 1.21 3.63 0.75 21
P5 7.42 23.19 0.76 37
P6 1.08 34.97 0.97 40
P7 1.49 27.65 0.95 19
P8 1.60 3.94 0.71 24
P9 0.84 5.16 0.86 23

Table 5   Comparison between 
the results of the initial case and 
optimum solutions of ASA, GA 
and PSO algorithms

Method Total oil production 
(MMstb)

Total water produc-
tion (MMstb)

Objective func-
tion ($)

Oil/Water Average 
watercut

Base 17.95 100.33 327,266 0.18 0.80
ASA 18.38 98.21 332,559 0.19 0.78
GA 19.92 90.47 336,832 0.22 0.77
PSO 18.35 98.5 332,498 0.19 0.79
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on the watercut is applied to the wells. If a well violates the 
limitation value for watercut, 0.98%, the worst offending 
connection, which has the highest watercut in the well, will 
be closed. Even the entire well will be shut in for a case 
of extremely high watercut. This remedy has a significant 
effect on the reduction of total water production and watercut 
and the increment of total oil production. For GA scenario, 
the total production is 19.92 MMstb, oil total production is 
90.47 MMstb and oil-water ratio is 0.22. For GA* scenario, 
the total production is 21.26 MMstb, oil total production 
is 81.63 MMstb and oil-water ratio is 0.26. The results are 
shown in Table 8. Therefore, it is so important that watercut 
should be monitored and controlled during production.

There are however several limitations for this scenario. In 
this scenario, some costs are not considered such as costs of 
a workover operation to shut in the offending perforation and 
costs of shutting a well. In fact, by considering economic 
factors, a reservoir engineer should balance the costs of shut-
ting in well/wells and the costs of oil and water production. 
Including these factors and finding the optimized time to 
shut in well/, wells can step further in future research to pro-
vide a comprehensive and practical optimization problem.

For a future study, it is suggested to use different proper-
ties and parameters such as costs of well shutting period, 

well perforations remediation, water treatment equipment 
and changes of oil-water contact. Also, it is important to 
investigate this problem in reservoirs that have both gas 
and water coning to optimize length of perforation. In this 
work there is no specific solution for completion design for 
a reservoir with expanding gas cap. The completion sched-
ule developed in this work is for the reservoirs with strong 
aquifer. The optimized completion scenario in this work may 
not be suitable for a reservoir under water flooding process, 
however the basis of optimization algorithm can be used for 
such cases. Although production control parameters have 
important effects on the watercut, assuming in the reservoir 
with strong aquifer, optimization of perforation intervals 
in current and future wells can be a long-term approach 
that helps the reservoir to produce more oil with declining 
watercut. Authors showed the importance of optimization of 
perforation length and emphasized on the operations before 
starting production. In many oil fields, reservoir engineers 
use liquid production rates or bottom hole flowing pressure 
which are not solely a perfect solution to reduce water, but if 
perforation length optimization is coupled with production 
control parameters, it can be a practical solution.

Fig. 3   (top) Comparison of total 
field oil production among ASA 
algorithm (dotted), GA (densely 
dashed), PSO algorithm 
(dash-dotted) and the initial 
case (loosely dashed) (bottom) 
Comparison of total watercut 
among ASA algorithm (dotted), 
GA (densely dashed), PSO 
algorithm (dash-dotted) and the 
initial case (loosely dashed)
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Conclusions

This work presents a comparison between three optimi-
zation techniques, adaptive simulated annealing, genetic 
algorithm, and particle swarm optimization, to optimize 
the lengths of perforations in the production wells of an 
oil reservoir model in which there is a strong aquifer. The 
aim of optimization is finding the best perforation lengths 
of the wells in the water-drive reservoir for its life cycle 
to produce oil as much as possible, control watercut and 
water production. Based on this study, it is concluded that:

•	 Optimization of the completion lengths should be per-
formed prior to production. When a reservoir has a 
strong aquifer, determining the optimized lengths of 
perforation is important to avoid or postpone the addi-
tional costs of workover or water treatment.

•	 Optimized lengths of perforation lead to increasing 
low-water-cut, smaller water production periods, total 
oil production, retarding the water breakthrough, and 
finally increasing the ultimate recovery. 

•	 Based on the result of optimization, GA algorithm has 
a better performance in comparison with ASA and PSO 
algorithms. However, their results are approximately 
close to each other.
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•	 Comparison with un-optimized perforation scenarios 
shows that it is possible to have cases with higher oil pro-
duction than the optimized perforation scenario, however 

Fig. 5   objective function vs. the 
number of iterations
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Table 6   Comparison of the results oil production, water production, 
watercut, WC, lower and upper perforation of each well between the 
Case 1, Case 2, and original GA algorithm

Method Well name Oil produc-
tion (MMstb)

Water 
production 
(MMstb)

Watercut Deepest 
connec-
tion

Case 1 P1 2.41 4.72 0.66 15
P2 1.48 2.29 0.61 13
P3 0.15 0.12 0.46 13
P4 1.35 3.91 0.74 17
P5 8.57 29.11 0.77 30
P6 1.30 13.46 0.91 25
P7 2.01 33.04 0.94 23
P8 1.56 3.24 0.67 14
P9 1.14 5.17 0.82 15

Case 2 P1 2.60 4.94 0.65 15
P2 1.60 2.44 0.60 13
P3 0.16 0.14 0.45 13
P4 1.41 4.59 0.76 17
P5 8.96 33.69 0.79 30
P6 1.41 14.45 0.91 25
P7 1.58 21.48 0.93 13
P8 1.65 3.52 0.68 14
P9 1.23 5.55 0.82 15

GA P1 2.38 5.48 0.70 20
P2 1.43 2.72 0.66 15
P3 0.28 0.63 0.69 13
P4 1.25 6.46 0.84 13
P5 6.98 9.92 0.59 17
P6 1.62 40.96 0.96 30
P7 1.61 26.78 0.94 25
P8 1.54 3.41 0.69 23
P9 1.13 5.88 0.84 14

Table 7   Comparison of the results of Case 1, Case 2, and optimized 
solution of GA algorithm

Method Total oil 
production 
(MMstb)

Total water 
production 
(MMstb)

Objective 
function 
($)

O/W Average 
watercut

GA 19.92 90.47 336,832 0.22 0.77
Case 1 19.79 95.07 296,966 0.208 0.73
Case 2 20.62 90.79 308,511 0.227 0.73

Table 8   Comparison of watercut between GA*and optimum solution 
of GA algorithm

Well name Watercut GA Watercut GA* Difference 
of watercut

P1 0.7 0.64 7.89
P2 0.66 0.64 2.71
P3 0.69 0.69 0.73
P4 0.84 0.84 0.29
P5 0.59 0.76 − 28.69
P6 0.96 0.91 5.54
P7 0.94 0.92 2.03
P8 0.69 0.74 − 6.94
P9 0.84 0.85 − 1.86
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considering time factor and penalized water production 
in addition to oil production, specify the highest NPV to 
the optimized solution.

•	 Monitoring the worst offending connections and clos-
ing them can reduce the amount of total water produc-
tion. Closing worst-offending connections should be 
applied with consideration of costs of time of closing 
a well and workover operations.
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