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Abstract
This study aimed to forecast dam inflows and subsequently predict its capability in producing HEPP using machine learn-
ing and evolutionary optimization techniques. Mahabad Dam, located in the northwest of Iran and recognized as one of the 
nation’s key dams, served as a case study. First, artificial neural networks (ANN) and support vector regression (SVR) were 
employed to predict dam inflows, with optimization of parameters achieved through Harris hawks optimization (HHO), a 
robust optimization technique. The data of temperature, precipitation, and dam inflow over a 24-year period on a monthly 
basis, incorporating various lag times, were used to train these machines. Then, HEPP from the dam was predicted using 
temperature, precipitation, dam inflow, and dam evaporation as input variables. The models were applied to data covering 
the years 2000 to 2020. The results of the first part indicated both hybrid models (HHO-ANFIS and HHO-SVR) improved 
the prediction performance compared to the single models. Based on the results of Taylor’s diagram and the error evalua-
tion criteria, the HHO-ANFIS hybrid model (RMSE, MAE, and NSE of 3.90, 2.41, and 0.86, respectively) exerted better 
performance than HHO-SVR (RMSE, MAE, and NSE of 4.39, 2.70, and 0.86, respectively). The results of the second part 
showed that using the HHO algorithm to optimize single models (RMSE, MAE, and NSE of 0.2, 10, and 0.90, respectively) 
predicted HEPP better than single models (RMSE, MAE, and NSE of 0.2, 10, and 0.90, respectively). The results of Tay-
lor’s diagram also showed that the HHO-ANFIS model exerted better performance. The findings of this study indicated the 
promising performance of machine learning models optimized by metaheuristic algorithms in the simultaneous prediction 
of dam inflows and HEPP in multi-purpose dams for better management and allocation of surface water resources.
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Introduction

Rivers are essential water resources for domestic, industrial, 
and agricultural use (Tabbussum and Dar 2021; Wu et al. 
2005; Ahmed et al. 2014). Various characteristics of rivers 
and their tributaries add complexity to river basin manage-
ment (Jimeno-Sáez et al. 2018; Khosravi et al. 2021). There-
fore, engineers need to understand the effects of structural 
measures such as dams and reservoirs as well as non-struc-
tural strategies such as disaster prevention plans and flood 
control methods (Mohammadi 2021; Musarat et al. 2021). 
A basic flood prevention plan can be used to predict the 
flow rate of a river at a specific period (Nguyen et al. 2021). 
Accurate estimation of river flow rate in watersheds and 
water resources systems plays a fundamental role in the effi-
cient and timely management of water projects (Rahimzad 
et al. 2021; Samadianfard et al. 2019). Also, it is important 
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to have access to information about river flow to achieve 
optimal performance in river management, design flood 
warning systems, and make appropriate planning in this 
regard (Fathian et al. 2019; Poul et al. 2019; Puttinaovarat 
and Horkaew 2020; Sharma and Goel 2024).

Dams are reliable places to collect runoff so that they 
can be used to meet water needs in critical situations, pre-
vent floods, and generate hydroelectric energy (Milan et al., 
2018). Dams also play a significant role for other purposes 
such as fish breeding and attracting tourists. Therefore, the 
construction of multi-purpose dams is placed on the agenda 
of governments in the water resources management sector. 
In general, the prediction of reservoir inflow is important 
for water supply management and planning. However, the 
input values in the future are uncertain and therefore it is 
necessary to obtain as much information as possible about 
the possible changes of this variable in the future. This is 
crucial for decision-making and optimal exploitation of 
water-related infrastructure (Noorbeh et al. 2020). Greater 
performance in predicting reservoir inflows enhances the 
reliability of water supply from the dam, being particularly 
crucial during drought periods (Kim et al. 2022). Determin-
ing the actual and optimal amounts of water resources, as 
well as the release of water from reservoirs, provides valu-
able information to planners to help manage and optimally 
allocate water resources (Babaei et al. 2019; Meshram et al. 
2019; Obahoundje et al. 2024). It is also important to predict 
the dam inflow in terms of reducing the possible risks of 
floods and droughts (Turner et al. 2020; Latif and Ahmed 
2024).

Although non-renewable energies such as fossil fuels are 
used in some underdeveloped or developing countries, due 
to their negative effects on human health and the environ-
ment, as well as higher costs than some renewable ener-
gies such as hydroelectricity, wind, and solar energies, they 
are less used nowadays. The increasing demand for elec-
tricity led to the rapid application of renewable energies, 
which aimed to achieve sustainable energy and progress 
in the economy (Peng et al. 2023). The hydroelectricity 

produced by the dams is of great importance because most 
governments understand the demand for more production 
of electricity. Hydropower is one of the main sources of 
renewable energy due to its low cost and near-zero pollu-
tion and the potential to quickly respond to high electricity 
demands (Dmitrieva 2015; Banadkooki et al. 2020; Sahin 
and Ozbay Karakus, 2024). Aside from mitigating green-
house gas emissions, hydropower plants play a crucial role 
in climate change adaptation by managing water resources. 
Presently, approximately 20% of global electricity is gener-
ated by hydropower plants, with nearly 60 countries relying 
on them for over half of their electricity production (Clerici 
and Alimonti 2015; Bilgili et al 2015). Accurate modeling of 
hydroelectric power production (HEPP) facilitates improved 
planning and management of water and energy resources. 
This, in turn, enhances resource productivity, boosts the 
prospects of water and energy sustainability, mitigates 
environmental challenges, and helps prevent the depletion 
of natural resources (Zolfaghari and Golabi 2021).

In the field of HEPP, researchers have used machine 
learning to achieve favorable results (Choubin et al. 2019; 
Dehghani et al. 2019; Shu et al. 2024). Some of them are 
summarized in Table 1. The adaptive neuro-fuzzy inference 
system (ANFIS) is a machine learning model that combines 
artificial neural networks (ANN) and fuzzy inference sys-
tems (FIS) (Esmaili et al. 2021), providing a robust mod-
eling approach (Firat and Güngör, 2007). However, despite 
its advantages, ANFIS may encounter performance issues 
due to potential trapping in local minima during training 
(Hashemi et al. 2014). To address this challenge, research-
ers have turned to evolutionary optimization algorithms to 
enhance ANFIS prediction performance (Milan et al. 2021; 
Kayhomayoon et al. 2021a, b; Seifi and Riahi-Madvar 2019). 
Among these algorithms, the Harris hawks optimization 
algorithm (HHO) stands out as particularly effective (Kay-
homayoon et al. 2021a, b; Milan et al. 2021). HHO, inspired 
by swarm intelligence, mimics the collective behavior and 
hunting mechanisms of Harris hawks (Abbasi et al. 2021; 
Moayedi et al. 2019).

Table 1  Selected related works 
of hydropower production 
forecasting

* ANN, Artificial Neural Network; ARIMA, autoregressive integrated moving average; SVM, Support vec-
tor regression; ANFIS, Adaptive Neuro-fuzzy Inference System; LSTM, Long short-term memory

Author (year) Prediction variable ML models Time step

Hannon et al. (2023) Hydroelectric power ANN, ARIMA, SVR* Daily, 
monthly, 
seasonally

Guo et al. (2011) Streamflow forecasting SVR Monthly
Wang et al. (2011) Hydroelectric power SVR Seasonally
Zhang et al. (2020) Reservoir inflow prediction ANN, SVR, ANFIS Daily
Stefenon et al. (2022) Hydroelectric power LSTM, SVR –
Barzola-Monteses et al. (2022) Hydropower production ANN, LSTM Monthly
Dehghani et al. (2019) Power production ANFIS-GWO Monthly
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The HEPP, the allocation of water from the dam for the 
downstream areas, and flood control depend on the water 
volume of the dam and its inflow. It is crucial to predict the 
amount of dam inflow and the amount of hydroelectricity 
produced from it during different months of the year, espe-
cially the hot months of the year when the most electrical 
energy is used. Knowing the amount of dam inflow can help 
in better management and more optimal allocation of the 
dam’s water resources. Mahabad Dam is one of the impor-
tant dams in the northwest of Iran, which is of special impor-
tance due to supplying a large part of the drinking and agri-
cultural needs of the Mahabad area, producing hydroelectric 
energy, and also reviving Lake Urmia. This research aimed 
to predict the dam inflow using machine learning techniques 
optimized by evolutionary algorithms. Then, the amount of 
hydroelectric energy produced by the dam is predicted.

The main novelty of this study involves the simultaneous 
usage of machine learning models in predicting the inflow 
and then estimating the HEPP. Also, utilizing recently intro-
duced hybrid models in the estimation of HEPP is among the 
novelty of this research. It has been tried to use the minimum 
available data for predictions to enable the implementation 
of this approach in any range. For this purpose, precipita-
tion and temperature variables have been used to predict 
the dam inflow. The dam inflow along with precipitation, 
evaporation, and the outflow from the dam are also used 
in the form of input patterns to predict HEPP in the dam. 
The HHO algorithm has been used to improve the predic-
tion performance of ANFIS and SVR models. Therefore, the 
purpose of this research is to investigate the performance 
of optimization algorithms in improving machine learning 
models to achieve a suitable forecasting system for the dam 
inflow and then the hydroelectric energy produced, which 
has been addressed in a limited number of previous research.

Materials and methods

Study area and data

The Mahabad River catchment basin (45° 25′–46°45′ E, 36° 
23′–36° 45′ N) lies to the south of Lake Urmia, covering an 
area of 1524.53  km2, which represents approximately 3% 
of Lake Urmia’s catchment area. The Mahabad River origi-
nates from the convergence of the Bitas tributary in the east 
and the Kotar tributary in the west (Fig. 1). In 1967, the 
Mahabad reservoir dam was constructed at the confluence of 
these tributaries, alongside another dam downstream aimed 
at diverting water for irrigation and flood control to prevent 
downstream flooding events. The Mahabad Dam stands as 
one of the country’s ten largest water dams, boasting a struc-
ture height of 47.5 m and a length of 700 m, built on a pebble 
and clay bed. Annually, the Mahabad dam receives an inflow 

of 339 million cubic meters (MCM) of water. Adjacent to 
Mahabad city, the dam forms a permanent wetland utilized 
by the Regional Water Company to provide drinking and 
agricultural water to the city and surrounding villages. The 
lake created by the dam spans an area of 360 ha (Enayati 
et al. 2022; Nematollahi and Sanayei 2023).

A dam is constructed with different purposes, one of the 
most important of which is the production of hydroelectric 
power. Hydropower, a form of renewable energy, harnesses 
the energy from water stored in dams or flowing in rivers 
to generate electricity. The water flow entering the turbine 
rotates its blades and causes the rotation of the generator, 
followed by the production of electrical energy (Fig. 2).

The amount of outflow and the energy produced from 
the dam relies on the amount of dam inflow. The long-term 
monthly average (2000–2020) of inflow to the Mahabad 
Dam reservoir shows that in the first five months of the year 
(January to May), more inflow has entered the dam reservoir 
than in the following seven months (Fig. 3). At the same 
time, the amount of outflow from the dam was the highest 
in April to September. Also, the amount of HEPP was the 
highest from April to September. As a result, the highest 
volume of outflow from the dam occurs in the months in 
which the minimum inflow to the dam occurred. Therefore, 
proper planning is needed for better and more stable man-
agement of the dam.

To predict the dam inflow  (Qin), several input variables 
including temperature (T), precipitation (P), and inflow with 
different monthly delays (one to three months denoted by 
 Qin(t−1),  Qin(t−2), and  Qin(t−3), respectively) were considered 
(Table 2). To determine the most appropriate combination 
of input variables, several scenarios were defined to consider 
as the machine learning inputs. The correlation coefficient 
of each input variable with the output was computed, allow-
ing for the formulation of various input scenarios based on 
these coefficients. Analysis revealed that the dam inflow one 
month earlier and precipitation exhibited the strongest cor-
relation with the output. Consequently, the first and second 
scenarios incorporated the dam inflow one month earlier and 
precipitation individually. Furthermore, based on the cor-
relation coefficient, the third scenario encompassed a com-
bination of these two variables. In total, six scenarios were 
defined utilizing the results of the correlation coefficients.

Several variables including P,  Qin, outflow from the dam 
 (Qout), dam evaporation (E), and hydroelectric power pro-
duced one month earlier  (HEPP(t−1)) were used to predict 
the HEPP in the Mahabad Dam. Similar to the method of 
defining input scenarios to predict the dam inflow, the results 
of the correlation coefficient were used to define scenarios 
for the prediction of HEPP. A total of five input scenarios 
were developed, in which the HEPP in one month earlier was 
considered the first input scenario, while the last input sce-
nario included all input variables. Each scenario in the first 
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and second parts was implemented by the machine learning 
models optimized by evolutionary algorithms to predict the 
output variable.

Methodology

Figure 4 depicts the process of modeling the amount of 
dam inflow. According to the scenarios defined as the 
input of machine learning methods, temperature, precipita-
tion, and inflow to the reservoir with different delays have 

been used. Modeling of the dam inflow was conducted 
by two base models, ANFIS and SVR. In the following, 
an efficient optimization method called HHO was used to 
improve the prediction performance, so the two hybrid 
models of HHO-ANFIS and HHO-SVR were developed. 
Each scenario was used as the input of the machine learn-
ing models, and the best input combination was selected 
for each model. The results of the models along with each 
scenario were analyzed using error evaluation criteria such 
as RMSE, MAE, and NSE and visual methods such as 

Fig. 1  Location of the Mahabad Dam catchment
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Taylor’s diagram. In the following, the HEPP of the dam 
reservoir was predicted from the results of the first part, 
together with the parameters of the outflow from the dam, 
evaporation, and precipitation. In this section, the SVR 
model was used for prediction, which was optimized by 
the HHO algorithm. Similar to the first part, in this part, 
different input scenarios defined by the combination of 
input variables were considered. Each scenario was evalu-
ated by both models and the results were compared. About 
70% of the data were considered for training, while the rest 
was used to test the method.

Adaptive neuro‑fuzzy inference system

The ANFIS model, created by integrating ANN and FIS 
according to Jang (1993), offers superior performance com-
pared to standalone ANN and FIS models. ANFIS mitigates 
common limitations observed in ANN and FIS, such as 
overfitting and sensitivity to membership function defini-
tions. A typical ANFIS structure comprises five layers. In 
the first layer, the generalized Gaussian membership func-
tion µ generates a new output,  Out1i, based on the inputs x 
and y (Eq. 1)

Fig. 2  The HEPP mechanism 
in the hydropower plant (blog.
wika.us)

Fig. 3  Time series of inflow and outflow of the dam reservoir and HEPP
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where

and Ai and Bi are the membership values of µ, while Pi and 
σi are the equation parameters. The output of each node is 
obtained in the second layer using Eq. (3)

Afterward, the output of layer 2 is normalized in layer 
3 (Eq. 4)

The output is then used in a linear combination equation

where p, q, and r are parameters defined for the i-th node. 
The model’s output is obtained using Eq. (6).

Support vector regression

Introduced by Vapnik (1998), SVR is a supervised learn-
ing machine specifically designed for regression tasks. SVR 
employs a structured risk minimization approach, utilizing a 
kernel function to create an optimal separating hyperplane. 
This hyperplane aims to maximize the geometric margin 

(1)
Out1i = �Ai(x), i = 1, 2

Out1i = �Bi−2(y), i = 3, 4

(2)�(x) = e
−

(
x−

pi

�i

)2

(3)Out2i = �Ai(x) ∗ �Bi−2(y)

(4)Out3i = Wi =
�i

∑2

i=1
�i

(5)Out4,i = wifi = wi

(
pix + qiy + ri

)

(6)Out4,i =
∑

i

wifi

while minimizing the upper bound of the generalization 
error, as outlined by:

where w is the weight vector, b is bias, and d and x belong 
to the training sample J =

{
xi, di

}
i=1

N . Considering the 
ε-insensitive loss function, the coefficients y and d are 
obtained by minimizing the risk function:

which is subjected to the constraints brought in Eqs. (9) to 
(12) for i = 1, 2, …, N

where C represents a constant determining the trade-off 
between the training error and the penalization term ‖w‖2, 
and  yi denotes the estimator output, and ζ along with ζ’ are 
nonnegative parameters. To address the optimization prob-
lem of Eq. (8), Lagrange multipliers are introduced, facili-
tating the expression of the minimization formula. Addi-
tionally, a kernel function is introduced to transform the 
problem into a nonlinear regression problem. Various kernel 
functions, such as linear, polynomial, radial basis function 
(RBF), and sigmoid kernels, have been introduced for use 
in SVR structures. For this study, the RBF kernel, widely 
utilized, was selected during the SVR modeling (Kayhomay-
oon et al. 2023).

Harris hawks optimization (HHO)

HHO draws inspiration from the hunting behavior of Har-
ris hawks, as detailed in the work by Heidari et al. (2019). 
This approach comprises two distinct phases known as soft 
and hard besieges. During the soft siege, when the prey 
retains ample energy, it attempts to evade capture through 
unpredictable and misleading jumps. The hawks employ 
a gentle surrounding strategy to gradually wear down the 
prey. On the other hand, in the hard siege phase, the prey 
is thoroughly fatigued and possesses minimal escape capa-
bility. Harris hawks employ a more intense surrounding 
approach, culminating in a surprise pounce to capture the 
prey. The algorithm involves the random movement of 

(7)d = wTx + b

(8)1

2
‖w‖2 + C

N�

i=1

��yi − di
���

(9)di − yi ≤ � + �i

(10)yi − di ≤ � + � �
i

(11)0 ≤ �i

(12)0 ≤ � ′
i

Table 2  Input scenarios for machine learning to predict  Qin and 
HEPP. R values show the correlation coefficients

Scenario Input variables Output variable

Part1 S1 Qin(t−1) (R = 0.56) Qin

S2 P (R = 0.55)
S3 Qin(t−1) + P
S4 Qin(t−1) + P +  Qin(t−2) (R = − 0.0.06)
S5 Qin(t−1) + P +  Qin(t−2) + T (R = − 0.28)
S6 Qin(t−1) + P +  Qin(t−2) + T +  Qin(t−3)

Part2 S1 HEPP(t−1) (R = 0.71) HEPP
S2 HEPP(t−1) + E (0.63)
S3 HEPP(t−1) + E,  Qout (0.62)
S4 HEPP(t−1) + E,  Qout,  Qin (R = 0.10)
S5 HEPP(t−1) + E,  Qout,  Qin, P 

(R = -0.12)
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Harris hawks as they seek out prey, with their positions 
determined by Eq. (13) (Fig. 5).

where X(t) and X(t + 1) are the positions of hawks at itera-
tions t and t + 1, respectively, Xrabbit(t) is the rabbit’s posi-
tion, r1, r2, r3, r4, and q are random numbers and are updated 
in each iteration, UB and LB and the lower and upper limits 
of variables, Xrand(t) is the position of an arbitrary hawk, 
and Xm is the average position of the population, which is 
obtained using Eq. (14) (Fig. 5).

(13)

X(t + 1) =

{
Xrand(t) − r1

||Xrand(t) − 2r2X(t)
|| q ≥ 0.5(

Xrabbit(t) − Xm(t)
)
− r3

(
LB + r4(UB − LB)

)
q < 0.5 where N is the total number of hawks, and Xi(t) is the posi-

tion of each hawk in iteration t. The prey’s energy during the 
escape is defined by Eq. (15)

where T is the maximum iteration number, E is the prey’s 
energy, and E0 is the initial energy (Fig. 5).

(14)Xm(t) =
1

N

N∑

i=1

Xi(t)

(15)E = 2E0

(
1 −

t

T

)

Fig. 4  The flowchart of the current study
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Table 3 shows the values of the parameters used in the 
structure of ANFIS and HHO. HHO was used to improve the 
performance of SVR and ANFIS by creating hybrid methods 
of HHO-SVR and HHO-ANFIS. According to the table, the 
Sugeno structure was considered for ANFIS, where the out-
put was in the form of a linear function. A total of 10 if–then 
fuzzy rules have been formulated for simulation in ANFIS, 
where they were replaced with HHO in the hybrid models. 
The maximum number of iterations during the optimization 
process was 2000.

Performance evaluation criteria

Root mean square error (RMSE) (Eq. 16), Nash Sutcliffe 
index (NSE) (Eq. 17), and mean absolute error (MAE) 
(Eq.  18) were calculated to evaluate the performance 

Define the HHO parameters

Generate HHO randomly population 

Initial energy: E0=2*rand-1

Update the escaping energy via Eq. 13. 

U
p
d
ate th

e p
o
sitio

n
 

Apply surrounding soft 

using Eq. 14.

Apply surrounding 

hard using Eq. 15.

Apply surrounding soft 

besides using Eq. 16.
Apply surrounding hard 

besides using Eq. 17

Evaluate the fitness function

Return the best solution x rabbit

Start

t=
t+

1

Yes

Yes

Yes Yes Yes

Yes

No

No

No No

No
End

Fig. 5  Flowchart of the HHO algorithm

Table 3  Parameters used in the structure of algorithms

Algorithm Parameter Value

ANFIS Fuzzy structure Sugeno-type
Initial FIS for training Genfis3
The type of membership functions Gaussian
The membership function of the output Linear
Optimization method Hybrid
Number of fuzzy rules 10
The maximum number of epochs 2000

HHO Number of search agent 40
Iteration number 2000
β 1.5
Range partitions (weights and biases) [− 3, + 3]
Population size 30
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of scenarios and machine learning models used in this 
study (Najafzadeh et al. 2021):

where xo is the observed (measured) value, xp is the pre-
dicted (estimated) value, and n is the number of samples. x0 
and xp represent the average of the observed and predicted 
data, respectively. Also, some graphic diagrams such as Tay-
lor’s diagram, scatterplots, and time series plots were used 
for the comparison of the models and scenarios.

(16)RMSE =

�∑n

i=1

�
xo − xp

�2

n
0 ≤ RMSE ≤ ∞

(17)NSE = 1 −

∑n

i=1

�
xo − xp

�2

∑n

i=1

�
xo − xo

�2 − 1 ≤ NSE ≤ 1

(18)MAE =

∑n

i=1

���xo − xp
���

n
0 ≤ MAE ≤ ∞

Results

Simulation of the dam inflow

The prediction of current dam inflow was based on pre-
cipitation, temperature, and dam inflow one month earlier. 
Six input scenarios were generated from the combina-
tion of these variables, and their performance as inputs 
to machine learning models is summarized in Table 4. 
Evaluation criteria in the table indicate that scenarios 
incorporating more input variables exhibit superior mod-
eling performance compared to those with fewer variables. 
Consequently, the sixth scenario, encompassing all input 
variables, demonstrated the highest modeling performance 
across all machine learning models utilized. Within this 
scenario, the HHO-ANFIS hybrid model performed the 
best, yielding RMSE, MAE, and NSE values for the test 
data of 3.9 MCM per month, 2.41 MCM per month, and 
0.86, respectively. Conversely, for the ANFIS model, in 
the same scenario, RMSE, MAE, and NSE values were 
16.24 MCM per month, 6.75 MCM per month, and -0.26, 
respectively, indicating instances where the ANFIS model 

Table 4  The performance of 
scenarios and machine learning 
models in the prediction of dam 
inflow

The superior ML model and scenario are shown in bold

Scenario Model NSE MAE (MCM) RMSE (MCM) 

Test Train Test Train Test Train

S1 ANFIS − 0.08 0.55 6.10 4.48 11.80 8.65
HHO-ANFIS 0.62 0.59 4.70 4.54 8.00 7.75
SVR 0.50 0.56 5.10 4.80 8.50 7.89
HHO-SVR 0.60 0.59 4.10 4.76 6.80 8.30

S2 ANFIS 0.34 0.57 6.00 4.79 10.46 8.31
HHO-ANFIS 0.72 0.72 4.47 4.38 6.96 6.83
SVR 0.60 0.79 4.60 4.56 6.94 6.78
HHO-SVR 0.66 0.73 4.49 4.47 6.68 6.67

S3 ANFIS 0.50 0.77 4.87 3.10 12.5 5.96
HHO-ANFIS 0.60 0.80 2.86 3.14 6.60 5.88
SVR 0.58 0.70 3.20 3.35 6.70 6.12
HHO-SVR 0.77 0.78 3.60 2.80 6.00 5.70

S4 ANFIS 0.55 0.85 5.42 2.61 8/59 4.62
HHO-ANFIS 0.74 0.76 3.77 3.25 5.88 5.90
SVR 0.72 0.74 3.80 3.30 5.92 5.95
HHO-SVR 0.79 0.88 3.13 2.18 5.01 4.60

S5 ANFIS − 0.49 0.97 8.00 1.26 15.0 2.15
HHO-ANFIS 0.71 0.87 3.60 2.27 6.25 4.54
SVR 0.75 0.78 3.62 2.80 6.29 4.60
HHO-SVR 0.70 0.83 3.12 3.20 6.30 5.20

S6 ANFIS − 0.26 0.92 6.75 1.40 16.24 3.04
HHO-ANFIS 0.86 0.90 2.41 2.00 3.90 4.17
SVR 0.73 0.79 2.90 2.40 5.90 4.80
HHO-SVR 0.86 0.89 2.70 2.51 4.39 4.19
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was trapped in local optimal points, resulting in unreli-
able predictions and a significant disparity in modeling 
accuracy between training and test data. However, note-
worthy accuracy in predicting dam inflow for the ANFIS 
model was observed in the fourth scenario. This scenario 
incorporated inflow to the reservoir from one and two 
months earlier, along with monthly precipitation as input 
variables. For this scenario, the RMSE, MAE, and NSE 
error evaluation criteria for the test data were 8.59 MCM 
per month, 5.42 MCM per month, and 0.55, respectively.

The findings indicate that overall, the HHO-SVR model 
outperformed the SVR model, consistently providing more 
accurate predictions of dam inflow across most scenarios. 
Particularly, the sixth scenario demonstrated the highest 
accuracy for the HHO-SVR model, with RMSE, MAE, and 
NSE of 4.39, 2.70, and 0.86, respectively. In comparison, 
the SVR model exhibited a prediction with RMSE, MAE, 
and NSE of 5.90, 2.90, and 0.73, respectively, in the same 
scenario, indicating higher accuracy compared to other sce-
narios. A comparison of the sixth scenario results between 
the SVR and HHO-SVR models reveals that the hybrid 
model significantly reduces model error and enhances the 
NSE value by approximately 0.13. Although the HHO-
ANFIS hybrid model generally exhibits superior accuracy 
in estimating dam inflow compared to the HHO-SVR hybrid 
model, the performance of the single SVR model surpasses 
ANFIS, particularly for the test data. The lowest accuracy 
among the models was observed in scenarios  S1 and  S2, each 
of which included only one input variable.

Figure 6 depicts scatterplots of observed and predicted 
values along with fitted regression lines. The proximity of 
values to the regression line indicates the model’s perfor-
mance, with points scattered relative to the line suggesting 
poorer performance. Upon examination, all models exhibit 
relatively good density around the regression line. The R2 
values of the fitted models range from 0.63 to 0.82, with the 
lowest value attributed to the ANFIS model and the highest 
(R2 = 0.82) achieved by the HHO-ANFIS model. Notably, 
there’s a significant disparity between the figures for HHO-
ANFIS and HHO-SVR on one side, and SVR and ANFIS on 
the other. Some points in the figure exhibit considerable dis-
tance from the regression line, indicating significant discrep-
ancies between observed and predicted values. This weak-
ness is also evident in the SVR model. Conversely, other 
models demonstrate suitable density around the regression 
line, with  R2 values closely aligned.

Taylor’s diagram, depicted in Fig. 7, was utilized for 
further evaluation to examine the correlation and standard 
deviation values between predicted and observed values. 
The correlation coefficient for all four models fell within the 
range of 0.79 to 0.91, indicating the efficacy of all models in 
estimating dam inflow. Interestingly, the HHO-ANFIS model 
exhibited a slightly higher correlation coefficient compared 
to the other three models. The Root Mean Square Deviation 
(RMSD) value for HHO-ANFIS lies on the arc of 4.3, while 
for ANFIS, it slightly exceeds 6. Moreover, the diagram 
illustrates no significant difference between HHO-SVR and 
HHO-ANFIS modeling.

Fig. 6  The scatterplot of the 
models, a ANFIS, b SVR, c 
HHO-SVR, d HHO-ANFIS
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Figure 8 illustrates that all models successfully predicted 
the minimum values (base inflow) with acceptable perfor-
mance. However, ANFIS exhibited an overestimation of 
inflow across several months, including steps 37, 64, 73, 78, 
and 97. Similarly, the HHO-SVR model displayed overesti-
mation for steps 28 and 80. Upon comparison, it is evident 
that the HHO-ANFIS model outperformed the other models 

in predicting maximum values, with its data showing greater 
consistency with observational data.

Simulation of hydroelectric power production

According to Table 5, which presents the error evaluation 
criteria of the models and scenarios, the HHO-SVR model 
demonstrated satisfactory performance in predicting the 
HEPP. Evaluation of the SVR model revealed that the  S3 
input scenario yielded superior prediction results compared 
to other scenarios. In this scenario, which included variables 
such as HEPP from one month earlier, evaporation, and out-
flow from the dam, the RMSE, MAE, NSE, and R2 values 
for the test data were 423.7 kW, 188 kW, 0.88, and 0.86, 
respectively. Conversely,  S2 exhibited the lowest prediction 
performance, with RMSE, MAE, NSE, and R2 values of 
762.7 kW, 42 kW, 0.72, and 0.49, respectively. This sug-
gests that evaporation significantly contributed to improving 
prediction performance in the third scenario compared to 
the second. In the fifth scenario, where all input variables 
were included, predictions yielded error evaluation crite-
ria of RMSE = 392.7 kW, MAE = 177 kW, NSE = 0.91, and 
R2 = 0.88 for the test data, demonstrating appropriate predic-
tion accuracy using the HHO-SVR hybrid model. Among 
the scenarios utilizing the hybrid model, the first input 
scenario exhibited the lowest prediction performance, with 
RMSE, MAE, NSE, and R2 values of 775.7 kW, 178 kW, 
0.48, and 0.71, respectively, for the test data. In summary, 

Fig. 7  Taylor’s diagram of the models in predicting the dam inflow

Fig. 8  Time-series plot of observational and predicted data by machine learning models for the prediction of dam inflow, a ANFIS, b SVR, c 
HHO-ANFIS, d HHO-SVR
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the results indicate that HHO-SVR outperformed SVR, sug-
gesting that HHO effectively enhances the prediction results 
of SVR.

In the following, the time-series analysis of the selected 
scenario of each model was done for the test data to better 
understand their performance. The results of the time series 
of observed and predicted HEPP values used for the test 
data showed that the HHO-SVR model estimated the test 
data more accurately than the SVR in the selected scenario 
(Fig. 9). As it is clear from the results of the models, both 
models had a good estimate of the base values of HEPP, in 
other words, the models have well estimated the minimum 
values of HEPP. However, in predicting the maximum val-
ues, the HHO-SVR model has performed better than the 
SVR. For example, HHO-SVR provided somewhat appropri-
ate performance in predicting steps 8, 26, and 58. However, 
in SVR, some maximum values of HEPP, in some steps such 
as steps 15 and 30, are not predicted with an acceptable per-
formance. The error between observed and predicted values 
in both models follows a normal distribution with standard 
deviations of 388 and 422 for HHO-SVR and SVR, respec-
tively. The average error in SVR also shows that this model 
has underestimated the values, especially in the maximum 
values (mean error = − 65), while HHO-SVR has overesti-
mated the values (mean error = 74). The results also show 
that the errors in HHO-SVR are always between − 1500 and 
− 750, while this error ranges between − 1000 and − 1750 
in SVR.

Among the other graphs examined in this research is the 
scatterplot, which expresses the trend and intensity of dif-
ferences between predicted and observed values. According 
to Fig. 10, an acceptable agreement was observed between 
the actual and predicted values. Although  R2 values in both 
models were always greater than 0.85 and the positions of 
the points were close to the regression line, the results of the 
values and visual evaluation show that the performance of 
HHO-SVR was more appropriate.

Based on the position of the models relative to the 
observed data in Taylor’s diagram (Fig. 11), the HHO-SVR 
model appears to be a better model than the SVR model. 
In this diagram, the vertical and horizontal axes represent 
the values of the standard deviation, while the arcs inside 
the quarter circle indicate the RMSD, and the correlation 
coefficient can be calculated from the quarter circle arc. The 
results indicate that both models achieved correlation coef-
ficients between 0.90 and 0.93, demonstrating their appro-
priate efficiency in predicting HEPP. The RMSD values for 
HHO-SVR and SVR were 420 kW and 435 kW, respec-
tively. Additionally, the standard deviation of the output of 
the HHO-SVR model was closer to that of the observational 
data. In conclusion, based on these observations, it can be 
inferred that the performance of the HHO-SVR model was 
more appropriate compared to SVR.

Discussion

In arid and semi-arid areas such as Mahabad, due to the 
decrease in the river flow to the dam and the heat of the air, 
the estimation of HEPP from the dams always faces seri-
ous challenges. A sudden outage of municipal electricity 
causes irreparable damage to home electrical systems, which 
is expensive to compensate for. Therefore, its proper esti-
mation according to the amount of the river in this season 
can prevent such damage to a large extent. Therefore, the 
approach proposed in this work can be an effective help to 
managers and decision-makers.

Machine learning models have demonstrated their 
efficacy as efficient and reliable tools for predicting time 
series, as evidenced in the literature (Ghorbani et al., 2020; 
Tikhamarine et al. 2019; Arya Azar et al. 2021c). In this 
study, both ANFIS and SVR were employed to forecast 
dam inflow and HEPP. While both models exhibited rela-
tively good performance in estimating dam inflow, ANFIS 

Table 5  The performance of 
scenarios and machine learning 
models in the prediction of 
HEPP

The selected model and scenario are highlighted in bold

Models Scenarios RMSE MAE NSE R2

training test training test training test training test

SVR S1 724.2 580.6 1.9 160.6 0.53 0.73 0.54 0.76
S2 580.1 762.3 23.7 42.4 0.72 0.49 0.72 0.49
S3 371.4 423.7 15.1 65.4 0.88 0.85 0.88 0.86
S4 360.3 468.2 87.5 227.5 0.90 0.69 0.91 0.78
S5 389.1 551.6 21.5 88.9 0.88 0.70 0.88 0.74

HHO-SVR S1 775.1 604.6 0.00 4.80 0.48 0.70 0.48 0.71
S2 593.8 570.6 9.95 53.0 0.70 0.68 0.71 0.69
S3 393.8 487.7 12.6 77.4 0.87 0.77 0.87 0.78
S4 341.1 409.7 11.3 8.40 0.90 0.87 0.90 0.88
S5 330.8 392.1 17.7 74.0 0.91 0.86 0.91 0.88



Applied Water Science (2024) 14:206 Page 13 of 16 206

was found to be less accurate, consistent with findings 
from previous research by Arya Azar et al. (2021b, c, d). 
One advantage of the SVR model is its reduced suscep-
tibility to getting trapped in local optimal points during 
parameter optimization, leading to improved computa-
tional efficiency. Although ANFIS partially mitigates 
uncertainty by employing fuzzy logic for prediction, it 
typically yields weaker results, as supported by previous 
research and the outcomes of this study. However, it is 
worth noting that by using evolutionary algorithms to find 

appropriate adjustment parameters, the prediction perfor-
mance of ANFIS can be readily enhanced.

The efficacy of the HHO algorithm was assessed in 
enhancing the predictive capabilities of ANFIS and SVR 
models for dam inflow forecasting. Both HHO-ANFIS 
and HHO-SVR hybrid models outperformed their respec-
tive single models in prediction accuracy. These findings 
align with previous research by Sammen et al. (2020), Arya 
Azar et al. (2021a, b, c), and Milan et al. (2021), indicat-
ing that metaheuristic algorithms can indeed enhance the 
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performance of base models such as ANN and ANFIS. Spe-
cifically, the results demonstrated that the HHO algorithm 
exhibited superior performance in improving ANFIS train-
ing, underscoring its effectiveness in identifying optimal val-
ues for ANFIS parameters. This finding corroborates similar 
research outcomes in the literature, such as those by Arya 
Azar et al. (2021a, b, c) and Paryani et al. (2021), which 
also validated the performance of HHO-ANFIS in estimating 
hydrological and environmental parameters.

The proposed approach can also be used for similar 
regions and areas. This approach is highly recommended, 
especially for areas that are in arid and semi-arid conditions 
or in areas where extensive data collection is not possible. Of 
course, such researches also have uncertainties, which can be 
investigated in future research. Climate change and drought 

are among the extreme events that have a significant impact 
on water resources, which can be evaluated in the future. 
Finally, the practical use of this approach is recommended 
for proper management of water resources by managers.

Conclusions

This study aimed to investigate the performance of vari-
ous machine learning models in estimating dam inflow and 
HEPP, focusing on Mahabad Dam as the study area. For 
forecasting purposes, input variables such as temperature 
and inflow from the previous month were utilized in dif-
ferent combinations, forming input scenarios. ANFIS and 
SVR models, as well as their optimized versions using the 
HHO algorithm, were employed for prediction. The find-
ings revealed that these models yielded acceptable per-
formance, which can be valuable for hydrological studies 
and dam allocation management. The utilization of such 
tools can prove effective in surface water and groundwater 
management, as well as in the prediction of meteorological 
parameters, due to their ability to provide reliable results in 
a short timeframe. The two hybrid models, HHO-ANFIS 
and HHO-SVR, exhibited improvements over the base mod-
els, particularly enhancing the performance of the ANFIS 
model. Both Taylor’s and ridgeline plots corroborated these 
findings, indicating the superior performance of the hybrid 
model. Combining variables such as dam inflow and out-
flow, precipitation, and evaporation contributed to enhanced 
accuracy in HEPP forecasting results. Furthermore, the 
results highlighted the efficacy of the HHO algorithm in 
determining optimal parameter values for both ANFIS and 
SVR models. Future research could explore uncertainties in 
machine learning model results and the impact of climate 
change on daily-scale variations in dam inflow and evapo-
ration. This would contribute to a deeper understanding of 

Fig. 10  Scatterplot of the observed and predicted data of selected scenarios in each model

Fig. 11  Taylor’s diagram of the models in predicting the HEPP
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the dynamics involved and aid in developing more robust 
forecasting methodologies.
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