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Abstract The aim of the article is to discuss the major 
issues concerning forecasting of sales and inventory dis-
tribution in traditional grocery retail stores, with a focus 
on a large supermarket company in Ecuador that operates 
with more than 200000 SKUs. It aims at the deployment of 
machine learning algorithms for efficient inventory manage-
ment so that the business does not experience high stock 
or low-stock situations. The proposed approach includes 
the assessment of several supervised machine learning 
techniques such as Decision Tree, Random Forest, Linear 
Regression, and XGBoost techniques based on different per-
formance measures that will help to select the best selling 
forecasting model. These findings underscore the fact that, 
with high demand uncertainty, heightened market demand 
rates and supply risks, shifting customer preferences, and 
ever-reducing product lifecycles, accurate demand forecast-
ing can significantly lower supply chain costs. The study 
also establishes a need to maintain optimal inventory stock 
and the distribution of inventory across a number of ware-
houses. The research implication of the presented study 
indicates that the machine learning approach advocated for 
in the research would offer numerous benefits in the manage-
ment of supply chain for retailers and enhance competitive 

advantage in the retail industry. To the best of the author’s 
knowledge, this study is novel in its use of sophisticated 
machine learning approaches to solve problems specific to 
the grocery retail industry context while also offering a real-
world solution to the issues covered.

Keywords Data-driven · Supply chain · FMCG · Machine 
learning · Inventory · Manufacturing

1 Introduction

In today’s competitive world, industries more and more 
use machine learning (ML) to boost their operations. The 
supply chain sector can gain a lot from these new develop-
ments. The Fast-Moving Consumer Goods (FMCG) industry 
known for its fierce competition and slim profits, can see 
big improvements by using ML to optimize its supply chain 
(Kumari et al. 2023; Hu et al. 2019; Zhang et al. 2018). 
People involved in the business, like retailers, customers, 
and green activists, want more accurate forecasting models. 
These models can cut down on waste, make sure products 
are available, and help sustainable practices (Ramos and 
Oliveira 2023; Brewis and Strønen 2021). To give you an 
idea, in 2016 Swedish grocery stores threw away 30,000 tons 
of goods because of wrong forecasts. This shows how much 
we need better prediction models.

Several latter analyses reveal that this factor of AI has 
a positive influence on the supply chain management. It 
does this through improved tools of demand forecasting 
that affect the sales estimate and stock management (Li and 
Jiang 2020; Jadhav and Rokade 2020). However, we are still 
to learn more about utilizing live data as well as strong prog-
nostic tools in an effort to address particular challenges in 
the FMCG industry. These include reduction of waste and 
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increasing sustainability as highlighted by Chen et al. 2019, 
Liu et al. 2021, and Verma and Sharma 2021. The question 
arises as to how these technologies could be systematically 
incorporated into supply chain processes to produce more 
efficiency and sustainability.

This research attempts to address the gap with a focus 
on how demand can be forecasted using machine learning, 
inventory distribution system can be enhanced, and the ware-
houses can be categorized according to how they are located. 
With the help of the data-based method, the study will be 
able to provide solutions to enable FMCG companies make 
better decisions that will enhance their supply chain pro-
ductivity and duration (Chen et al. 2020; Patel et al. 2021). 
The research will also consider approaches to implementing 
these plans for the benefit of businesses and customers.

To address these gaps, this study employs a mixed 
research approach. They use supervised machine learning for 
demand forecasting, demand clustering algorithms for ware-
houses and cost benefit analysis for inventories. The findings 
will fall into three main areas: such as demand forecasting, 
warehouse clustering and inventory allocation. These results 
will give complete perspective of how use of machine learn-
ing will benefit the FMCG supply chain (Wang et al. 2018).

This study’s results have a big impact on both theory and 
real-world use. In theory, it adds to the growing research on 
using machine learning in supply chain management (Chat-
terjee and Kumar 2020). In practice, it gives FMCG compa-
nies useful ideas to make their operations better, cut down 
on waste, and be more eco-friendly. By showing the real 
benefits of using data, the study highlights how important it 
is to bring new tech into supply chain plans.

The objective of study can be divided into three major 
categories. They are:

RO1: Forecasting demand for FMCG goods using super-
vised machine learning and ranking cities based on this 
demand.

RO2: Clustering the warehouse in each city based on dis-
tance using machine learning algorithm.

RO3: Inventory allocation of items into different ware-
houses and their cost–benefit analysis.

The paper is structured as follows: Sect. 2 reviews the 
existing literature on machine learning and data-driven 
approaches in supply chain management. Section 3 details 
the research methodology used in the study, followed by a 
discussion of the findings in Sect. 4. Finally, Sect. 5 con-
cludes with a summary of the research, its limitations, and 
suggestions for future research directions.

2  Literature review

The data-driven approaches in supply chain management 
rely on machine learning-based models and other data 

analysis techniques to extract insights from large data sets. 
These approaches can help companies to better understand 
their supply chain processes, identify areas for improvement, 
and make data-driven decisions to optimize their operations. 
By leveraging the power of machine learning and data analy-
sis, businesses can improve the efficiency, transparency, and 
resilience of their supply chains.

2.1  Machine learning‑based models

There are two types of ML approaches that are commonly 
used, they are: This will be followed by an analysis of the 
physics-based approach and the data driven approach. 
Physical-based models are models that are developed by 
analyzing and applying the fundamental laws of physics 
of the actual system under consideration (Torrecilla et al. 
2004). These models are generally applied in engineering 
and science solftware computation domains like meteorol-
ogy, hydrodynamics and structures among others. The key 
strength of physical-based models is that they can accurately 
depict the system and predict how it will behave in various 
circumstances. However, these models may often be slow 
and time-consuming to develop, and they may often need a 
large amount of data and computational power to perform. 
Empirical models, on the other hand, are models that are 
developed based on the presented patterns and relationships 
that exist between different entities within a particular sys-
tem. These models have number of applications in fields like 
machine learning, data mining, and predictive analysis and 
they are basically used in making prediction about future 
event with the help of past data. The main strength of data-
driven models is that it can work with a large number of 
training instances, and can also capture non-linearities and 
interactions between variables. However, these models may 
fail to generalize good performance with new data due to 
the quality and the completeness of the training data (Kar-
niadakis 2018; Brunton and Nathan 2018; Guo et al. 2019). 
The application, advantages, disadvantage, and limitations 
of data-driven models in scientific computing were reviewed 
by Zhang and Wang (2016). Ni et al. (2019) compared the 
performance of physics-based and data-driven models for 
predictive maintenance and discussed each approach’s 
advantages and disadvantages.

This study uses a varied approach to tackle the identi-
fied gaps. It applies supervised machine learning to forecast 
demand clustering algorithms to optimize warehouses, and 
cost–benefit analysis to allocate inventory. The findings will 
fall into three main areas: demand forecasting, warehouse 
clustering, and inventory allocation. These results will give 
a full picture of how machine learning can boost the FMCG 
supply chain (Wang et al. 2018).

As demonstrated in this study, practical implications are 
significant when it comes to opening up new perspectives 
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and adding to the overall theoretical foundation. From a 
theoretical perspective, it contributes to the existing litera-
ture on the application of machine learning in supply chain 
management (Chatterjee and Kumar 2020). In practice, it 
provides helpful recommendations to FMCG companies so 
that they can improve their activities, reduce costs, and be 
more sustainable. Explaining the actual positive outcomes 
of data application, the study describes why it is crucial to 
introduce new tech into supply chain concepts.

A set of techs out there that capture data and employ 
intelligent techniques, including Radio Frequency Identifi-
cation or RFID for short. That stuff is getting really really 
important to run the show when it comes to what you have 
in stock while you are in a position of handling a significant 
number of goods coming and going. Although, it is a good 
choice and it is not expensive compared to any of the com-
mercial inventory systems available in the market. Further-
more, it is easy to install and it does make organizing your 
things as a part of your daily routine a piece of cake (Benke, 
Hedi, and Cirikovic 2023).

Sensors go hand-in-hand with IoT to make the inven-
tory management process automatic altogether. IoT setups 
enhance how accurate the information you receive for inven-
tory enables you track and monitor things in realtime. This 
makes managing the supply chain way better (Saillaja et al. 
2023; Madhwal and Panfilov 2017). Also, you see Artificial 
Intelligence (AI) and machine learning used a lot in situ-
ations that involve searching the optimal solution. These 
technologies assist in predicting how much stock must be 
available, identifying abnormal occurrences, and making 
informed decisions on when new products should be ordered 
(Neghab et al. 2022; Yang et al. 2024; Zhang and Tan 2023).

2.2  Data‑driven approaches in supply chain 
management

The scene in the industry shifts quickly, and the use of 
analytical approaches plays a crucial role. These methods 
enhance manufacturing by increasing its efficiency in terms 
of being high-quality and less costly. The main advantage 
of using data in manufacturing is that it assists in the opti-
mization process. Data also has an influence on the perfor-
mance and reliability of providers further. Metrics such as 
time taken to deliver services, quality control ratings, and 
cost efficiencies can be monitored using analytics. Part of 
analyzing data is to show trends, which in turn assists to pre-
dict when the machines need fixing and even identify issues. 
Real time information sharing with suppliers enhances col-
laboration and faster resolutions in case of an error (Zekh-
nini et al. 2023). Moreover, the execution of such activities 
through digital media allows everyone involved to see each 

other and gain trust, which makes suppliers more responsible 
and credit-worthy over time (Cavalcante et al. 2019).

These analyses demonstrate that data-based approaches 
can enhance various aspects of production including what to 
produce, when to produce and how to maintain production 
equipment. For instance, in the study by Lee et al. (2020), 
an efficient plan that was based on data was employed to 
improve semiconductor manufacturing. It involved using 
machine learning to predict likely consumer demand and 
then schedule production accordingly. The latter pushed the 
workers to further reduce their overtime by 22 percent and 
increase the output by 23 percent. Another advantage of 
data-driven methods is quality assurance Quality control is 
implemented through data analysis, which ensures that all 
the products meet the required standards. For instance, Liao 
et al. (2021) applied this case to identify defects in PCBs 
as they are produced to reduce their production time. They 
employed image processing and machine learning to detect 
problems at once achieving first pass yield of 99 percent of 
catching defects. Data-driven methods also help to predict 
when machines will break down in factories (Mycroft et al. 
2020; Xu et al. 2020). This means using data and analysis 
to guess when equipment might fail, so you can fix it before 
it breaks (Wang et al. 2018). For instance, Riaz et al. (2020) 
used a data-driven method to predict when a machine in a 
textile factory would stop working. They put sensors on the 
machine and used machine learning to look at the data. This 
cut maintenance costs by 73%.

The fast-moving consumer goods (FMCG) supply chain 
has seen big changes because of data-driven supply chain 
management. Big data analytics, machine learning, and 
AI now let companies use data in new ways to make their 
supply chains better, cut costs, and keep customers happy. 
Companies now use data-driven methods for demand fore-
casting in FMCG supply chain management. By looking at 
sales data social media trends, and other key numbers, they 
can better guess future product demand. This helps them to 
improve production cut waste, and have the right products 
where they need to be when they need to be there. Studies 
show that good demand forecasting can make supply chains 
work better and earn more money (Kim and Ko 2012; Yeung 
et al. 2015). Data-driven methods also help with inventory 
management in FMCG supply chains. By watching inven-
tory levels in real-time and studying sales patterns, com-
panies can keep the right amount of stock and avoid run-
ning out or having too much. This saves money on storage, 
cuts waste, and makes sure they can always meet customer 
needs. Several papers point out that the usage of big data to 
manage inventory increases the effectiveness of the supply 
chain (Chen and Yang 2012; Wang et al. 2019). FMCG com-
panies also employed business analytical tools to enhance 
their overall supply chain. They can improve the situation 
as they get data about suppliers, production, shipping, etc. 
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and can figure out how to achieve all this amending more 
and spending less. This might mean employing sophisticated 
instruments such as network optimization and simulation 
modeling. Business literature proves that the use of data in 
supply chain management results in better performance of 
the supply chain and enhanced customer satisfaction (Huang 
et al. 2016; Wu et al. 2019).

Recent years have seen some data-driven techniques in 
fast-moving consumer goods or indeed popularly known 
as FMCG. A literature review of this study demonstrates 
how these approaches can enhance the operations of supply 
chains in the FMCG industry. Chatterjee and Kumar (2020) 
used data analytics to analyze the performance of FMCG 
corporations in supply chain management noting that big 
data analytics increases effectiveness and reduces expenses. 
From the research conducted by Wang et al. (2018), the 
authors developed a data-driven model for the supply chain 
management for the FMCG sector using predictive analyt-
ics and optimization algorithms to enhance on inventory 
management and minimize on stock-out situations. In their 
study, Hu et al. (2019) propose ways to improve the FMCG 
supply chain, such as predicting demand, setting appropriate 
inventory stock, and planning the right transportation routes. 
Liu, et al. (2021) proposed a big data approach toward han-
dling risks in FMCG value chains, where machine learning 
algorithms could identify potential risks and address them. 
In the paper examining the position of big data analytics 
in FMCG Supply chain management Zhang et al. (2018) 
focused on the prospects of improving real time data ana-
lytics and predictive modeling to enhance the efficiency of 
Supply Chain processes. Collectively, these studies indicate 
that the application of data in FMCG supply chain manage-
ment can yield improved decision-making, reduced costs 
and more sustainable practices. By using real-time data 
predictive analytics, and optimization algorithms, FMCG 
companies can understand their operations better and make 
smart choices to improve their supply chain operations.

2.3  Warehouse location strategies

Hierarchical clustering helps find the best warehouse spot 
keeping costs low and supply quality high (Skerlic and Muha 
2016). Methods like VIKOR have an impact on picking the 
top warehouse policy by looking at things such as distance, 
area, and costs (Sarıcan et al. 2022). Using decision models 
is key to choose the right warehouse place for many mar-
kets. This boosts profits when demand changes and helps 
set up good inventory plans (Lin and Wang 2018). Also, 
a multi-criteria decision model is needed to pick the best 
spot for eco-friendly warehouses. It considers both number-
based and quality-based factors (Jacyna-Gołda and Izdebski 
2017). The Fuzzy AHP method works well too. It’s used to 
select the ideal warehouse location by checking different 

criteria (Caron and Oshan 2023). What’s more combining 
warehouse location choices with how things run, like ship-
ping and stock control, leads to a more united and effective 
way to manage supply chains (Agrawal and Goyal 2016).

Data-driven methods and machine learning models 
show great promise to boost supply chain management in 
the Fast-Moving Consumer Goods (FMCG) industry. Cur-
rent research looks at predicting demand managing stock, 
and improving supply chains overall. Yet, not much work 
explores how to fit inventory allocation plans into these data-
driven models. Also, we don’t know enough about problems 
with data quality, consistency, and the need for data experts 
in FMCG supply chains. This gap opens the door to cre-
ate more complete models. These new models could predict 
demand, streamline supply chain steps, and assign inven-
tory. They would also take into account data quality and the 
know-how needed to put them to use.

3  Research methodology

The method shown in Fig. 1 has an impact on how a certain 
product group—homecare items—is managed in the supply 
chain of an Ecuadorian supermarket chain. This approach 
breaks down into several main steps, each meant to tackle 
a key part of supply chain management, from predicting 
demand to distributing inventory.

1. Choosing the Product Family: Homecare
The study starts by picking a specific product family, in this 

case, homecare items. The choice to zero in on one prod-
uct family stems from the need to handle the big amount 
of data available. By limiting the scope, the analysis can 
be more in-depth and offer more precise insights about 
the chosen category.

2. Predicting Demand
The next step is to forecast demand for the chosen homecare 

products. This involves combining monthly sales figures 
from different stores in the supermarket chain. Complex 
computer programs and data tools help predict future 
demand for these items. Getting demand forecasts right 
is key because it shapes production plans and inventory 
control. This ensures stores have the correct amount of 
products when needed, which cuts down on both empty 
shelves and overstocked items.

3. Ranking of Cities
After predicting demand, the study ranks cities based on 

how much people want homecare items. This ranking 
gives useful insights into areas where demand is highest 
helping to target inventory distribution and marketing 
plans. Cities that want more items might need restocking 
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more often or bigger inventory stocks, while those that 
want less could get deliveries less.

4. Clustering of Warehouses
The next step groups warehouses based on how close they 

are to different cities. By putting closer warehouses 
together, the study tries to make the distribution network 
better. This grouping allows for more productive trans-
port routes cutting delivery times and shipping costs. 
Good grouping also makes sure products are sent from 
the nearest possible warehouse cutting delays and mak-
ing the whole supply chain more responsive.

5. Inventory Allocation and Cost–Benefit Analysis
The research zeroes in on inventory allocation and performs 

a cost–benefit analysis. The knowledge gained from 
the earlier steps—predicting demand ranking cities, 
and grouping warehouses—helps to figure out the best 
inventory levels for each warehouse. The cost–benefit 
analysis checks the money impact of different ways to 
manage inventory. This makes sure the chosen method 
boosts profits while cutting down on waste. This break-
down aids the company to make smart choices about 
where to put resources weighing the costs of keeping 
stock against the risks of running out and missing sales.

3.1  Demand forecasting

The justification of future sales allows a company to make 
sure it has enough stocks to fulfil the demands of the next 
months without buying those extra items that will remain 
unsold yet increase the total cost of your inventory. In this 
work, we considered hundreds of items offered at various 
stores in Ecuador, evidencing the scope and difficulty of such 
a type of forecasting. It is clear that the quality of demand 
forecasts depends on the quality of data, and the authors 
noted that their training dataset was comprised of data about 
the items, the stores, and the unit sales. The information 
is also useful in pattern recognition which can be used to 
make predictions concerning future sales. This data has been 
analyzed using statistical and machine learning methodolo-
gies for arriving at their forecast based on the complexity 
of the data and the precision level required. In summary, 
this research sought to predict the unit sales of the products 
being sold in different stores in the Ecuadorian supply chain. 
We employed training dataset which had details such as date, 
items, store details, and unit sales. Using this data, thewe 
could come up with a forecast showing the future unit sales 
of these items.

3.1.1  Model selection

Several machine learning models were trained on a given 
dataset, and their performances were evaluated using a met-
ric called  R2 (Jebaraj et al. 2011).  R2 is a statistical meas-
ure that represents the proportion of variance in the target 
variable (the variable you’re trying to predict) that can be 
explained by the independent variables (the variables used to 
make the prediction). In other words,  R2 measures how well 
the model fits the data. The models that were trained include 
random forest, decision tree, and linear regression. These 
are all supervised learning algorithms that can be used for 
regression tasks (predicting a continuous value). The specific 

Fig. 1  Methodology
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hyperparameters of the models (such as the number of trees 
in the random forest, or the depth of the decision tree) may 
have been tuned to find the best performance. Based on the 
results presented in Table 1, the random forest model with 
a specific number of trees (n_estimators) was found to have 
the highest  R2 value. This means that this model had the best 
fit to the data, among the models that were evaluated. As a 
result, it was selected as the best model for this task.

3.1.2  Forecasting

How to interpret a random forest model and indicate 
R-Squared as one of the factors. It also had to be tested on 
the cross-validation test—a part of the set that the model 
did not use in its training. Based on the obtained model, the 
R-squared value was calculated to be approximately equal 
to 0. As for the validation set, the achieved value was 836, 
which translates to making explanation to the extent of only 
83%. This reflects six (6)% of the variance of the target vari-
able. This fairly high R-squared value signifies a fact as to 
the proposition that the model given fits perfectly the model 
or the data that has been incorporated. To avoid the overfit-
ting of the model and to improve the generalization, k-fold 
cross-validation was also employed. Cross-validation is a 
technique that is used for assessing the competency of the 
model and for the detection of the bias and over-fitting of 
data. K-fold cross validation can therefore be described as 
the set of division of a given dataset into k benign equal par-
titions or else folds and or the model is trained k times where 
in each of the ith round the ith fold is used for the purpose 
of validation while the remaining portions of the partitions 
are used in training the model. It also enables one to regulate 
the stability of the model as well as identify problems such 
as overfitting or bias. The averages and the standard errors 
of the estimates of evaluation measures are computed and 
make up the outcome of k-fold cross-validation. The values 
cited in Table 2 may be the mean and standard deviations of 
the evaluation measures that are estimated from k-fold cross-
validation. These metrics can be any model performance 
measure one is likely to encounter soon such as R square, 
Mean Square Error or Root Mean Square Error. Speaking 

of the metrics described in details in Table 2, we believe the 
following conclusions can be drawn: the model proposed is 
the random forest model and it is good and does not over-fit 
the data.

The contribution or relative significance of each vari-
able in determining the unit sales was determined by using 
a feature from the scikit-learn library. This feature most 
probably calculates the feature weights of a trained model, 
which is an indication of the degree of contribution of each 
predictor variable. The feature importance of each variable 
was then analysed to determine the conclusions presented 
in Table 3 below. In light of these findings, it can be noted 
that the most significant variable affecting the unit sale was 

Table 1  Model Evaluation

Description and model (Monthly data) R2_score_train Cross-validation R2_score_test

Random forest with n_estimators = 200 0.978 [0.83 0.84 0.85 0.82 0.83] 0.836
Random forest (max_depth = 100) 0.96 [0.75, 0.73, 0.76] 0.81
Xgboost 0.25 [0.24, 0.10, 0.15] 0.74
Decision tree (max_depth = 200) 0.96 [0.688, 0.733, 0.722, 0.742 0.721] 0.71
Decision Tree 1.00 [0.68, 0.65, 0.68] 0.70
Linear regression 0.42 [0.42, 0.27, 0.33] 0.2

Table 2  Metrics of the model selected

Metrics Value

R2 score of training data 0.97977
R2 score of validation data 0.8367
K fold cross validation (cv = 5) [0.8381118 0.8459283 

0.85524235 0.82349034 
0.84296472]

Mean Absolute Error 28.13
Mean Squared Error 3790.65
Root Mean Squared Error 61.56

Table 3  Feature importance

Features Importance 
weightage in 
model

Item number 0.47898594
Store number 0.12379494
type 0.11274224
cluster 0.0354351
year 0.04175777
month 0.04952731
Avg oil price 0.10411901
Population of city 0.03194363
Area of city 0.02169404
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“item numbers”, whereas the variable with the least impact 
was “area of the city”. It is important because this infor-
mation can be helpful in several situations. For instance, it 
will assist in determining which variable is more suitable 
for use in the unit sale prediction rather than the other vari-
able that may not be quite useful in the model. It also can 
help understand other factors that influence unit sales and 
may have recommendations for improving sales, for example 
using more attention to certain items or focusing on certain 
regions.

3.2  Ranking of cities

This paragraph explains how the cities may be sorted based 
on the monthly unit sales which are expected in the coming 
months for a given set of products. It has adopted a ranking 
system in terms of upper and lower caps relative to the box 
plot. A box plot is a type of graph that is used to illustrate 
the distribution of some given data set(Li et al. 2022). It 
comprises of a rectangle and lines referred to as whiskers, 
the rectangle represents the interquartile range of the data 
which is the extent of data within first and third quartiles that 
is between 25 and 75th percentiles of the data. From the box, 
the whiskers run up to the minimum and maximum values 
that are within 1. By definition, the lower and upper fences 
can be determined as follows: lower fence = Q1–1.5 * IQR 
and upper fence = Q3 + 1.5 * IQR, so 5 times the IQR from 
the box. In this case, the lower cap for each item means the 
first quartile demand value of 25% among all the data. Upper 
cap is, therefore, determined using the third quartile demand 
value of 75% which is the third twenty five % of the data. 
These caps are used to decide if the unit sales forecasted 
for a city for a particular item is higher, average or lower 
than others. Cities with outright unit sales which are less 
than the lower cap are categorized as low volume cities and 
cities with unit sales in between the lower and upper cap 
are classified as moderate volume cities while cities with 
outright unit sales greater than the upper cap are classified 
as high volume cities. This method enables the researcher 
to achieve a relative degree of consistency while ranking the 
cities under consideration by criteria such as the forecasted 
unit sales for different items while using a statistical measure 
of the distribution of the data to arrive at the caps illustrated 
in Table 4.

The process of classifying cities into high, medium, or 
low based on their predicted unit sales for a given item and 
the upper and lower caps calculated in the previous stage. 
For each city and item, the predicted unit sales are compared 
to the upper and lower caps calculated using the box plot 
hypothesis. If the predicted unit sales fall below the lower 
cap, the city is classified as low. If the predicted unit sales 
fall between the lower and upper caps, the city is classified 
as medium. If the predicted unit sales exceed the upper cap, 

the city is classified as high. This allows for a standardized 
approach to classifying cities based on their predicted unit 
sales for different items, using the upper and lower caps cal-
culated from the box plot hypothesis. This approach provides 
a way to compare and rank cities based on their forecasted 
unit sales, which can be useful for decision-making and 
resource allocation in various industries.

3.3  Clustering warehouses

3.3.1  Locating warehouses

The process of determining the location of warehouses in 
Ecuador, given that the data provided did not include infor-
mation about their location. To make assumptions about 
the location of warehouses, we have decided to assume that 
there is one warehouse in each city, located at its city center. 
To determine the latitude and longitude of each city center, 
an online source was used, such as a mapping tool or a geo-
graphic database. Using this information, we were able to 
pinpoint the location of each warehouse on a map. Figure 2 
shows the resulting map, with each warehouse location rep-
resented by a pinpoint on the map. By visualizing the loca-
tion of warehouses across the country, it becomes easier to 
identify patterns and trends in the data, such as which areas 
have more or less access to warehouses, or which areas may 
require additional warehousing infrastructure.

Overall, this process of determining the location of ware-
houses using online sources and geographic databases pro-
vides a useful way to make assumptions about warehouse 
locations when data is incomplete or unavailable. By under-
standing the location of warehouses, businesses and organi-
zations can make more informed decisions about logistics, 
supply chain management, and resource allocation.

Table 4  Data frame of demand 
lower cap and upper cap of each 
item

S No Lower Cap Upper Cap

1 182.5 442
2 18 65.50
3 16 59
4 16.25 57
5 37 101.75
6 55 173.50
7 27.75 89.5
8 44.25 112
9 90.75 192.75
10 8.5 23
11 8.5 23.5
12 8.25 40
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3.3.2  Clustering warehouses based on distance

The process of transforming the latitude and longitude coor-
dinates of the warehouses into x and y coordinates, which 
was necessary in order to calculate the distance between 
the warehouses. Latitude and longitude coordinates are a 
commonly used way to specify locations on the earth’s sur-
face, but they are not immediately suitable for calculations 
involving distance or direction. In order to perform such 
calculations, it is necessary to convert the latitude and lon-
gitude coordinates into a different coordinate system, such 
as a Cartesian coordinate system with x and y coordinates. 
To perform this conversion, the team used an online con-
verter tool that is specifically designed to convert latitude 
and longitude coordinates into x and y coordinates. This 
tool takes as input the latitude and longitude coordinates for 
each warehouse location and returns the corresponding x and 
y coordinates. Once the latitude and longitude coordinates 

were transformed into x and y coordinates, the team was 
able to use these values to calculate the distance between 
the warehouses using a variety of mathematical formulas 
and techniques. Overall, this process of transforming the 
latitude and longitude coordinates into x and y coordinates 
using an online converter tool is a common approach used in 
geospatial analysis and allows for more complex calculations 
involving distance and direction to be performed.

These were the formulae used for the conversion:

In these formulae, R represents the approximate radius 
of the earth, which is typically taken to be 6,371 km. The 
latitude and longitude values are expressed in radians, which 
is a common way of measuring angles in mathematics.

K-means clustering was chosen due to several advan-
tages it offers, including its ease of implementation, ability 

(1)
x = R × coscos(lat)xcoscos(long)y = R × coscos(lat)xsinsin(long)

Fig. 2  cities in Ecuador where the warehouses are located
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to scale to large datasets, and ability to generalize to clusters 
of various shapes and sizes. However, K-means clustering is 
not well-suited for spatial clustering, as it assumes that the 
distance between points is Euclidean, which is not accurate 
for geographical coordinates. To overcome this limitation, 
the team transformed the geographical coordinates of the 
warehouses into a two-dimensional Cartesian coordinate 
system using the formulae mentioned in the previous para-
graph. This changed coordinate system allows the use of 
K-means clustering to cluster the warehouses. By using the 
transformed coordinates, K-means clustering can be applied 
to cluster the warehouses based on their proximity in the x–y 
plane. This approach allows for the benefits of K-means clus-
tering to be utilized while accounting for the spatial nature 
of the data.

After transforming the geographical coordinates into 
a Cartesian coordinate system, K-means clustering was 
applied to group the warehouses into clusters based on 
their proximity in the x–y plane. The elbow method was 
used to determine the optimal number of clusters, which 
was found to be four. Figure 3 shows the resulting clusters, 
with each dot representing a warehouse and the color indi-
cating the cluster membership. The different colors of the 

dots represent the different clusters of warehouses that were 
identified. This approach allows for the identification of geo-
graphically close warehouses, which could help optimize the 
logistics and supply chain management for the company. For 
example, the company can now more easily plan their inven-
tory and distribution routes by considering the locations of 
the warehouses in each cluster.

Finally, the cities belonging to each cluster were found 
which is depicted in Fig. 4 below:

3.4  Inventory allocation

After clustering the warehouses into four groups, we used 
the forecasting model to predict the demand for each item in 
each city. We then summed up the demand for each item in 
the cities belonging to each cluster to get the total demand 
for each item in each cluster. This provides a cluster-wise 
forecast for the demand of each item in the cities. By look-
ing at the cluster-wise demand forecast, the company can 
make informed decisions on how to allocate inventory and 
resources to each cluster. This information can also help the 
company identify any supply chain or logistics issues that 
may arise due to differences in demand between clusters.

For the allocation of inventory, we went with two strat-
egies. In both strategies, the goal is to allocate inventory 
to optimise demand fulfillment while minimizing costs 
associated with shipping and handling. In strategy 1, inven-
tory is allocated to all warehouses regardless of their level 
of demand. This means that the low demand warehouses 
will receive inventory even though their forecasted demand 
may not require it, which can result in additional costs. In 
strategy 2, inventory is allocated to warehouses with high 
and medium demand only. The forecasted demand of low 
demand is fulfilled by sending it to the nearest medium or 
high demand warehouse. This approach reduces unnec-
essary inventory allocation to low demand warehouses, 
thereby lowering costs. Table 5 show the inventory allo-
cation of item 1,456,881 of price 572 for cluster 1 based 
on strategy 1 and strategy 2, respectively. Strategy 1 shows 
that all warehouses, including low demand ones, have been 
allocated inventory. In contrast, for strategy 2, only high 
and medium demand warehouses have been allocated inven-
tory, while low demand warehouses have not. Instead, their 
forecasted demand has been sent to the nearest medium or 
high demand warehouse. This results in a more efficient 
allocation of inventory, as inventory is sent only where it is Fig. 3  Output for clustering n = 4

Fig. 4  Cities in each cluster
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needed, reducing unnecessary costs associated with shipping 
and handling.

To decide on which strategy to go with in each cluster, we 
use cost–benefit analysis.

3.5  Cost benefit analysis

To decide on which strategy to go with in each cluster, we 
use cost–benefit analysis. In a cost–benefit analysis, we need 
to weigh the costs and benefits of each strategy to make an 
informed decision. In our case, we consider the ordering cost 
and the holding cost as two major costs that affect the decision 
of which strategy to choose. Ordering costs are the expenses 
incurred in placing and collecting a fresh shipment of inven-
tory. These costs include transportation costs, communication 
costs, inspection costs, transit insurance costs and account-
ing costs. Ordering costs vary depending on the frequency of 
ordering and the amount of inventory ordered. Holding costs, 
on the other hand, are the costs of retaining unsold inventory. 
These costs include warehousing costs, labor costs, insurance, 
damaged or spoilt inventory, and opportunity costs. Holding 
costs increase with the amount of inventory held, and the 
duration of holding. In the cost–benefit analysis, we need to 
compare the total cost of each strategy, taking into account 
the ordering and holding costs, against the potential benefits, 
such as revenue generated from sales. Based on the analysis, 

we can choose the strategy that minimizes the total cost, while 
still meeting the forecasted demand.

Cost calculation: The cost structure of the FMCG and 
highlights the major constituents of supply chain costs. 
Different expenses contribute in supply chain costs just as 
transportation expenditures, which include inbound, out-
bound, secondary, and tertiary costs, account for around 
6.7% of total costs in the FMCG supply chain. Inbound 
costs refer to the transportation of raw materials or goods 
from suppliers to the manufacturing site, while outbound 
costs refer to the transportation of finished goods to retail-
ers or customers. Secondary and tertiary costs refer to 
additional transportation expenses that may be incurred 
during the distribution process. The storage and ware-
housing expenses represent approximately 3.86% of gross 
sales in the FMCG supply chain. This cost component is 
important because it is closely related to transportation 
costs. When goods are transported to different locations, 
they need to be stored and warehoused until they are dis-
tributed to retailers or customers. Table 6 represents the 
major constituents of supply chain costs in the FMCG and 
their total share of gross sales. This table likely provides a 
breakdown of the different cost components discussed in 
the paragraph, as well as any additional factors that may 
contribute to the cost structure of the industry.

As we have considered two strategies for inventory 
allocation, we will calculate cost for both strategies and 
choose the best one for each item.

• We have assumed that one supplier is allocated to all 
warehouses present in the same cluster. Hence, the order-

(2)
InventoryHoldingCost =

⎛

⎜

⎜

⎝

StorageCosts + Labor Costs

+Opportunity Costs

⎞

⎟

⎟

⎠

∕Total Value of Annual Inventory

Table 5  Inventory allocation

Strategy 1 Strategy 2

City Inventory City Inventory

Ambato 115 Babahoyo 297
Babahoyo 297 Latacunga 429
Guaranda 180 Puyo 214
Latacunga 314 Quevedo 190
Puyo 214 Riobamba 434
Quevedo 190
Riobamba 254

Table 6  Supply Chain Costs 
(as a Percentage of Gross Sales)

Supply chain cost type Cost in FMCG

Average Lower bound Upper bound

Cost of material 52.92 15 90
Cost of labor 8.90 0.51 70
Cost of production overhead 11.78 0.5 40
Storage cost 3.52 0.16 12
Inbound transport cots 3.38 0.12 20
Outbound transport cost 3.38 0.12 20
Warehousing cost 2.06 0.1 8
Secondary/ Tertiary Transportation cost 2.02 0.2 10
Distributor’s margin 6.35 0.1 20
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ing cost for each warehouse of the cluster will be the 
same.

• Holding costs will vary for each warehouse.
• Assumption:

• Ordering cost factor = Transportation cost + Labor 
cost + Handling and packaging cost

• Holding cost factor = Storage cost + Warehousing 
cost + Labor cost.

• Calculated these costs by randomly generating costs 
using data from table.

• Costs of both strategies:

• Strategy 1 cost:

• Strategy 2 cost:

where,

• hcf = holding cost factor
• i = inventory
• p = price
• ocf = ordering cost factor
• If strategy 2 cost < strategy 1 cost, we will prefer 

strategy 2 and vice versa.

Output for cluster 1 for item-1456881:
The following Table 7 first shows the city warehouse 

and inventory allocation for strategy 1, second it shows 
the city warehouse and inventory allocation for strategy 
2. In the end, it shows which strategy to use, based on the 
cost–benefit analysis we wanted to perform. In the above 
case, the system is recommending strategy 1 as it is better 
than strategy 2 by 3,392,484-unit cost.

Inventory allocation is a crucial aspect of supply chain 
management. It involves deciding how much inventory to 
allocate to each warehouse or distribution center in the 
supply chain network to ensure that customer demand 
can be met efficiently and cost-effectively. A cost–benefit 
analysis is a useful tool to evaluate the potential costs and 
benefits of different inventory allocation strategies. For 
inventory allocation, we clustered the warehouses based 

(3)

(

hcfhigh ∗ ihigh ∗ p
)

+
(

hcfmedium ∗ imedium ∗ p
)

+
(

hcflow ∗ ilow ∗ p
)

+
(

ocfconstant ∗ ihigh,medium,low ∗ p
)

(4)

(

hcfhigh ∗ ihigh ∗ p
)

+
(

hcfmedium ∗ imedium ∗ p
)

+
(

hcfmedium,high ∗ ilow ∗ p
)

+
(

ocfconstant ∗ ihigh,medium,low ∗ p
)

on their geographic location and market characteristics. 
This allows for an optimized supply chain in each cluster, 
which can lead to reduced costs and improved efficiency. 
By clustering warehouses, it becomes possible to imple-
ment different strategies that are tailored to the specific 
needs of each cluster.

4  Discussions

It presented two significant developments. First, we obtained 
the capability of propheying item demand at each store. Our 
team tested several models and fine-tuned parameters to find 
the best fit: a Random Forest regressor that achieved a test 
score of exactly 0. undefined This model predicts the amount 
of items you will require in various stores. Second, I under-
stood how these demand predictions can be utilised to allo-
cate inventory to the warehouses. There is however limited 
research in inventory control and more so optimizing inven-
tory using the forecasted demand, hence our focus was to 
harness our forecast in determining where inventory should 
be allocated. To support our idea, we conducted a cost ben-
efit analysis. It assisted us in determining the optimal stock 
positioning and ideal costs of each product. For this purpose, 
we summed up the supply chain expenses involved in mer-
chandising stock in a dissimilar manner in the warehouses 
and established several inventory placement solutions. We 
then retrained our model repeatedly for checking bias in the 
model. Accordingly, when it comes to different generated 
costs, the model offered different approaches. This increased 

Table 7  Cluster 1 output of 
inventory allocation for item 
1,456,881

For cluster 1

Item: 1,456,881 Price: 572

Strategy 1

City Inventory

Ambato 115
Babahoyo 297
Guaranda 180
Latacunga 314
Puyo 214
Quevedo 190
Riobamba 254
Strategy 2
City Inventory
Babahoyo 297
Latacunga 429
Puyo 214
Quevedo 190
Riobamba 434
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our confidence that the model can recommend better posi-
tions of inventory to withstand forces afloat. To summarise, 
the paper provides a framework for inventory control and 
management based on data analysis. To achieve this, we 
employed the utilization of a machine learning algorithm 
whereby we had to identify the optimal approach for dis-
tributing inventories through several warehouses using a 
cost–benefit analysis.

4.1  Managerial implications

As such, our work proposes a new point of view on how the 
inventory degree can be controlled and optimized using data. 
The two major advancements in forecasting item demand 
and balancing inventory distribution across the various 
warehouses are highly likely to drive substantial cost ben-
efits for organizations. Through it, the managers can make 
reasonable decisions about which inventory to stock, and 
where to stock it in order to eliminate unnecessary costs of 
overstocking and stock-outs. This way, through the applica-
tion of the best approach to demand forecasting, the busi-
nesses can be able to determine the amount of stock to hold 
in each store and manage the stocks most efficiently. This 
is advantageous as it eliminates high costs that may come 
with holding overstock inventories and will help in keep-
ing customers from being out of reach due to lack of stock. 
The approach described in this work will be useful for a 
cost–benefit decision-making framework in inventory plans. 
Through it, managers can compare various inventory dis-
tribution policies by considering the costs and benefits of 
inventory, thus being able to determine the optimum method 
of distribution.This can also save some cash costs that relate 
to distribution of inventories like the transport costs, besides 
enhancing the performance of the supply chain. In conclu-
sion, the need for quantitative methodologies in the compu-
tation of inventory levels and related goals is evident in this 
work. Applying decision trees and cost effectiveness analy-
sis, companies bound to reap the benefits of intricate and 
effective supply chain system. Decision makers can use these 
findings to establish effective and efficient inventory control 
strategies in order to make appropriate decisions that will 
improve inventory distribution among various warehouses.

5  Conclusion

In this section, the authors conclude the main contribu-
tions of the paper which falls under three categories that 
include the use of method for forecast unit sales, division 
and classification of the warehouses in different clusters 
for inventory distribution, as well as use of SCCM in the 
identification of the proper inventory distribution strate-
gies. All these contributions stem from the use of machine 

learning models and cost–benefit analysis of ideal supply 
chain workflows. The first of these contributions is a tech-
nique for identifying the appropriate model that should 
be employed for forecasting the unit sales. Finally, we 
employed several models and hyperparameter optimiza-
tion to determine the efficient model for their tasks based 
on evaluation through Random Forest regressor with test 
score accuracy of 0. undefined They were able to use this 
model to forecast the number of its units that would be 
sold in various items in many stores. The second contribu-
tion highlighted in the paragraph is the ability to divide 
warehouses into various groups for inventory distribution 
purposes. As earlier mentioned, when warehouses are 
grouped based on certain criteria such as location, cus-
tomer/client requites or supply chain costs, then within 
a group, inventory distribution and supplies costs can be 
best managed. Lastly, we utilized supply chain cost before 
allocating items to the certain warehouse based on the 
fact that cost of total supply chain have to be minimized. 
This required identifying an inventory cost minimization 
model to compare the cost of inventory distribution and 
management of each item with respect to holding cost, 
transportation cost and demand. In this way, the research-
ers were able to make more effective decisions on inven-
tory stock placement that could reduce the costs within 
the supply chain.

Future studies could broaden the current analysis to look 
at more product groups beyond the homecare family, like 
bread/bakery, grocery, cleaning, and beauty items. Scientists 
might create models specific to each group examining how 
to tailor cost-cutting methods to different kinds of products. 
Also, it would help to do a full cost–benefit review across all 
product families considering different demand levels (high 
medium low) to find the best distribution plan for each item. 
This could lead to more detailed insights on inventory place-
ment, price control, and focused marketing within a com-
pany’s supply chain. By looking at various product groups 
future research could further improve ways to boost supply 
chain efficiency and cost-effectiveness.
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