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Abstract  The fast growth of Internet technology in recent 
times has led to a surge in the number of users and amount of 
information generated. This substantially contributes to the 
popularity of recommendation systems (RS), which provides 
personalized recommendations to users based on their inter-
ests. A RS assists the user in the decision-making process by 
suggesting a suitable product from various alternatives. The 
collaborative filtering (CF) technique of RS is the most prev-
alent because of its high accuracy in predicting users’ inter-
ests. The efficacy of this technique mainly depends on the 
similarity calculation, determined by a similarity measure. 
However, the traditional and previously developed similarity 
measures in CF techniques are not able to adequately reveal 
the change in users’ interests; therefore, an efficient measure 
considering time into context is proposed in this paper. The 
proposed method and the existing approaches are compared 
on the MovieLens-100k dataset, showing that the proposed 
method is more efficient than the comparable methods. 
Besides this, most of the CF approaches only focus on the 
historical preference of the users, but in real life, the people’s 
preferences also change over time. Therefore, a time-based 
recommendation system using the proposed method is also 
developed in this paper. We implemented various time decay 
functions, i.e., exponential, convex, linear, power, etc., at 

various levels of the recommendation process, i.e., similarity 
computation, rating matrix, and prediction level. Experimen-
tal results over three real datasets (MovieLens-100k, Epin-
ions, and Amazon Magazine Subscription) suggest that the 
power decay function outperforms other existing techniques 
when applied at the rating matrix level.

Keywords  Collaborative filtering · Recommendation 
system · Similarity measure · Time decay function · 
Gower’s coefficient

1  Introduction

The Internet has become an integral part of people’s lives 
since its inception in the twentieth century. There is a con-
tinuous data explosion with the advent of Web 2.0, social 
media, and online social networking. According to the 
report, 2.5 quintillion data bytes was generated per day in 
2020, and by 2025, this number will increase to 463 exabytes 
of data (Bulau 2021). As a result of this data explosion, the 
user’s ability for data absorption has reached its limit, and 
the issue of adverse selection has risen. Finding the right 
information from this data is like searching for a needle in 
the haystack. In this, the recommendation system (RS) (Jain 
et al. 2020) plays an important role. It is a software technol-
ogy that serves as an information filtering tool to recom-
mend the most favourable items to users depending on their 
previous personal preferences. The popularity of the recom-
mendation system is continuously rising and is deployed in 
many domains like music, movie, news, joke, health care, 
article recommendations, etc. (Konstan et al. 1997; Jain et al. 
2013; Anandhan et al. 2018). On e-commerce platforms (Jin 
et al. 2020), RS helps the users by suggesting the items of 
their interest. The presence of the Long Tail phenomenon 
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(Suryakant and Mahara 2016) is also one of the prominent 
reasons for the ever-increasing popularity of the RS. Accord-
ing to this, users can find popular products quickly, but prod-
ucts in the Long Tail are more difficult and time taking to 
find. An RS solves this problem by recommending all related 
items, even if they aren’t very popular.

Generally, there are three kinds of recommendation sys-
tems: (1) Content-Based (CB), (2) Collaborative Filtering 
(CF), and (3) Hybrid recommendation. In a content-based 
strategy (Wang et al. 2017), sufficient information about 
users and items is required to develop the profiles and pro-
vide recommendations. This method recommends the best-
matched item after examining the previously rated items. 
The CB technique can change its recommendations very 
quickly according to the changes in the user’s preferences, 
but enough information about users and items is required 
to create profiles. Unlike the CB technique, CF (Schafer 
et al. 2007; Jain and Mahara 2019) technique considers 
only the user-item ratings. It forecasts the utility of items 
for the target user based on the items previously rated by 
other users. The main benefit of CF is that, it requires less 
information about users/items to construct profiles and is 
more accurate than content-based techniques. It is divided 
into Model-based (Isinkaye et al. 2015) and Memory-based 
methods (Ghazarian and Nematbakhsh 2015). In the model-
based approach, partial ratings are used to train the model, 
and once the model is trained, it is used to generate quick 
predictions. The memory-based method predicts the miss-
ing ratings based on the evaluations from other users/items. 
In this method, it is important to select a suitable similar-
ity measure as it helps in finding similar users/items. Many 
experimental results show that the memory-based method 
has practical advantages such as simplicity, efficiency, and 
accuracy. Memory-based methods are classified into User-
based (Tan and He 2017) or Item-based (Kant and Mahara 
2018) techniques. When the similarity is calculated among 
users, it is called the user-based CF method; otherwise, it 
is known as item-based CF. After calculating the similarity 
among users/items, neighbors are determined for the target 
users to predict their unknown ratings. The hybrid methods 
(Ghazanfar and Prugel-Bennett 2010; Wang et al. 2017) 
combine collaborative and content-based approaches. Most 
of these similarity measures in the memory-based approach 
suffer from the data sparsity problem (Yu and Huang 2017; 
Kant and Mahara 2018), which occurs when the ratio of rat-
ings needed to be predicted to the ratings already available 
is very high. For instance, predicting the 85% ratings from 
15% of the available data. This problem gets aggravated with 
a continuous increase in users and items. A new similarity 
measure iGJ is proposed in this paper to overcome this. We 
compared the new method’s performance with the existing 
method, and the experimental results show that our proposed 
method is superior.

In addition, the time-aware recommendation systems 
have been widely researched in recent years, and they have 
been found to be more successful than standard non-relevant 
recommendation systems (He and Wu 2009; Campos et al. 
2014). Exploiting the context (e.g., location, time, weather, 
device, and mood) in which users express their preferences 
have been demonstrated to be very effective in increasing 
the performance of the recommendation system (Adoma-
vicius et al. 2011). Time-aware recommendation (Ding and 
Li 2005; Koren 2009) systems focus on the idea that users’ 
attraction to items in online systems diminishes over time. 
It means that users’ most recent ratings on items reflect their 
current trend on such items. Although there has been a lot of 
research in this area, only a few studies described how time-
based functions could help increase the recommendation 
system’s performance (Larrain et al. 2015). Most research 
does not precisely describe which time functions should be 
used and when they can be integrated. This research aims 
at addressing this gap by applying various time decay func-
tions at three levels, including rating matrix level, similarity 
computation level, and prediction level, during the recom-
mendation process. The main contributions of this research 
are as follows:

1.	 A novel CF-based RS algorithm is proposed to tackle 
the sparsity issue. The algorithm is validated by apply-
ing it to real-world data sets. The results confirm that 
the method is effective and scalable and outperforms 
existing CF-based methods.

2.	 The concept of time was not considered in the traditional 
CF algorithms, but it is important as the user’s prefer-
ences change with time. Therefore, various time decay 
functions are integrated at three levels in the recom-
mendation process to incorporate the time aspect. The 
experimental results on three real datasets indicate that 
the proposed time-based method is superior to all other 
methods.

The outline of the paper is as follows. The related work 
on CF and time context functions is presented in Sect. 2. The 
proposed algorithm is described in Sect. 3. The experiments 
and performance analysis are presented in Sect. 4. Finally, 
we conclude the paper in Sect. 5.

2 � Related work

The Collaborative Filtering (CF) (Al-bashiri et al. 2017) is 
a popular suggestion approach that has been used on a vari-
ety of e-commerce platforms. It suggests potential items for 
target users by automatically learning and analysing their 
past preferences. In recommendation system, U = {U1, 
U2, …., UM} and I = {I1, I2, …., IN} be a set of users and 
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items respectively, and all user rating data are regarded as 
a user–item rating matrix [rui]M×N. In this matrix, M and N 
represent the number of users and items, respectively; rui is a 
rating value made by the uth user on the ith item. This rating 
matrix is sparse in general, which means a substantial num-
ber of user’s ratings are unknown. As a result, a significant 
research emphasis of memory-based CF is how to construct 
an effective similarity measure to deal with the data sparsity 
problem. The literature about some traditional and recent 
work on similarity measures is discussed in Sect. 2.1. Many 
time decay functions are used to analyze the system perfor-
mance, and a brief discussion on them is given in Sect. 2.2.

2.1 � Collaborative filtering‑based recommendation

The Collaborative Filtering is one of the most popular 
methods of RS, which takes the users’ preferences for items 
stored in a database (user-item matrix). It then makes recom-
mendations based on the similarities calculated by a similar-
ity measure. A similarity measure is a statistical measure 
used to show how two users or items are related. The CF 
technique is developed on the premise that users with com-
mon interests in the past will also share similar tastes in the 
future. Data sparsity and Cold-start are two main challenges 

faced by any CF-based RS (Patra et al. 2014). To alleviate 
them, many similarity measures, i.e., Cosine, PCC, TMJ, 
Rating Jaccard, RJaccard RJMSD, IPWR Var, Rating Jac-
card RPB, etc., have been introduced in recent years. Table 1 
highlights some of the traditional similarity measures along 
with newly developed methods.

Cosine (COS) (Su and Khoshgoftaar 2009) is a con-
ventional similarity measure that computes similarity by 
calculating the cosine angle formed between user rating 
vectors. The main drawbacks of cosine measure are (1) It 
determines a high degree of similarity between two users, 
regardless of their rating differences. (2) It doesn’t utilize all 
ratings provided by the users. (3) It cannot find the relation-
ship between users if the number of common items is not 
enough. Adjusted Cosine (ACOS) (Wang et al. 2017) was 
proposed to overcome these drawbacks, but it also fails in 
calculating the effective similarity when users’ cardinality 
is small. Another traditional similarity measure is Pearson 
Correlation Coefficient (PCC) (Senior 2017) which deter-
mined the similarity by considering only the co-rated items. 
Still, its efficiency is impaired when the number of co-rated 
items becomes less. Like the COS measure, PCC does not 
consider the global preference of the users. Some variants 
of PCC (Al-bashiri et al. 2017), such as CPCC, and SPCC, 

Table 1   Existing Similarity 
Measures

Measures Mathematical expression References
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have been suggested to overcome these drawbacks. All the 
PCC and COS variants suffered either from the cold-start, 
sparsity, or both. The Jaccard coefficient (Sun et al. 2017) 
is the ratio of common ratings to all existing ratings. This 
technique only considers the common ratings. Unlike this, 
Mean Squared Difference (MSD) (Sun et al. 2017) measure 
considers only absolute ratings and ignores the proportion 
of common ratings. In Jaccard-Mean Squared Difference 
(JMSD) measure (Wang et al. 2017), Jaccard coefficient is 
combined with the MSD measure. It suffers from the local 
information and utilization of rating problems. Based on 
the Jaccard, PSS, and URP coefficients, a New Heuristic 
Similarity Measure (NHSM) is presented (Al-bashiri et al. 
2017). It improvesthe system performance by eliminating 
the possibility of low similarity calculations despite having 
the same rating between users. This measure also fails (1) 
When more sparse entries are presents in the dataset (2) It 
does not utilize all users’ ratings. (3) Similarity computation 
formula used in NHSM is complex.

Among the traditional similarity measures, the Jaccard is 
one of the popular and most frequently used similarity meas-
ure as it improves the system performance and give weight-
age to the common ratings. Several researchers recently 
used this measure to generate a new similarity measure. 
For instance, Sun et al. (2017) integrating the Jaccard and 
triangle similarity and proposed a Triangle Multiplying Jac-
card (TMJ) similarity measure. It considers both the length 
and angle of the rating vectors between users. Still, it fails 
because, it does not consider the user’s global preference. 
Based on the Jaccard measure, Bag et al. (2019) proposed 
two similarity measures: Relevant Jaccard (RJaccard) and 
Relevant Jaccard Mean Squared Difference (RJMSD). Their 
drawbacks are: (1) They compute inaccurate similarity when 
both the users rated the items with equal ratings. (2) They 
only consider the frequency of co-rated and non-co-rated 
items and ignore the similarity computation intensity. Apart 
from this, Ayub et al. (2019) also proposed the IPWR_Vari-
ance and IPWR_SD. The author integrated improved PCC 
with rating preference behavior (RPB) to calculate the simi-
larity. Besides this, Ayub et al. (2020) also proposed two 
effective models, Rating-Jaccard and Rating-Jaccard-RPB. 
The new similarity models computed inaccurate similarity 
when the users did not have equal rating items. To overcome 
the sparsity issue of the CF technique, a new method impro-
vised Gower’s Jaccard (iGJ) is proposed in this paper. In the 
next section, we focussed on the time decay function used 
in CF technique.

2.2 � Time decay functions in collaborative 
filtering‑based recommendation

Classic recommendation methods utilize the rating informa-
tion to calculate the similarity whereas, time information 

is not considered. Therefore, the traditional recommenda-
tion algorithms may not generate the appropriate nearest 
neighbor set for the target user. In this case, the recommen-
dation outcomes may have low precision. To overcome this, 
an time-weighted recommendation system is presented. 
Since the user’s interests change over time, the same item 
may receive different ratings at various periods. Therefore, 
several researchers used the time function in their CF-based 
methods. In the implication of the time decay function, two 
things are crucial: (1) Selection of the appropriate time 
decay function and (2) The level at which the time decay 
functions are implemented. This section discusses the previ-
ous study on the time decay functions and the level at which 
they can be applied. The list of popular time decay functions 
is given in Table 2.

The first time-based recommendation algorithm was 
developed by Zimdars et al. (2013), who reframed the rec-
ommendation issue as a time series prediction problem. 
Nowadays, most of the subsequent research is cantered on 
time-based recommendations. Most time decay functions 
include Exponential, Power, Logistic, Convex, Concave 
and Linear (Ding and Li 2005; Larrain et al. 2015; Xu et al. 
2019).

Since the taste of users changes over time and old data 
becomes obsolete, the relevance of time cannot be ignored 
in the accuracy of prediction algorithms (Ding and Li 2005). 
Lee et al. (2008) developed a pseudo-rating CF approach 
based on implicit feedback data. The author considered the 
user’s purchase time and the item’s rating time for finding 
the weight decay to improve suggestion accuracy. Gong and 
Cheng (2008) implemented a technique for analysing the 
user’s interest change with the CF model. In this, a prede-
termined weight is used to decay all users’ ratings based 
on item rating time. Xia et al. (2010) proposed a dynamic 
item-based recommendation system using concave, convex, 
and linear time decay functions. Zheng and Li (2011) used a 
power decay function to improve the performance of a tag-
based recommender after filtering their data based on the 
recency of tagging interactions. Wu et al. (2012) integrated 
user and item-based collaborative filtering with the power 
decay function for social tagging label prediction in a digital 

Table 2   Existing Time Decay Functions

Time function Mathematical expression References
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Zhang et al. (2019)
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library. Li et al. (2013) considered the time component and 
proposed a time weight iteration model based on the prin-
ciple of memory. Huang and Song (2014) enhanced a tag-
based recommender by using a two-step filtering method 
that used a linear decay function to simulate the recency 
effect of interactions. Chen et al. (2021) expand the concept 
of human brain memory to describe the degree of a user’s 
interests (i.e., immediate, short-term, or long-term) and pre-
sent the Dynamic Decay Collaborative Filtering (DDCF) 
method to modify the decay function depending on users’ 
actions.

These temporal decay functions can be used at three 
separate stages of the recommendation process: Similarity 
Computation (SC), Rating Matrix (RM), and Prediction (P). 
For instance, Ma et al. (2016) applied exponential function 
at the prediction level to predict the time-weighted ratings. 
In this, author uses a hierarchical structure between items to 
improve similarity. Xu et al. (2019) applied the exponential 
function with improved ACOS functions at the similarity 
computation level. These current time-dependent recom-
mendation algorithms generally add time factors in the 
training phase. Apart from these, a time weighting similar 
user selection technique is presented in Zhang et al. (2019) 
that employs the logistic function to weight the scores of 

users and items. In this, initially the evaluation time of the 
historical score is recorded, and then the logistic function is 
adopted to calculate the time weighting coefficient accord-
ing to the time. In addition, some researchers use time-rel-
ative models to improve the quality of recommendations in 
the recommendation process. For instance, an opportunity 
model to estimate the probability of purchasing a product at 
a specific time was proposed (Wang and Zhang 2013).

To the best of our knowledge, only a single decay func-
tion is used in most of the literature work, to evaluate the 
changes in user preference. While a single decay function 
may not be sufficient to reflect the users’ preference changes, 
we studied multiple decay functions in this paper. In addi-
tion, in the literature , the implementation of the time decay 
function only at one level (of the recommendation process) 
is described. In this paper, we applied multiple time decay 
functions at several levels of the recommendation process, 
i.e., similarity computation, rating matrix, and prediction 
levels and find out experimentally the level at which the 
results are more accurate. Table 3 lists all the notations used 
in the paper.

Table 3    Symbol Description Notation Description

ua, ub, ut, uo, The users ua, ub, ut and uo, where ua ≠ ub ≠ uk ≠ uo,
i, k The items i and k, where i ≠ k
r
ua

,r
ub

The rating of user
r
ua,i

,r
ub,i

 , r
uo,i

,r
ua,k

,r
ub,k

The rating given by a user on an item
R
ua,i

The time weighted rating
P
ut ,i

The rating predicted by a user on an item
rua  , rub  , ruc The average rating of the user
�
k

The average rating of item
|I
ua
| , | I

ub
| The cardinality of the user

−

|Iua | , 
−

|Iub |
The cardinality of the un-co-rated items of user

NBR (ut) The number of neighbors of a user
N
T
(u

a
, u

b
) The number of ratings that are equal in absolute value

r
med

 , r
max

,r
min

The median, maximum and minimum value in the rating scale
sim (ua, ub) The similarity between two users
M, N, i’ The total number of users, items and co-rated items respectively
R The total number of ratings
Rk The difference between maximum and minimum ratings of an item
D

uaubk
The distance between two users for an item

W
uaubk

The weight given by two users for an item
|E| The cardinality of the testing set
 ∝ , β, Y, μ, λ, ω Tuning Parameters
tu

a
k , t u

b
k Time stamp of user u

a
 and u

b
 when they rated the item k

t Value of the largest time interval in the training dataset
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3 � Motivation for the new similarity measure

In the CF approach, researchers have proposed many simi-
larity measures. This section analyses the major shortcom-
ings of existing similarity measures, stated in Table 1.

The cosine measure computes high correlation despite 
having significant differences between their ratings. For 
instance, it computes the maximum similarity between 
user 1 (0,0,1,0,0,0) and user 2(0,0,5,0,0,0). In contrast, 
their rating preferences indicate that incorrect similarity 
is calculated between these users, as both have rated only 
one item (I3). Apart from this, the PCC measure calcu-
lates zero similarity between user 3(1,0,1,2,0,0) and user 4 
(5,0,1,0,0,0), even they give similar ratings to certain items. 
The MSD measure ignores the proportion of common rat-
ings. JMSD measure computes less similarity between 
user 5 (4,0,3,0,0,0) and user 6 (4,3,3,4,4,3) in comparison 
to user 4 (5,0,1,0,0,0) and user 5 (4,0,3,0,0,0). This is an 
inaccurate similarity calculation as users 5 and 6 have more 
similar rating items than users 4 and 5. The drawback of the 
NHSM measure is that it has a complex formula for similar-
ity computation, and it computes zero similarity between 
user 7(0,1,0,0,0,0) and user 8 (0,3,0,5,5,3). Similarly, TMJ 
computes zero similarity between user 5(4,0,3,0,0,0) and 
user 6(4,3,3,4,4,3). The RJaccard and RJMSD both compute 
inaccurate similarity when both the users rated the items 
with equal ratings. They only consider the frequency of co-
rated and un-co-rated items and ignore the intensity for the 
similarity computation. RJaccard and RJMSD calculates the 
same similarity between user 3(1,0,1,2,2,0)–6(4,3,3,4,4,3), 
and 6 (4,3,3,4,4,3)–8 (0,3,0,5,5,3), while their rating pref-
erences indicate that similarity between users 6–8 should 
be more. In the same way, Rating_Jaccard and Rating_Jac-
card_RPB computed inaccurate similarity when the users 
do not have equal rating items. For example, consider user 
7(0,1,0,0,0,0) and user 8(0,3,0,5,5,3), Rating_Jaccard and 
Rating_Jaccard_RPB computes zero similarity in this case. 
Furthermore, IPWR_Variance and IPWR_SD ignore the 
user’s global preference.

To overcome the drawback of the existing measures, a 
new similarity measure is proposed in the next section. Also, 
these measures use the historical ratings while computing 
similarity, but the user preferences change over time; there-
fore, with the help of proposed method and time function, 
a time-based recommendation system is also developed in 
this paper.

4 � Proposed similarity method

The traditional CF based RS algorithms do not give 
importance to the fact that the user’s interest changes with 
time. Therefore, considering time becomes crucial for the 

performance of the recommendation system. Taking this into 
consideration, the research proposes to evaluate various time 
decay functions by applying them at various stages of the 
recommendation process using a novel similarity measure 
iGJ.

4.1 � Improvised Gower Jaccard (iGJ) similarity 
coefficient

In 1971, J.C. Gower’s introduced the most common proxim-
ity measure for mixed data types, known as Gower’s coef-
ficient (Podani 1999). It can work on heterogeneous data 
such as binary, categorical, and ordinal data and can also 
be applied to quantitative and qualitative data. It also has 
the advantage of working effectively when some ratings in 
the data matrix are missing (Fontecha et al. 2014). Podani 
(1999) developed an enhanced version of Gower’s coeffi-
cient, which assessed the similarity between ordinal char-
acters. ben Ali and Massmoudi (2013) presented a study on 
Gower’s coefficient and k-means clustering. Fontecha et al. 
(2014) used Gower’s coefficients to create a novel mobile 
service system to increase the accuracy of frailty assess-
ments in an elderly population. Gower’s coefficient is used 
to calculate similarity in the following way:

Equation 1 calculates the similarity value between 0 and 
1, where zero indicates the lowest similarity and one cor-
responds to high similarity. Calculating the zero similarity 
is feasible only when no co-rated items exist between two 
users. Its value cannot be greater than one. For each user 
item, the values of Wuaubk

 and Duaubk
 for various categories 

of data variables may be determined as follows:
For Categorical Variables:

For Binary Variables:

For Ordinal Variables:
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Gower’s coefficient was applied to the user-item rating 
matrix to calculate similarity among users, which helps 
determine the neighbours and generate the prediction. It is 
observed that Gower computes incorrect similarity in some 
instances during the similarity calculation phase. This is the 
case when the numerator and denominator become equal 
in Eq. 2. For example, consider two users’ user-1 (5,3) 
and user-2 (2,1); Gower’s coefficient calculates 0 similari-
ties among these users, which is false. To address this, we 
suggest an improvised Gower (iG) coefficient in Jain et al. 
(2021). The following formula is used to compute the simi-
larity using the improvised Gower’s coefficient:

where,

The improvised Gower’s coefficient computes the non-
zero similarity between users who have rated at least one 
common item.

To give weightage to the common items, the Jaccard 
measure is combined with the improvised Gower’s coeffi-
cient. The Jaccard coefficient is defined as the ratio of the 
intersection to the union of sample sets. It considers only the 
number of common ratings among two users while comput-
ing similarity. Similarity using the Jaccard coefficient can be 
investigated as follows:

Thus, the proposed similarity measure improvised Gower-
Jaccard (iGJ) is the combination of improvised Gower’s and 
Jaccard’s similarity measures. The main reason for selecting 
Gower’s coefficient is that it works well even when some 
entries are missing in the data matrix. Moreover, most of 
the ratings are absent in the user-item rating matrix dataset, 
requiring the incorporation of all the common ratings for 
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similarity computation. For this, Jaccard is the most suitable 
measure. The similarity computation formula of the pro-
posed improvised Gower’s Jaccard (iGJ) similarity measure 
is rendered in Eq. 5.

The proposed measure iGJ considers all available rating 
data while calculating similarity, thereby reducing the spar-
sity problem.

4.2 � Theoretical performance evaluation of iGJ measure

This section states that the proposed iGJ successfully over-
comes the existing methods’ shortcomings (described in 
Sect. 3).

As discussed in Sect. 3, the cosine measure computes the 
maximum similarity between users when they have only one 
co-rated item. iGJ overcomes this flaw and computes non-
zero similarity (0.125) in this case. Additionally, the pro-
posed iGJ method calculates the non-zero similarity between 
users and removes the lack of zero similarity computation 
by some measures discussed in Sect. 3. For example, iGJ 
calculates the non-zero similarity between users 3 and 4 
(= 0.125), between users 5 and 6 (= 0.333), and between 
users 7 and 8 (= 0.062). iGJ also overcames the drawback 
of MSD measure by considering the common and absolute 
ratings. It also considers the user’s global preference. It 
computes better similarity between users 5 and 6 (0.333) as 
compared to users 4 and 5 (= 0.219) and overcomes the flaw 
of the JMSD measure. It also overcomes the weakness of 
RJaccard and RJMSD measures by computing more similar-
ity between users 6 and 8(0.333) than users 3 and 6(0.194). 
The Rating_Jaccard and Rating_Jaccard_RPB computed 
inaccurate similarity when the users do not have equal rating 
items. iGJ computed 0.062 similarity in this case. Thus, with 
the help of this discussion, we can state that our proposed 
method performs better than existing approaches. Section 5, 
evaluated the performance of iGJ on a real-world dataset.

In e-commerce, it is found that time is also an important 
factor because the choice of individuals changes more fre-
quently with time. So, to improve system efficiency and give 
importance to the recent data, six-time decay functions with 
our proposed measure in the collaborative filtering technique 
is used. These time decay functions can be applied in three 
ways, and a discussion is presented in the next section.

4.3 � iGJ coefficient with time decay functions

In CF, a time decay function can be applied at the follow-
ing three places of the recommendation process: (1) Con-
struction of Rating Matrix, (2) Similarity Computation (3) 

(5)
sim

(
ua, ub

)iGJ
= sim

(
ua, ub

)Improvised Gowers
∗ sim

(
ua, ub

)Jaccard
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Prediction of rating. These three steps are very important in 
CF technique to make the recommendation, therefore vari-
ous time decay functions as listed in Table 2 are applied at 
these three levels to determine their accuracy. In each TDF, 
different tuning parameters are used. The value of those 
parameters can be obtained through various experiments. 
Since similarity computation is crucial in the recommenda-
tion process, we first applied all the time decay functions at 
the similarity computation level to obtain the best values 
of the tuning parameters. In the next two levels, i.e., rating 
matrix and prediction levels, we used the best values of the 
tuning parameters of the time function. A detailed definition 
of each of them is given below:

4.3.1 � Time decay function at similarity computation level 
(TDF@SCL)

In this approach, iGJ with various time decay functions are 
applied at the similarity computation level of the recommen-
dation system. To obtain similarity, the actual ratings present 
in the dataset are used and then iGJ similarity measure with 
various TDF given in Table 2 are applied. The appropriate 
similarity is calculated as follows:

where TDF (Δt) is a time decay function, it can be expo-
nential, power, logistic, linear, concave, and convex. After 
calculating the similarity using Eq. 6, the nearest neighbors 
of the target users are determined to generate the prediction 
using the formula given below.
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4.3.2 � Time decay function at rating matrix level (TDF@
RML)

In this approach, we first convert actual ratings of the dataset 
into time-weighted ratings using the TDF and then apply 
the iGJ similarity measure to them to obtain the similarity.

In the time-based RS, the ratings that are closer to the 
current time achieved the larger weighting coefficient. After 
calculating the similarity and determining the neighbors, a 
prediction is made for each target user, using Eq. 7.

4.3.3 � Time decay function at prediction level (TDF@PL)

The prediction step is performed in the CF-based RS after 
calculating the similarity and determining the neighbors. In 
this approach, we first calculate the similarity using our pro-
posed method (Eq. 5) and then determine each target user’s 
neighbor set. After obtaining the neighbors, we incorporated 
the time decay function in the prediction formula to get the 
predicted ratings. The prediction formula (Jain et al. 2020) 
for this approach is given in Eq. 9.

In the next section, the efficiency of iGJ is displayed 
with a comparison of the traditional and recently proposed 
method. In addition, the performance of each time decay 
function is also examined at various levels of the recommen-
dation process. Figure 1 shows the experimental model of 
the traditional and time-based collaborative filtering method 
and the algorithm for the same is depicted below.
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5 � Experimental results

The proposed algorithm is implemented with the existing 
algorithms on the Scientific Python Programming Frame-
work Spider 3.3.3. The systems architecture is Intel(R) 
Xeon(R) CPU E5-2680 v2@2.80 GHz, 64 GB RAM, and 
Microsoft Windows 10 Education operating system. Initially, 
the experimental setup includes a description of the dataset 
used, followed by the prediction algorithm. In the following 
subsection, evaluation metrics are described. The proposed 
method’s efficiency is examined in the last segment.

5.1 � Datasets

MovieLens-100K, Epinions, and Amazon Magazine datasets 
are used for performance evaluation of iGJ. Table 4 presents 
the details of datasets.

MovieLens-100k (Tan and He 2017): The Group Lens 
Research Group created the MovieLens-100k dataset at the 
University of Minnesota. In the dataset, every user rated at 
least 20 movies on a scale of 1–5, with one being worst and 
five being best. This dataset covers a total of 8-months of 
data.

Fig. 1    Traditional versus time based collaborative filtering method

Table 4   Dataset Description Movie lens-100k Epinions Amazon magazine subscription

Users (M) 943 40,163 2428
Items (N) 1682 139,738 72,098
Ratings (R) 100,000 664,823 89,689
Sparsity index (%) 93.70 99.99 99.95
Time range Sep 1997–April 1998 July 1999–May 2011 May 1996–Oct 2018
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Epinions (Manochandar and Punniyamoorthy 2020): The 
sparsity level of this dataset is very high. It covers almost 
12 years of data. The dataset ratings are present on a scale 
of 1–5. It’s a system for rating goods and services from vari-
ous sources.

Amazon Magazine Subscription (Ni et al. 2019): The rat-
ings in the dataset are in the range of 1–5, where one being 
worst and five being best. This dataset covers more than 
22 years of data.

5.2 � Evaluation metrics

Determining the accuracy of an algorithm in a recommenda-
tion system is a challenging issue because algorithms behave 
differently depending on the input dataset. An evaluation 
metric (Nguyen et al. 2021) is used to test such algorithms, 
which can be classified mainly into Predictive accuracy 
metrics (MAE, RMSE) and Classification accuracy metrics 
(Precision, recall, F1-measure, and accuracy). Predictive 
accuracy metrics is applied to test the algorithms. In MAE 
and RMSE, the predicted ratings are compared with the 
actual ratings, and their lower values indicate that method’s 
better performance. The formulas for the MAE and RMSE 
metrics are given below:

5.3 � Experimental results

In this section, the experiment results are displayed in two 
parts. In the first part, the comparison between the proposed 
similarity measure iGJ and several other existing measures 
is shown. In the next part, the results of applying the vari-
ous time decay functions with iGJ at various levels of the 
recommendation process, i.e., rating matrix, similarity com-
putation levels, and the prediction level, are shown. Also, 
the number of neighbors is an important parameter to evalu-
ate the performance of CF-based RS; therefore, in both the 
experiments, we assess the results at different-2 neighbors, 
i.e., 20, 60, 100, 150, 200. For the evaluation, the MAE and 
RMSE metrics are utilized.

5.3.1 � Performance evaluation of iGJ

This experiment aims to test the predictive accuracy of the 
iGJ with the existing similarity measures, i.e., PCC, Cosine, 
Jaccard, NHSM Rating_Jaccard, RJaccard, etc. For this, a 
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very popular and most commonly used ML-100k dataset is 
used. The MAE and RMSE results on the  are displayed in 
Figs. 2 and 3, respectively.

From both the figures, it is clear that the proposed method 
iGJ calculated lower MAE and RMSE values compared to 
all other methods. After the iGJ, the performance of NHSM 
and Jaccard measures is good. At k = 20, the IPWR_Vari-
ance, IPWR_SD, Rating_Jaccard, and Rating_Jaccard_RPB 
are almost similar in MAE comparison, while RJMSD shows 
poor results for the remaining k’s value. In RMSE compari-
son, at k = 20, Rating_Jaccard_RPB gives the worst results, 
while the RJSMD measure gives the worst results for the 
remaining values of k’s.

Through this experiment, we can state that the iGJ outper-
forms the other methods as its calculated MAEs and RMSEs 
values are lower than other methods for every k’s values. 
In the next section, we display the results of applying the 
several time decay functions with iGJ on various level of 
recommendation process.

5.3.2 � Experimental results of applying iGJ with time decay 
function (iGJ‑TDF)

In the CF technique, three steps are very important to make 
the recommendation; construction of the user-item rating 
matrix, similarity computation, and predicting the rating 
for the target users. The time functions listed in Table 2 
are applied on these three levels. Since, the performance of 
recommendation systems largely depends upon the effec-
tive similarity calculation, henceforth, we firstly apply all 
the time decay functions at the similarity computation level 
and then apply at rating matrix and prediction levels. To 
test the performance, we used three datasets i.e., ML100k, 
Epinions, and Amazon Magazine dataset. The best results 
in each Table are boldfaced.

5.3.2.1  Time decay function at similarity computation level 
(TDF@SC)  In this, iGJ measure is applied with exponen-
tial, concave, convex, linear, logistic, and power time func-
tions at similarity computation level. A tuning parameter is 
used in each time decay function, whose best value in the 
range of 0.5 to 0.9 is obtained by experiments. Experimental 
results on ML-100k, Epinions, and Amazon Magazine data-
sets are shown in Tables 5, 6, and 7, respectively.

From the results, it is evident concave, convex, expo-
nential, linear, logistic, and power function gives the best 
results at 0.9,0.5,0.5,0.7,0.9,0.6, respectively for all the three 
datasets. The experimental results also indicate that, among 
all time functions, the convex function gives better results, 
when applied that at the similarity computation level. Next, 
we applied a time function on the rating and prediction level 
using these best tuning parameter values, displayed through 
Table 8.
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Fig. 2   MAE comparison of the proposed measure and existing methods

Fig. 3   RMSE comparison of the proposed measure and existing methods
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5.3.2.2  Time decay function at rating matrix level (TDF@
RM)  Table 8 shows the best values of the tuning parame-
ters of each time function, which are determined through the 
experiment in the previous step. In this section, the results 
of applying time decay functions at only the best values of 
tuning parameters at the rating matrix level are depicted. 
For this, original ratings are converted into time-weighted 
ratings using time decay functions and then iGJ similarity 
measure is applied to compute the similarity among users. 
Experimental results given in Table 9 indicate that the per-
formance of the power function is incomparable from all 
other functions on all datasets. The MAE and RMSE value 
of that is very low than other; hence it is superior.

5.3.2.3  Time decay function at  prediction level 
(TDF@P)  This section demonstrates the experimental 

results of applying time decay functions at the prediction 
level of the recommendation process. Like the rating matrix 
level, TDF is applied with the best values of the tuning 
parameters. The experimental results displayed in Table 10 
show that the convex function gives lower MAE and RMSE 
than all other time functions on all three datasets.

The best values of iGJ with time functions are compared 
with iGJ without time function on the ML-100k, Epinions 
and Amazon Magazine datasets and their results are pre-
sented in Figs. 4, 5 and 6, respectively. From the results, we 
can conclude that at similarity computation and prediction 
level, convex function demonstrates best performance, while 
at rating matrix level power function depicts satisfactory 
results. With comparison to all these two, iGJ with power 
function at the rating matrix level gives the best results. 

Table 5   Results of applying TDF at SC level on ML-100k dataset

The best entries are highlighted in bold

Dataset Parameters MAE RMSE

20 60 100 150 200 20 60 100 150 200

Concave α = 0.5 0.75800 0.75850 0.76050 0.76300 0.76450 1.04200 1.04150 1.04350 1.04500 1.04650
α = 0.6 0.75700 0.75650 0.75950 0.76150 0.76350 1.04100 1.03950 1.04300 1.04400 1.04550
α = 0.7 0.75600 0.75500 0.75800 0.76050 0.76150 1.04050 1.03750 1.04100 1.04250 1.04400
α = 0.8 0.75300 0.75250 0.75500 0.75800 0.75950 1.03700 1.03500 1.03800 1.04050 1.04250
α = 0.9 0.75000 0.75100 0.75250 0.75600 0.75750 1.03400 1.03350 1.03550 1.03950 1.04050

Convex β = 0.5 0.74800 0.74900 0.75200 0.75450 0.75800 1.03150 1.03150 1.03400 1.03750 1.04000
β = 0.6 0.74835 0.74950 0.75240 0.75500 0.75860 1.03175 1.03250 1.03450 1.03850 1.04100
β = 0.7 0.74840 0.75000 0.75250 0.75600 0.75850 1.03180 1.03350 1.03500 1.03950 1.04050
β = 0.8 0.75430 0.75050 0.75255 0.75650 0.75900 1.03350 1.03400 1.03550 1.03900 1.04150
β = 0.9 0.75300 0.75100 0.75250 0.75750 0.75950 1.03700 1.03400 1.03800 1.04000 1.04200

Exponential µ = 0.5 0.75645 0.75650 0.75950 0.76150 0.76300 1.04050 1.03950 1.04200 1.04350 1.04550
µ = 0.6 0.75750 0.75800 0.76000 0.76250 0.76350 1.04150 1.04050 1.04250 1.04500 1.04600
µ = 0.7 0.75800 0.75900 0.76050 0.76300 0.76450 1.04200 1.04150 1.04300 1.04500 1.04650
µ = 0.8 0.75850 0.76100 0.76100 0.76350 0.76450 1.04250 1.04350 1.04250 1.04600 1.04700
µ = 0.9 0.75800 0.76000 0.76100 0.76400 0.76550 1.04200 1.04350 1.04400 1.04650 1.04750

Linear Y = 0.5 0.75100 0.75150 0.75250 0.75600 0.75700 1.03250 1.03300 1.03500 1.03950 1.04100
Y = 0.6 0.75100 0.75250 0.75250 0.75600 0.75850 1.03300 1.03300 1.03450 1.03950 1.04100
Y = 0.7 0.75050 0.75100 0.75150 0.75550 0.75800 1.03200 1.03250 1.03400 1.03900 1.04050
Y = 0.8 0.75100 0.75150 0.75300 0.75700 0.75850 1.03300 1.03450 1.03650 1.03950 1.04200
Y = 0.9 0.75100 0.75150 0.75400 0.75750 0.75900 1.03500 1.03450 1.03700 1.04000 1.04150

Logistic λ = 0.5 0.75028 0.75315 0.75440 0.75603 0.75803 1.03382 1.03641 1.03793 1.03924 1.04104
λ = 0.6 0.74978 0.75288 0.75465 0.75603 0.75800 1.03370 1.03661 1.03807 1.03928 1.04108
λ = 0.7 0.74980 0.75313 0.75465 0.75620 0.75798 1.03325 1.03659 1.03822 1.03930 1.04108
λ = 0.8 0.74995 0.75288 0.75485 0.75595 0.75805 1.03369 1.03674 1.03825 1.03919 1.04115
λ = 0.9 0.74943 0.75208 0.75423 0.75582 0.75790 1.03295 1.03592 1.03782 1.03911 1.04100

Power ω = 0.5 0.75160 0.75300 0.75660 0.75848 0.76035 1.03528 1.03646 1.03952 1.04122 1.04283
ω = 0.6 0.75118 0.75275 0.75575 0.75803 0.75998 1.03490 1.03604 1.03855 1.04056 1.04268
ω = 0.7 0.75223 0.75373 0.75708 0.75903 0.76058 1.03575 1.03715 1.04006 1.04148 1.04304
ω = 0.8 0.75240 0.75418 0.75750 0.75985 0.76145 1.03615 1.03751 1.04053 1.04271 1.04386
ω = 0.9 0.75300 0.75455 0.75808 0.76068 0.76183 1.03682 1.03783 1.04080 1.04323 1.04426
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Hence it is recommended as it also outperforms the iGJ 
similarity measure without the time function.

6 � Conclusion and future scope

To overcome the sparsity issue, a novel CF-based method 
iGJ is proposed in this paper. It outperforms other algo-
rithms, i.e., Rating_Jaccard, RJaccard, RJMSD, Cosine, 
TMJ, etc. Along with this, time decay functions also inte-
grated with the iGJ algorithm at the three levels of recom-
mendation process. The experimental results indicate that 

the convex function provides best results at the similarity 
computation level and prediction level. In contrast, the power 
function produces good results at the rating matrix level. In 
all three, the result at the rating matrix level is much better 
than the other two approaches. So, through this paper, we 
can state that the results of the time based approach is better 
than the non-time-based approach. When a time function is 
applied with iGJ at similarity computation and prediction 
level, the convex function gives the best results in the time-
based approach. At the rating matrix level, power function 
depicts satisfactory results. In comparison to these three, 
iGJ works efficiently when implemented with the power 

Table 6   Results of applying TDF at SC level on Epinions dataset

The best entries are highlighted in bold

Dataset Parameters MAE RMSE

20 60 100 150 200 20 60 100 150 200

Concave α = 0.5 1.03889 1.04048 1.03921 1.03857 1.03810 1.43001 1.43045 1.42934 1.42901 1.42862
α = 0.6 1.03921 1.03985 1.03842 1.03857 1.03762 1.43012 1.42990 1.42862 1.42868 1.42857
α = 0.7 1.03889 1.04032 1.03873 1.03857 1.03810 1.42990 1.43073 1.42917 1.42923 1.42873
α = 0.8 1.03841 1.04048 1.03842 1.03835 1.03794 1.42929 1.43079 1.42884 1.42890 1.42868
α = 0.9 1.03730 1.03953 1.03821 1.03816 1.03744 1.42812 1.42990 1.42843 1.42827 1.42812

Convex β = 0.5 1.03712 1.03946 1.03837 1.03826 1.03789 1.42818 1.42821 1.42813 1.42827 1.42833
β = 0.6 1.03736 1.04080 1.03889 1.03905 1.03842 1.42856 1.43067 1.42868 1.42959 1.42862
β = 0.7 1.03778 1.04111 1.03952 1.03905 1.03857 1.42851 1.43101 1.42934 1.42947 1.42868
β = 0.8 1.03762 1.04096 1.03857 1.03873 1.03826 1.42823 1.43034 1.42879 1.42896 1.42857
β = 0.9 1.03810 1.04064 1.03852 1.03859 1.03865 1.42873 1.43073 1.42884 1.42868 1.42873

Exponential µ = 0.5 1.03789 1.03916 1.03838 1.03821 1.03793 1.42939 1.42923 1.42905 1.42921 1.42901
µ = 0.6 1.03905 1.04000 1.03857 1.03842 1.03795 1.42973 1.42995 1.42956 1.42953 1.42945
µ = 0.7 1.03889 1.03969 1.03873 1.03870 1.03810 1.42968 1.42973 1.42951 1.42947 1.42940
µ = 0.8 1.03830 1.03921 1.03842 1.03839 1.03799 1.42950 1.42951 1.42951 1.42940 1.42911
µ = 0.9 1.03835 1.03950 1.03846 1.03841 1.03797 1.42945 1.42950 1.42962 1.42943 1.42913

Linear Y = 0.5 1.03843 1.04080 1.03921 1.03862 1.03835 1.42860 1.43067 1.42923 1.42890 1.42894
Y = 0.6 1.03830 1.04064 1.03937 1.03873 1.03847 1.42852 1.43062 1.42940 1.42907 1.42868
Y = 0.7 1.03789 1.03848 1.03873 1.03853 1.03796 1.42836 1.43056 1.42920 1.42852 1.42862
Y = 0.8 1.03894 1.04064 1.03905 1.03859 1.03826 1.42845 1.43073 1.42940 1.42890 1.42879
Y = 0.9 1.03810 1.04080 1.03910 1.03868 1.03831 1.42873 1.43078 1.42890 1.42899 1.42893

Logistic λ = 0.5 1.03841 1.04064 1.03969 1.03857 1.03842 1.42840 1.43028 1.42962 1.42868 1.42873
λ = 0.6 1.03810 1.04065 1.03985 1.03857 1.03842 1.42840 1.42995 1.42968 1.42879 1.42884
λ = 0.7 1.03826 1.04016 1.03953 1.03857 1.03810 1.42842 1.43012 1.42945 1.42879 1.42851
λ = 0.8 1.03857 1.04032 1.03968 1.03842 1.03826 1.42846 1.43017 1.42940 1.42867 1.42846
λ = 0.9 1.03746 1.04000 1.03913 1.03826 1.03810 1.42806 1.42965 1.42923 1.42838 1.42840

Power ω = 0.5 1.03751 1.04016 1.03863 1.03889 1.03825 1.42840 1.43045 1.42915 1.42897 1.42895
ω = 0.6 1.03732 1.03968 1.03857 1.03841 1.03794 1.42823 1.42993 1.42899 1.42895 1.42896
ω = 0.7 1.03735 1.04000 1.03861 1.03841 1.03797 1.42845 1.43006 1.42901 1.42900 1.42900
ω = 0.8 1.03767 1.04000 1.03878 1.03810 1.03778 1.42827 1.43006 1.42910 1.42903 1.42902
ω = 0.9 1.03763 1.04016 1.03889 1.03856 1.03810 1.42835 1.43023 1.42912 1.42901 1.42901
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function at the rating matrix levels of the recommendation 
process. It performs even better than iGJ without time func-
tion. Therefore, this work concludes that the performance 
of the iGJ with the power decay function at the rating matrix 
level is better.

Most of the existing CF-based recommender systems can-
not scale up in a real-time environment. Thus, one of the 
future scopes of work will be the real-time implementation 
of the RS based on the iGJ with the time decay function. 
Future work also includes the deployment of the proposed 
system using contextual information.

Table 7   Results of applying TDF at SC level on Amazon magazine subscription dataset

The best entries are highlighted in bold

Dataset Parameters MAE RMSE

20 60 100 150 200 20 60 100 150 200

Concave α = 0.5 1.24401 1.24451 1.24461 1.24487 1.24471 1.70472 1.70401 1.70472 1.70461 1.70474
α = 0.6 1.24419 1.24467 1.24432 1.24478 1.24463 1.70489 1.70490 1.70489 1.70437 1.70489
α = 0.7 1.24410 1.24464 1.24454 1.24463 1.24459 1.70457 1.70436 1.70454 1.70422 1.70440
α = 0.8 1.24416 1.24432 1.24414 1.24464 1.24464 1.70496 1.70427 1.70468 1.70429 1.70393
α = 0.9 1.24348 1.24417 1.24385 1.24451 1.24409 1.70312 1.70362 1.70321 1.70355 1.70346

Convex β = 0.5 1.24416 1.24406 1.24410 1.24412 1.24423 1.70312 1.70362 1.70360 1.70365 1.70372
β = 0.6 1.24459 1.24475 1.24445 1.24459 1.24459 1.70346 1.70412 1.70371 1.70424 1.70434
β = 0.7 1.24501 1.24531 1.24497 1.24500 1.24501 1.70351 1.70393 1.70367 1.70412 1.70391
β = 0.8 1.24496 1.24465 1.24475 1.24478 1.24490 1.70396 1.70397 1.70379 1.70431 1.70421
β = 0.9 1.24497 1.24471 1.24473 1.24478 1.24491 1.70368 1.70383 1.70387 1.70436 1.70410

Exponential µ = 0.5 1.24416 1.24431 1.24432 1.24467 1.24436 1.70351 1.70355 1.70347 1.70359 1.70344
µ = 0.6 1.24510 1.24497 1.24495 1.24510 1.24481 1.70372 1.70369 1.70372 1.70372 1.70373
µ = 0.7 1.24497 1.24485 1.24473 1.24491 1.24457 1.70387 1.70373 1.70396 1.70384 1.70386
µ = 0.8 1.24520 1.24502 1.24485 1.24485 1.24469 1.70391 1.70382 1.70385 1.70361 1.70372
µ = 0.9 1.24478 1.24490 1.24489 1.24499 1.24472 1.70356 1.70365 1.70378 1.70377 1.70378

Linear Y = 0.5 1.24466 1.24471 1.24449 1.24456 1.24455 1.70356 1.70363 1.70370 1.70369 1.70381
Y = 0.6 1.24465 1.24474 1.24473 1.24471 1.24440 1.70351 1.70362 1.70367 1.70368 1.70377
Y = 0.7 1.24456 1.24463 1.24447 1.24448 1.24438 1.70345 1.70355 1.70362 1.70366 1.70373
Y = 0.8 1.24492 1.24492 1.24451 1.24455 1.24447 1.70347 1.70359 1.70369 1.70372 1.70383
Y = 0.9 1.24499 1.24499 1.24453 1.24468 1.24457 1.70353 1.70363 1.70371 1.70387 1.70389

Logistic λ = 0.5 1.24451 1.24485 1.24501 1.24495 1.24499 1.70347 1.70392 1.70396 1.70397 1.70401
λ = 0.6 1.24465 1.24476 1.24477 1.24482 1.24487 1.70355 1.70362 1.70364 1.70381 1.70382
λ = 0.7 1.24462 1.24499 1.24481 1.24477 1.24463 1.70356 1.70371 1.70375 1.70372 1.70377
λ = 0.8 1.24459 1.24463 1.24473 1.24469 1.24467 1.70353 1.70363 1.70371 1.70374 1.70382
λ = 0.9 1.24442 1.24445 1.24451 1.24453 1.24454 1.70342 1.70351 1.70353 1.70357 1.70358

Power ω = 0.5 1.24489 1.24468 1.24493 1.24469 1.24465 1.70276 1.70277 1.70287 1.70345 1.70327
ω = 0.6 1.24476 1.24461 1.24451 1.24448 1.24461 1.70191 1.70192 1.70213 1.70276 1.70290
ω = 0.7 1.24478 1.24467 1.24461 1.24481 1.24472 1.70224 1.70373 1.70243 1.70333 1.70326
ω = 0.8 1.24484 1.24480 1.24480 1.24491 1.24476 1.70243 1.70338 1.70263 1.70338 1.70341
ω = 0.9 1.24491 1.24489 1.24496 1.24466 1.24484 1.70259 1.70214 1.70277 1.70344 1.70339

Table 8   Best value of tuning parameters

Function Parameter Best value @

Concave α 0.9
Convex β 0.5
Exponential µ 0.5
Linear y 0.7
Logistic λ 0.9
Power ω 0.6
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Table 9   Results of applying TDF at RM level

The best entries are highlighted in bold

Dataset Functions MAE RMSE

20 60 100 150 200 20 60 100 150 200

ML-100k Concave 0.51090 0.50960 0.51015 0.51105 0.51205 0.77582 0.77424 0.77508 0.77572 0.77650
Convex 0.58665 0.58698 0.58825 0.59013 0.59113 0.87989 0.87808 0.87923 0.88032 0.88146
Exponential 0.59738 0.59855 0.60043 0.60213 0.60330 0.85283 0.85349 0.85558 0.85715 0.85845
Linear 0.47853 0.47813 0.47852 0.47883 0.47941 0.76328 0.76291 0.76370 0.76413 0.76470
Logistic 0.46620 0.46618 0.46643 0.46745 0.46808 0.71603 0.71591 0.71598 0.71711 0.71776
Power 0.37615 0.37490 0.37568 0.37618 0.37703 0.67056 0.67000 0.67043 0.67121 0.67215

Epinions Concave 0.60223 0.60270 0.60270 0.60286 0.60286 0.93332 0.93391 0.93408 0.93417 0.93417
Convex 0.79556 0.79477 0.79429 0.79413 0.79413 1.17918 1.17898 1.17864 1.17857 1.17857
Exponential 0.81842 0.81683 0.81698 0.81714 0.81714 1.14781 1.14546 1.14580 1.14587 1.14587
Linear 0.59159 0.58953 0.58873 0.58905 0.58905 0.91764 0.91652 0.91608 0.91626 0.91626
Logistic 0.64508 0.64381 0.64381 0.64381 0.64381 0.91010 0.91026 0.91009 0.91032 0.91037
Power 0.40445 0.40429 0.40413 0.40397 0.40397 0.75488 0.75478 0.75482 0.75487 0.75486

Amazon Magazine Concave 1.06800 1.06816 1.06820 1.06817 1.06821 1.44077 1.44110 1.44103 1.44098 1.44102
Convex 1.09822 1.09812 1.09817 1.09815 1.09828 1.45418 1.45415 1.45413 1.45419 1.45423
Exponential 1.10876 1.10843 1.10852 1.10851 1.10872 1.51268 1.51292 1.51304 1.51311 1.51313
Linear 1.00661 1.00636 1.00651 1.00661 1.00667 1.38144 1.38135 1.38146 1.38153 1.38157
Logistic 0.80666 0.82123 0.83076 0.82456 0.82706 1.17268 1.18725 1.19378 1.19298 1.19178
Power 0.79532 0.79521 0.79544 0.79553 0.79566 1.13112 1.13107 1.13114 1.13134 1.13151

Table 10   Results of applying TDF at P level

The best entries are highlighted in bold

Dataset Functions MAE RMSE

20 60 100 150 200 20 60 100 150 200

ML-100k Concave 0.76498 0.76815 0.77060 0.77245 0.77380 1.04689 1.04991 1.05207 1.05414 1.05513
Convex 0.75145 0.75470 0.75673 0.75975 0.76270 1.03714 1.03959 1.04093 1.04372 1.04623
Exponential 0.79933 0.79943 0.79950 0.79950 0.79945 1.07830 1.07871 1.07875 1.07912 1.07905
Linear 0.76830 0.77063 0.77288 0.77523 0.77673 1.05003 1.05220 1.05450 1.05668 1.05767
Logistic 0.75748 0.76080 0.76323 0.76583 0.76793 1.04081 1.04384 1.04550 1.04791 1.05010
Power 0.77350 0.77605 0.77948 0.78105 0.78208 1.05380 1.05644 1.05940 1.06101 1.06197

Epinions Concave 1.03889 1.03873 1.03762 1.03778 1.03778 1.42745 1.42718 1.42634 1.42640 1.42640
Convex 1.03714 1.03683 1.03619 1.03635 1.03635 1.42606 1.42595 1.42550 1.42556 1.42556
Exponential 1.04302 1.04143 1.04080 1.04096 1.04096 1.43167 1.43056 1.43012 1.43017 1.43017
Linear 1.03889 1.03841 1.03730 1.03746 1.03746 1.42734 1.42706 1.42623 1.42629 1.42629
Logistic 1.03825 1.03730 1.03667 1.03683 1.03683 1.42701 1.42634 1.42589 1.42595 1.42595
Power 1.03937 1.03762 1.03730 1.03746 1.03746 1.42784 1.42689 1.42656 1.42662 1.42662

Amazon Magazine Concave 1.25858 1.26190 1.26168 1.26206 1.26211 1.70914 1.71262 1.71256 1.71267 1.71281
Convex 1.24314 1.24646 1.24625 1.24672 1.24677 1.70443 1.70791 1.70785 1.70796 1.70810
Exponential 1.26099 1.26431 1.26410 1.26457 1.26462 1.71146 1.71494 1.71488 1.71499 1.71513
Linear 1.25103 1.25435 1.25414 1.25461 1.25466 1.70614 1.70962 1.70956 1.70967 1.70981
Logistic 1.24691 1.25003 1.25023 1.25029 1.25034 1.70574 1.70912 1.70910 1.70910 1.70921
Power 1.25309 1.25641 1.25620 1.25667 1.25672 1.70674 1.71022 1.71016 1.71027 1.71041
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